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CEAPTER 1
Introduetion

With the analysis of time series in business
and economic statistics comes the probdlem of the de-
termination and elimination of the seasonal fastor.
As is already kmown, there are in all four factors
which enter into the analysis of any time series.
These faotors are secular trend ( the long time tend-
enoy), oyoclical variation (the wave-like movement su-
perimposed on sesular trend), seasonal variation ( a
variation within the year due to seasonal influences)
and residual variation (due to forces unforeseen).

The problem here is the analysis, comparison
and application of the various methods used in the
measurement of seasonal variation. The important
ocharaoteristiocs of a seasonal varistion are that it
i8 a periodic change with a period of one year and
that each year it exaotly repeats itself. In the
analysis of such a variation, is there any way 6f de-
termining the reliability of the different methods
and, if so, which is the most reliable? In answer
to this guestion a hypothetieal set of data has been
constructed such that if the method of monthly means

is used the true seasonals are known. It is the pur-






pose here to show how close the other methods will
come to the true results. Alse, these same methods
will be applied to the analysis of motor bus and
truck production for a period of seven years.

But before going into the study of the main
problen, a review of the various methods for the de-

teraination of seasonal variation will be given.



CHAPTER II
Methods Used in Determining Seasonals

A short descoription in outline form of the meth-
ods used in the determination of seasonal variation
will be given in this chapter. The methods are as
given below:

I. Method of monthly means

l. Compute an arithmetic mean for each
month and express thepe averages in
terms of percent.

2. Correct averages for secular trend.

3. Change the ocorrected averages so their
average will equal 100 vercent.

II. Link relative method

1. Express each monthly figure a&s a percent
of the figure for the previous month.
These are called the link relativea,

8. Determine the median link relative for
each month.

8. Compute the chained relatives using
January as a constant base.

4. Correct the chain relatives for error.

6. Adjust these corrected chain relatives

8o their average will equal 100 perocent.






I1I. Method of moving averages

1. Compute the moving averages.

2. Determine the moving average ratios by di-
viding the actual items by the correspond-
ing moving averages.

3. Compute a suitable average ratio for each
month.

4. Adjuat the average ratios 8o that their av-
erage will equal 100 percent.

IV. Ratio-to-trend

1. Fit a suitable line of trend to the yearly
averages to determine the annual inorement
and trend values.

2. Express the actual item as a percent of the
trend value. Thess are called the trend ra-
tios.

3. Determine a suitable monthly average of these
ratios.

4. Adjust so the average equals 100 percent.

V. Method of first differences (using trend ratios)

1, Ratios of the original data to trend ordi-
nates computed.

2. PMirst differences of the ratios next deter-
mined.

8. Compute a suitable average of these differ-

ences for each month.






VI.

VII.

4.

5.

Adjust so the sum of the first differ-
ence averages is egual to zero.

With January as a base, compute the
chained first differences.

Adjust so that the average of the
chained first differences is equal to
100 percent.

Method of first differences (using moving

average ratios)

1.

2.

3.

4.

5.

6.

Compute ratios by dividing the original

date by the corresponding moving aver-

ages.

Compute the first differencea of these
rafios.

Get a suitable average of these first

differences for each month

Adjust so the sum of the first differ-
ence averages is equal to zero.

With January as base, compute the
chained first differences.

Adjuat so the average is equal to 100

percent.

Thirtesn-monthas-ratio-first-difference

method

1.
Qe

Compute a monthly mean for each year.

Obtain percent ratios by dividing ao-






tuals of each year by the monthly av-
erage for that year. Also include the
ratio of the following January - al-
though the following January is not used
in the determination of the monthly av-
erage for the year.,

3. Leaving the January values as they are,
compute the first differences of the a-
bove raties from February through the
following January.

4. Seleot an average for each of the thir-
teen months,

6. Cumulate the first difference averages
fo the January average.

6. The annual trend increment is found by
subtracting the two January values.

7. Correot for trend making the two Janu-
ary values equal.

8. Adjust the twelve monthly values 80 ob-
tained 80 as to make the average equal
to 100 percent.

VIII. Detroit Edison method

A more detailed discussion of the develop-
ment and results will be given in regard te this
method and the one following (which is a modifi-
ocation of the DLetroit kdison method).






Any time aeries is made up of the following four
faetora:

seocular trend f (x)
oyclical variation ¢ (x)
seasonal variation s (x) and
residual errors %,
Let ¥y = £(x) eo(x) s(x) s ey where ,y, repre-
sents the xth term of the time series. The standard
error will be equal to *x « If the standard er-

n
ror is to be a minimum then the 02

must be a minimum
value. Values for s(1l), s(2), ¢ccee.., 8(12) can be
found that will minimise the standard error by taking
the partial derivative of e% with respeot to s(1),
-(2).o------(12) and putting this partial derivative
equal to sero. The result is that

i
a(l) = = ¥ o f(x) . o(x)
o £5(x) + o2(x)

i
It Y(x) = £(x) - o(x), then 8(i) = > ¥,
i
=y=
Now 4f T, 2o B o » "“'T1§z . Ti’a represents

the total production for seven years and if a sixth
degree parobola is fitted in such a way that the areas
under the ocurve for the seven equidistant points is

equal to T T ' ssecen Ti 43 7 have the

1-3 ’ 1-2
following result:






N A A L

‘T‘ * Ta#......o‘l‘n_z) 4 05:1 Tn-.a “ 06:1

Tn-l + °7:i In ¢

This gives a formula for the determination of
;%{x so that the seasonal factor can easily be Qeter-
mined. The values of the coefficienta in the above
equation have been worked out and put in table form
The table of values will not be given here but can be
found by referring to the list of references.

IX., A second Detroit Edison method

This method differs from the above in that a
third degree curve is used instead of one of the
sixth degree. The theory underlying this method will,
therefore, be the same as the above. The two methods
will differ, though, when it comes to determining a
formula for tho:%#%x). In this case it is done by us-
ing a curve of the tyre y = a ¢ bx » ox? + ax3 .

v 5ﬁ Mgure 1 is an accumu-~
?r - lation curve represent-
" #; | ing the total productioa
up to each sucocessive
* & Pigure T. ? year.

To = ¥,-Y_y ® total production for the firat year.

li SNy, * total produoction for the second year.
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If the values of x are substituted in the equa-
tiony 3 a 4 bx s cxg Y dx3 we obtain when
X=-.l,y;*8-bs+oc-24
820.'y°-t

x=1 . " Saebeced

x=2, '8 2 & 4% 2D 4 40+ 84

These equations are solved for a, b, o, and 4.

The results are:

&= ,Q
0o = I1.!0
2
a2 fa T 2!1 $ !!.
6
6

As it 18 necessary to exypress the results in
terms of monthly production, let 'i: January produs-

tion, l‘ S Pebruary production, ets. Then:

» 30
- = 3 ¢+ 74
Y27 12 12F T3
= _!_ bo 194
nz 18 * I;Z * lzz oto.

By differencing the results

au a8y
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CHAPTER IIIX

An Application of These Methods
to & Hypothetical Set of Data

A hypothetical set of data has been worked out
by W, L. Hart, of the University of Minnesota, such
that if the method of monthly means is used the exact
seasonals will be obtained.

Suppose we have & series of monthly items from
whioch the secular trend has been removed and the items
are for a period of K years. If £(t) represents the
item t months from January of the first year and if an
arithmetic average of the monthly items is taken, then
the results obtained by averaging is the best approx-
ifmation to f£(t).

Now the queation arises as to how to determine
a funotion P(t), which is periodioc, that will be the
beat approximation to £(t). The two theorems now
given will be an anawer. ,

Theorem 1: If £(t) aotually is a periodic fune-
tion whose period is one year, the monthly entries
obtained by the method of monthly means are exactly
the value of £(t) at the corresponding months.

If P(t) represents the periodic funoction with
the period one year, whose value for all the Januarys,

Fedbruarys,etc., are the corresponding monthly means






->

we have:

Theorem 2: Let £(t) be any function of time ¢
nown from ¢ = 0 to t s 12 K, that is, over a period
of XK yeara. Then, the sum of the squares of the re-
siduals(f(t)-P(t) ) for all values of t is smaller
in value than it would be if any other periodic fune-
tion with a period of ono‘ycar were used in place of
P(t).

Another theorem yill be stated because it gives
the proper oriterion of applicability of the above
theory.

Theorem 3: The method of monthly means gives us
the aotual monthly values of the seasonal variation
in ocase £(t) is made up of the following eomponent
parts:

A - A seasonal variation, strictly periodic
throughout the veriod of years under oconsideration,

B - A long term variation which oonsiats of cer-
tain independent pieces, each extending over a whole
number of years, where each plece represents a whole
number of ocomplete oscillations of a corresponding
periodic funetion whose period is an integral number
of years (twe or morc).

C - A second, third, etc., long term variation
having the characteristics spobitied in ﬁ.

In order to obtain a hypothetical set of data so
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2o , 64
122 123 6
“—3% (constant)
2o , 12a 12
122 22

If the differencing process is carried out in
more detail than is given here, the second difference
will remain a constant value -§%3 .

Expressing the M's in terms of T and using the
faot that the second difference is constant the re-
sults as given below are obtained:

M) = 263 %0 754 Ty - 1B ¥,

l‘ s 187 !° +81¢ !i - 137 To

Ib = 127 !oo g62 Tl - 125 !8

M, * 785 T 4898 T -1077

" eto, where

2
D% = 67 -12m 4 61,

Summing all the January values gives:

STy 1
Jan.E:QI-.ETEE,—(xss 201001 2,. 864(Tpe...0n ) o
611 7 -143 T_,).

Summing all the February values gives:
L "
Feb. T4 2 7T 0B (187 2ys 1001 £10864(%pe...07T) ) o

677 2, * 137 :ntl)' etc.
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Now if the two substitutions T =z!1 - !b and

T - 8! - T3 be made 80 as to out off the first

nsl
and last terms we will have a set of formulas which
will readily enable one to solve for:éj#: These re-
sults are:

2(}':_._3(15151 ) T611T, 4864 (253 « - =T, _p)# 10072 .
$325T).
1.
Feb .Zli-g-.—l?-fwvs T)4677 T,4864 (20, 42y p)er000n

s
408 x'n)-

nar.i(yze.uzuuz T114787 T59864(Tgs - oT, 5)e089 T .

Apr.gyis—.—izgﬂll? T 0791 21,0864 (T, . %, 2).9TL T,

to77 2,).
S = 1
May2 V=g IzB(997 Ty 2839 Po4864(ye, 3T, o)e947 2
673 2,).
.mnoiwas TT150(663 T,4 851 TpeB64(T,0.. 0%, 5)8017 T,
4776 2,).
1
:uyiv-m(ns 2 e 917 THaB64(Tye  am o)e8E1 T, o
‘88’ Tn)o
1 .
Aus-i*;:-ﬁg“?z Ty b 94T P,4864 (250 . AT, p)eese 7 o
997 !h),

Sept.SYr—lx (577 ,4971 9,4864(Tpe.. o8, ;)71 ¥, )
117 7).



-+
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Ootzq - ‘6—'1'2'3(487 T+ 989 1'2-5864(1' ---“'n-z”"z"‘n-l
. 41243 1, ).
Nov.2 (= 27133(405 T111001 Fo4864(Tye . of ,)e677T, o
41376 T,).
Dec.S (- 27153(325 T 41007 T 9864(T e, of )e611T
+1513 T ).

By using the first three of these equations for
theﬁ‘q(x) and differencin;, formul:us for D'q’ and D"y

are obtained:
1

DY = GTigE(~128 1,466 T,-6 T, o 76 L)

D.fq;z -TIEZ_‘-IZB T, 160 ra-lz rn-l. 84 rn)

1
L = - -

These formulas for D'{/ and D" will eimvlify
the computation work considerably because of the fact
that the seocond difference is a constant. The only
value foné%W(xl which needs to be direotly ocomputed

from the equations is the value of Jan. {(x).

12
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that the above oconditions would hold, the following

equations weres used:
£(t) - 16 » sin t (30°) + 4 8in t (16°) from t
= 0 to t = 36.

£(t) = 16 + sin t (30°) + 6 sin ¢t (10°) from ¢t
a 36 to t = 72,
£(t) 8 16 + sin ¢t (30°) 4 2 sin t (16°) from t

72 to t = 108.
In the equations, 16 + sin t(so°) gives the

seasonal variation and the long term variations are
given by 4 sin t (10°), 6 sin t (10°), and 2 sin ¢t
(100). From these equations the data of Table I;gg;e

computed.
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For comparison purposes this set of data was

used to test out the acouracy of the methods for com-

puting seasonal variation and the results are given

in Table I1.

- N - B S S R .

Table II.
Aotual Indjces as Worked Out by Method of
Monthly Means
Link Relative Method
Detroit Edison Method
Second Detroit Edison Method
First Difference Method
Thirteen-Months-Ratio-First-Difference
Method
Method of Moving Averages (a twelve-month
moving average, centered, adjusted by a two-

month moving average, centered, was used)
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The method which is the easiest to use - the
firat difference method - seems to lead to the most
agourate results. However, in the application of
this method to & practical problem its acocuraoy will
depend on the accuracy in eliminating the trend. As
the moving average method also gives fairly acourate
results it is probably a better method to use as the
elimination of trend is in this case perhaps as ae-
ourate as possible. If the firast difference method
is used, I would suggest that instead of eliminating
the trend by fitting a straight line or curve and us-
ing the ratie-to-trend values the trend be removed
by the moving average method and that the ratios of the
sotual data to the corresponding moving average be
used in obtaining the first differences.

While the link relative method means a lot of
work and seems to lead to rather inaccurate results
its use in a practiocal problem sould not necessarily be
relied upon.

The thirteen-months-ratio-first-difference meth-
od is superior to the link relative method. This is
probably because it takes the average for the year
as its base and therefore yields a better eriterion
for comparison.

The two Detroit Edison methods do not appear te
be &8 good a8 might be expected. Although the re-
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sults are in general better than the link relative
method, the extension of either of the two Detroit
Edison methods to a practical problem might be ques-

tioned.
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CHAPTER IV

Application of Methods to
Motor Bus and Truck Production

The set of figures given on the following page
represents the monthly production of motor busses
and trucks in the United States for a period of seven
years. (These figures are given in terms of a thou-
sand).

The equation of the line of trend which was
fitted to the yearly averages of this data is y =
45;64857 s 5,78586 X, This gives an annual incre-
ment of 3.76536, a monthly inorement of .3154 and a
semi-monthly inorement of .168 .

Chart I represents & graph of the original data
and a comparison of the straight line and moving av-
erage as a means of obtaining trend values.

The frequency tables in Charte II, III and IV
give a general idea of the type and amount of season-
sl variatioa.

The varioys methods for computing seasonals have
been worked out for this problem and the results are
given in Table 1V. The results vary considerably.

If the conoclusions drawn before were acourate, it
would be expected that the moving average method

would cheok up with the first difference method using
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TABLE 1V

Median Link Relative Method

Moving Average Method

Detroit Edison Method

Seoond Detroit Edison Method

Ratio-to-Trend Method

First Diftoronoo'lothod Using Ratio-Trend Values
Thirteea-Months-Ratio-First-Difference Method
Method of First Differences Using Moving Average
Ratios

Method of Monthly Means






3C

86°¢9 16°8L g%°89 P 0L 0°89 gg8°%9 g3°g9 28°¢gL Pe°sL | Q
29°6L L0°38 g3°18 £6°38 798 | 00°96 20°G86 93° 18 gLl IR
68°TOT | OL®°30T | 49°30T | ¥2°30T | P°30T | 41°66 98°66 09°30T | TS*90T | O
€9°T0T | PI'SOT | LP°30DT | 63°30T | 8°96 62°66 PL°66 gL*¥OT | T6°TOT | S
83°66 gg*10T | 98°66 I1°16 3*TOT | 99°L6 TL L6 88°00T | BT*POT | V
9°201 | 23°86 9%°00T | 96°00T | #°30T | 66°00T | T8°*O0T | 8G°L6 L3°86 |
BL°STT | 92°90T | @S°TIT | T8°TTT | $*30T | 02°3TT | LL°TTIT| 2ST°L0T | 66°60T | r
8%*G3T | 9T°6TT | Qe°*P3T | 23°P3T | L °LIT | 26°C3T | 93°¢3T | EGL°6TT | 38°32T | N
£8°23T | G68°03T | 29°23T | 99°33T | T°93T | 98°33T | LO°33T| 02°18T | O02°LIT |V
GS*PIT | T3°STT | T6°CTIT | 63°STIT | 3°LIT | 66°STT | LI'STT | ©S°STT | 3€°60T | W
¥3°26 12° 96 69°16 28°06 9°G6 89°26 86°16 9e* 96 02°68 | &
yz°18 »8°238 0L°08 LE°6L 6°¢8 ¥3°18 g£6°08 L8°28 e°u |
6 8 L 9 g 4 e 3 T

AT TTEVE



- L

.
(v 0
N
c e -




the moving average ratios. The two methods do give
fairly close results. When the first difference meth-
od is used with the ratio-trend values the results are
quite different This result might very well be exe
pected as a straight line is not the best representaw
tion of trend and would leed to quite an error.

As one might expedt from the problem, previocusly
worked, using a hypothetical set of data, the link rel-
ative method and the two Detroit Edison methods vary
considerably from the moving average method and the
firat difference method using moving average ratios.
The thirteen-months-ratio-first-difference method ap-
pears to be better than any of these three methods.

The method of monthly means doesn't agree with
the moving average method as closely as would be ex-
peoted., This is probably due to the inacocurasy of
trend elimination.

Although there is no way of knowing what the true
seasonal indices are in this practical problem, it
should be noticed that if the firat difference method
using moving average ratios is used as a basis of com-
parison our results check up as acocurately as ocould
be expected with the results from the hypothetical set
of data. From this one would be led to believe that
the method of moving averages or the method of first

differences using movinz average ratios could be fair-
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ly well relied upon in the determination of seasonal

variation.
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CHAPTER V

The Determination of Cyclical Variation

The trend has already been removed. It is now
necessary to remove the seasonal variation in order
to have left a measure of the cycle. The seasonal
indices obtained by the method of moving averages
will be used, basing the choice upon the conclusions
of Chapter IV. A detailed method as to how this is
done can be found in Mill's text book on "Statistics".

The final graph, after the elimination of secu-
lar trend and seasonal variation, is shown in Chart
V. It represents the oyclical variation of motor bus
and truck production over a period of seven years
(1923-1920). It should be noticed that in only one
case 18 the variation greater than plus or minus

three standard units.,
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