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ABSTRACT 

MECHANISMS OF ADAPTATION IN ORYZA AND ARABIDOPSIS 

By 

Michael A. Grillo 

 

Adaptation by natural selection is a driving force in evolution. Understanding the 

ecological and genetic basis of adaptation to contrasting environments has been a major focus of 

biology since the origins of evolutionary thought.  While significant gains have been made in our 

understanding of this process, the genetic basis of adaptation in particular remains poorly 

understood.  To uncover the mechanisms of adaptation we ultimately need to identify the genes 

and mutations underlying adaptive traits and experimentally demonstrate their effect on fitness. 

During the past century there have been noteworthy theoretical advances in 

understanding the genetic basis of evolution.  The earliest theory dates back to Fisher’s 

geometric model which demonstrates that infinitesimally small mutations have a 50% chance of 

being beneficial, whereas this probability quickly diminishes with mutations of increasing effect 

size.  Thus, Fisher concluded that mutations of small effect are the raw material for adaptation; a 

viewpoint that aligned well with the long-standing ‘micromutational’ view of adaptation.  

Several decades later Kimura reexamined this work and pointed out that while small mutations 

are more likely to be beneficial, they are also highly prone to stochaistic loss by drift.  Taking 

both factors into account, Kimura suggested that intermediate size mutations are most likely to 

contribute to adaptation.  More recently, Orr revisited this work and identified that while 

Kimura’s prediction is true for a particular step in adaptation it does not explain the distribution 

of mutations throughout an adaptive walk.  Using analytical theory and computer simulations, 
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Orr has demonstrated that the effect sizes of beneficial mutations should follow an exponential 

distribution, with fewer mutations of large effect fixed early on and mutations of decreasing sizes 

fixed subsequently as populations approach the fitness optimum. 

Although understanding the genetic basis of adaptation has been a long standing goal of 

evolutionary biology, data on the subject has for the most part been limiting.  The advent of 

Quantitative Trait Loci (QTL) mapping, in particular, has provided a means for obtaining 

rigorous such data.  QTL mapping has been primarily useful for characterizing the genetic 

architecture of phenotypic variation; that is estimating the number, effect size, and location of 

loci controlling trait variation.  The most noteworthy outcome of this line of research has been 

the regular identification of large effect QTL.  It should be noted that much of this research has 

been conducted in model systems or domesticated plants and animals, although studies in natural 

systems are beginning to accumulate.   

Here I present a dissertation aimed at understanding the mechanisms of adaptation in two 

wild rice species and locally adapted populations of Arabidopsis thaliana.  First, I assess the 

genetic architecture of adaptation in the wild progenitors of cultivated rice, by identifying QTL 

for a number of putative adaptive traits.  Through this work flowering time was revealed as a key 

adaptation for habitat preference between these species.  In the next chapter I attempt to elucidate 

the genetic basis of a major flowering time QTL through fine mapping.  I continue my 

examination of flowering time genetics by examining the genetic basis of flowering time 

differentiation between locally adapted populations of Arabidopsis thaliana.  Finally, I conduct a 

thorough study of comparative floral biology to identify key traits that control mating system 

divergence between the wild rice relatives.  This work sets the stage for future efforts to 

understand the genetic basis of mating system evolution.   
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CHAPTER 1 

Genetic architecture for the adaptive origin of annual wild rice, Oryza nivara 
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Abstract 

The wild progenitors of cultivated rice, Oryza nivara and Oryza rufipogon, provide an 

experimental system for characterizing the genetic basis of adaptation. The evolution of annual 

O. nivara from a perennial ancestor resembling its sister species, O. rufipogon, was associated 

with an ecological shift from persistently wet to seasonally dry habitats.  Here we report a 

quantitative trait locus (QTL) analysis of phenotypic differentiation in life history, mating 

system, and flowering time between O. nivara and O. rufipogon.  The exponential distribution of 

effect sizes of QTL fits the prediction of a recently proposed population genetic model of 

adaptation.  More than 80% of QTL alleles of O. nivara acted in the same direction of 

phenotypic evolution, suggesting that they were fixed under directional selection.  The loss of 

photoperiod sensitivity, which might be essential to the survival of the ancestral populations of 

O. nivara in the new environment, was controlled by QTL of relatively large effect.  Mating 

system evolution from cross- to self-fertilization through the modification of panicle and floral 

morphology was controlled by QTL of small-to-moderate effect. The lack of segregation of the 

recessive annual habit in the F2 mapping populations suggested that the evolution of annual from 

perennial life form had a complex genetic basis.  The study captured the genetic architecture for 

the adaptive origin of O. nivara and provides a foundation for rigorous experimental tests of 

population genetic theories of adaptation. 

 

Introduction 

Darwin considered adaptation by natural selection a primary driving force for the origin 

of new forms and species.  The following century witnessed noteworthy theoretical advances in 

elucidating the genetic basis of adaptation.  The earliest theory traces back to Fisher’s (1930) 
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geometric model predicting that favorable mutations fixed during adaptation should have small 

phenotypic effect, because mutations of large effect were more likely to generate negative, 

pleiotropic effects.  Kimura later suggested that mutations of small effect could suffer from 

stochastic loss and concluded that mutations of intermediate sizes should be most frequently 

fixed.  More recently, Orr (1998) proposed that the effect sizes of beneficial mutations should 

follow an exponential distribution, with fewer mutations of large effect fixed early on and 

mutations of decreasing sizes fixed subsequently as populations approach the fitness optimum.  

As molecular genetic markers and techniques became increasingly accessible to evolutionary 

biologists, empirical evidence for the genetic basis of adaptation, revealed largely by quantitative 

trait locus (QTL) mapping, has accumulated over the past two decades (Mackay, 2001a; Mackay, 

2001b; Mauricio, 2001; Barton & Keightley, 2002; Rieseberg et al., 2002; Rieseberg et al., 2003; 

Orr, 2005; Slate, 2005; Mitchell-Olds & Schmitt, 2006).  Perhaps the most remarkable progress 

has been made in elucidating the genetic basis of crop domestication under artificial selection 

(Doebley et al., 2006).  Genes and in some cases mutations responsible for major domestication 

transitions have been identified through molecular cloning of QTL in a number of important 

crops, such as maize, rice, wheat, barley, and tomato (Doebley et al., 1997; Frary et al., 2000; 

Wang et al., 2005; Konishi et al., 2006; Li, CB et al., 2006a; Simons et al., 2006; Komatsuda et 

al., 2007).  Similar insights were recently gained in natural systems such as sticklebacks and 

beach mice, where genes or mutations underlying adaptive traits were identified (Colosimo et al., 

2005; Hoekstra et al., 2006).  These successful evolutionary genetic analyses have benefited 

from a study system that consisted of an ancestor and its recent derivative with phenotypic traits 

of clear adaptive importance and evolutionary direction.  With these attributes, the wild 

progenitors of rice, Oryza nivara and O. rufipogon, offer an excellent natural system for studying 
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the mechanisms of adaptive evolution.  They are recently diverged sister species that have 

undergone marked adaptive differentiation to distinct habitats in tropical and subtropical Asia 

(Vaughan, 1994; Ge et al., 1999; Vaughan et al., 2008).  Phylogenetic analysis has indicated that 

the annual species O. nivara was derived from a perennial ancestor resembling O. rufipogon 

(Zhu & Ge, 2005).  A QTL analysis of phenotypic divergence between the two species thus 

should estimate the overall genetic architecture for the evolution of O. nivara from the O. 

rufipogon-like ancestor.  Oryza nivara has differentiated from O. rufipogon in a number of traits 

that are considered of general importance for plant adaptation, including life history, mating 

system, and flowering time.  Inhabiting deep-water swamps, O. rufipogon is perennial, 

outcrossing, and photoperiod sensitive.  Adapted to the seasonally dry habitat, O. nivara became 

annual, predominately self-fertilized, and photoperiod insensitive.  The derivation of an annual 

from a perennial life history and selfing from outcrossing mating system in O. nivara 

exemplifies not only the widely documented trends of life history and mating system evolution, 

but also the tendency of evolutionary association between annual habit and self-fertilization in 

flowering plants (Stebbins, 1974; Barrett et al., 1996).  The correlation between life history and 

habitat stability in these Oryza species, that is annual in seasonal environment and perennial in 

aseasonal environment, also represents a frequently observed phenomenon in plant adaptation 

(Stebbins, 1974).  The ability to control flowering time by responding to photoperiod is another 

important adaptive mechanism in plants.  It allows for the optimization of timing of pollination 

and seed dispersal and consequently maximizes reproductive success.  Moreover, divergent 

flowering time can also promote assortative mating and act as a prezygotic barrier to gene flow 

(Kirkpatrick, 2000; Weis & Kossler, 2004), which may have served as a primary mechanism of 

reproductive isolation between the two Oryza species (Kuroda et al., 2005).  The adaptive 
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importance of these phenotypic differentiations between O. nivara and O. rufipogon was 

supported by a series of common garden experiments (Morishima et al., 1961; Oka & 

Morishim.H, 1967; Oka, 1976), in which the two species were taxonomically treated as the 

annual and perennial strains of O. perennis.  Here we report a QTL analysis of important 

adaptive traits involving life history, mating system, and photoperiod sensitivity of the two wild 

Oryza species.  The availability of rice genome sequences has allowed the development of a 

high-quality linkage map with microsatellite markers evenly covering the 12 chromosomes.  The 

results illustrate the genetic footprints of the adaptive origin of the annual species, O. nivara.  

The estimate of the number and magnitude of effect of QTL underlying the adaptive evolution 

provides empirical data for evaluating the predictions of the population genetic models of 

adaptation.  The estimate of the dominant effect and direction of effect of QTL offers 

opportunities to address questions concerning the genetic consequences of the interplay between 

mating systems, standing genetic variation, and natural selection during adaptive evolution. 

 

Materials and Methods 

Oryza nivara and O. rufipogon are distributed from southeastern Asia to India.  Based on 

our greenhouse observation of both species, two individuals representative of typical O. 

rufipogon (IRGC 80506 from India) and O. nivara (IRGC 80470 from India) were chosen as 

mapping parents (Fig. 1.1).  Because the outcrossing parent O. rufipogon is highly heterozygous, 

we generated two F2 mapping populations (A, B) by self-fertilizing two F1 plants that were 

divergent in O. rufipogon alleles.  Each mapping population consisted of 192 individuals.  Both 

populations were grown in the same size pots under uniform environmental conditions and 

natural day length in a greenhouse at Michigan State University.  The F2 seeds were germinated 
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in April 2004, and the mapping populations were grown for 2 years.  Self-fertilized seeds of each 

parent were germinated at the same time, and grown under the same conditions as the F2 

populations (N = 15, O. nivara; N = 30, O. rufipogon). 

Simple sequence repeats (SSRs), or microsatellites, were designed based on previous 

publications and rice genome sequences (Temnykh et al., 2001; McCouch et al., 2002; Li, CB et 

al., 2006a).  SSRs were amplified by polymerase chain reaction (PCR) from DNA isolated using 

FastDNA kits (Q-BIOgene, Carlsbad, CA), and recorded on agarose gels stained with ethidium 

bromide.  A total of 116 polymorphic markers with confirmed linkage using JoinMap 3.0 (Van 

Ooijen & Voorips, 2001) were chosen to construct the genetic map. The markers evenly covered 

the 12 chromosomes, with an average density of approximately 13 cM.  Segregation distortion 

was tested using JoinMap 3.0. 

Flowering time was determined as days from germination to flowering.  The seeds of the 

F2 mapping populations and the selfed progenies of the parents germinated between April 30 and 

May 6, 2004. 

Traits associated with mating system include panicle shape, panicle exsertion, anther 

length, and the timing of anther dehiscence (Fig. 1.1).  Panicle shape was measured by the angles 

between primary branches and rachis.  Panicle exsertion was measured by the distance from the 

flag leaf node to the first primary branch node.  Each trait was measured twice when 

approximately 25% and 75% of flowers had opened on a panicle.  The average of these two 

values was used to estimate panicle shape and exsertion around the peak flowering time.  Three 

panicles were measured for a plant.  Anther length was measured from three flowers that were 

about to open.  In O. nivara, anthers become dehiscent immediately after the flower opens, 

whereas anther dehiscence is delayed from several minutes to more than half an hour in O. 
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rufipogon.  This trait, however, was difficult to evaluate in the F2 populations because the timing 

of anther dehiscence was influenced by environmental factors, such as light, temperature, and 

humidity.   As a result, we did not include it in the QTL study. 

To determine whether F2 plants are annual like O. nivara, the longevity of the F2s were 

evaluated while the mapping populations were kept for 2 years.  Other life-history traits 

involving resource allocation are tiller length, number of flowers (spikelets) per panicle, grain 

weight, and flowering duration.  Tiller length was measured as the mean of the length of the 

three longest tillers.  The number of spikelets per panicle was calculated as the mean of the five 

largest panicles.  Grain weight was calculated as the mean of at least 30 grains.  Flowering 

duration was measured as the proportion of flowering tillers in February and May, 2005 and 

scored as: 0% (0), 1–24% (1), 25–49% (2), 50–74% (3), 75–100% (4). 

QTL were identified using composite interval mapping (CIM) implemented in the 

software package QTL Cartographer 2.5.  A forward and backward stepwise regression 

procedure was used to identify cofactor for CIM.A10-cM scan window was employed, and the 

likelihood-ratio statistic was computed every 2 cM.  Experiment-wide significance (P < 0.05) 

thresholds for QTL detection were determined with 1000 permutations.  LOD values and R2 

were determined based on likelihood-ratio tests under a hypothesis allowing both additive and 

dominance effects (H3:H0).  Multiple interval mapping (MIM) was also conducted (Kao et al., 

1999).  A Bayesian information criterion (BIC) model selection with the penalty function c(n) = 

ln(n) was used to perform MIM analysis at 1 cM steps.  CIM and MIM analyses yielded very 

similar results with essentially the same number, chromosomal locations, and effect size of QTL 

identified.  The main difference was that the LOD values of MIM were lower.  Because the 

permutation test is still under development for MIM (Z. B. Zeng, per. comm.), we could not 
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compare the significance levels associated with the LOD values resulting from the two methods. 

Thus the results of CIM analysis were reported.  Epistasis between QTL was tested using two-

way analysis of variance (ANOVA) (Westerbergh & Doebley, 2004). The markers closest to the 

LOD peaks of QTL were tested for interaction.  To test QTL clustering, we compared the 

distribution of the nearest neighbor QTL distances to a random distribution according to Protas et 

al. (2008). 

Based on the genetic mapping and rice genome sequences, we identified a candidate 

gene, Hd1, for one of the flowering time QTL, DF6.  The entire coding region of Hd1 was PCR 

amplified from O. rufipogon using primers, AFH 5’ 

CACGAAGCTTATGAATTATAATTTTGGTGGC and ARM 5’ 

CGTGACGCGTTCAGAACCATGGAACAGTAC. The region was cloned into TA plasmids 

and fully sequenced.  The verified sequence was then moved into a GA plasmid and driven by a 

35S promoter.  The plasmid was introduced into Agrobacterium tumedaciens strain LBA4404, 

which was then used to infect calli induced from germinating seeds of the O. nivara mapping 

parent.  RNA was isolated from leaves of transgenic plants using the RNeasy Plant Mini Kit 

(Qiagen, Valencia, CA).  The expression of the introduced O. rufipogon Hd1 coding region was 

confirmed by RT-PCR and sequencing.  Transgenic plants that expressed the O. rufipogon Hd1 

were grown under long-day conditions (>14-h day time) for phenotypic evaluation. 

 

Results 

In this study, we evaluated morphological and physiological traits potentially important 

for the adaptation of O. nivara to a new habitat (Fig. 1.1).  These include flowering time, 

continuation of flowering, tiller length, the number of flowers (spikelets) per panicle, grain 
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weight, panicle and floral morphology related to mating system differentiation, and longevity 

(see Discussion for details).  For these phenotypic traits, the variation in the mapping populations 

as well as the mean and standard deviation in the parents is illustrated in Figure 1.1.  Two traits 

associated with reproduction allocation, number of spikelets per panicle, and grain weight, show 

clearly transgressive segregation.  As a short-day plant, the mapping parent of O. rufipogon did 

not flower when it was kept under a long-day condition (> 14-h day time).  Under the natural 

day-length condition in the greenhouse, O. rufipogon began to flower in mid-October (∼11-h 

day time), which corresponds to the day length experienced during early November in its native 

distributional range in India. 

The O. nivara mapping parent was photoperiod insensitive and flowered after three to 

four months of vegetative growth under any day-length conditions.  When grown together with 

the mapping populations in May of 2004, the self-fertilized progeny of the O. nivara parent 

flowered between the 9th and 16th of August, and the progeny of the O. rufipogon parent 

flowered between October 6th and November 7th.  Oryza nivara flowered continuously 

throughout the growing season.  By March 2005, all tillers of O. nivara had flowered and died, 

behaving as a true annual plant even with the unlimited supply of water in the greenhouse (Fig. 

1.1).  All of the mature tillers produced by O. rufipogon progeny completed flowering by 

February 2005.  The remaining younger tillers did not flower until October 2005, the next short-

day cycle.  The maintenance of vegetative tillers during the current growing season allowed 

continuous growth into the next year, contributing to the perenniality of O. rufipogon.  All O. 

rufipogon and F1 plants have survived for multiple years, indicating that the annual life history is 

recessive. 
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The F2 populations began to flower on July 31st, and the last F2 plant flowered on 15 

November 2004.  All but three F2 plants survived for 2 years in the greenhouse.  The three 

individuals died during the first year probably as a result of hybrid weakness, showing short 

tillers and abnormal flowers with thin and aborted anthers.  Thus, of the total 384 F2 individuals, 

there was no typical annual plant. 

The O. rufipogon mapping parent was heterozygous (showing length polymorphism) for 

66 of 116 or 59% SSR markers.  The observation of such a high level of heterozygosity in the O. 

rufipogon genome indicated that the mapping parent was from a highly outcrossing population.   

In contrast, no SSR polymorphism was found in the O. nivara parent.  The two F1 plants 

used for developing the F2 mapping populations, A and B, had different O. rufipogon alleles at 

38 of the 66 heterozygous SSR loci.  Test for segregation distortion showed that significant 

deviation from the expected segregation ratio of 1:2:1 (P < 0.01) occurred at 15 SSR markers in 

mapping population A and 14 SSR markers in population B.  Of these markers, eight showed 

segregation distortion in both populations, which covered two blocks on chromosomes 2 and 3. 

 

Table 1.1. Effect of QTL alleles of O. nivara found in the combined analysis.   

Effect of QTL alleles of O. nivara found in the combined analysis. R2, percent phenotypic 

variance explained by QTL; a, additive effect; d, dominance effect. Modes of gene action (GA): 

d/a <−0.75, recessive (R); −0.75 ≤d/a ≤−0.25, partially recessive (r); −0.25 

<d/a <0.25, additive (A); 0.25 ≤d/a ≤0.75, partially dominant (d); and d/a > 0.75, dominant (D). 

If the additive effect of an allele acted in the opposite direction of phenotypic variation, a “−” 

was added to the abbreviation for gene action (e.g., −r for TL7.2). LOD threshold determined by 

permutation for each trait in each is given in the parentheses following the trait name.  



11 
 

Table 1.1 (cont’d) 

trait QTL 
population A population B 

LOD R2 a d/a GA LOD R2 a d/a GA 

Days to flowering 
 

A: 3.5, B:3.5 

DF1 28.6 44.0 -21.3 0.23 A 16.7 24.8 -12.6 0.64 d 

DF6 9.0 9.3 -15.3 -0.64 r 11.0 13.3 -14.7 -0.71 r 

DF9 11.4 14.1 -17.6 -0.27 r 14.6 21.1 -15.6 0.13 A 

Continued 
flowering 

 
A:3.5, B: 3.6 

CF1 19.4 36.2 1.2 -0.15 A 16.8 34.0 0.63 0.70 d 

CF3 5.6 8.7 0.25 1.6 D 3.9 8.4 0.41 0.97 D 

CF10 4.9 9.3 0.36 0.89 D 8.5 16.5 0.55 0.84 D 

Tiller length 
 

A: 3.5, B:3.5 

TL1.1 17.1 27.3 -12.1 -0.06 A 11.1 20.6 -8.7 0.33 d 

TL1.2      3.9 6.9 -6.3 -0.76 R 

TL3      3.7 5.8 -6.0 -0.53 r 

TL4 3.8 7.7 -7.5 -0.40 r      

TL6 4.8 9.3 -7.8 -0.46 r 7.8 11.1 -4.3 0.74 d 

TL7.1 11.9 25.1 -5.8 1.0 D 10.1 17.3 -4.5 1.3 D 

TL7.2 5.7 10.4 -9.0 -0.07 A      

Panicle exsertion 
 

A: 3.5, B: 3.5 

PE1.1 4.1 9.8 0.9 0.58 -d      

PE1.2      4.4 9.6 -0.84 0.06 A 

PE6 3.9 7.9 -1.3 -0.65 r      

PE7      4.5 9.4 1.1 -0.06 -A 

Panicle shape 
 

A: 3.6, B: 3.4 

PS3      5.0 11.5 -3.6 0.31 d 

PS6.1      4.1 9.6 -4.4 -0.45 r 

PS6.2      3.9 10.1 -4.1 0.11 A 

Anther length 
 

A:3.6, B: 3.6 

AL2.1 6.0 13.8 -0.27 -0.48 r 5.7 12.0 -0.20 0.02 A 

AL2.2      3.9 7.9 -0.18 -0.44 r 

AL5 4.3 9.0 -0.22 -0.36 r 4.1 7.1 -0.11 1.00 D 

AL6 4.5 9.2 -0.16 -0.37 r 4.1 8.5 -0.18 -0.56 r 

Spikelet number 
 

A: 3.3, B:3.5 

SN1 7.1 13.8 -10.7 0.01 -A 15.0 23.3 -14.1 0.15 -A 

SN4      4.2 6.0 -8.2 -0.56 -r 
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A total of 22 and 28 QTL were identified from populations A and B, respectively.  The 

QTL detection was based on LOD thresholds determined by permutation for each trait, ranging 

from 3.3 to 3.6.   

Fifteen QTL had overlapping 1-LOD support intervals between the mapping populations, 

suggesting that they may be the same QTL detected independently from the two mapping 

populations.  These included all of the QTL with effect sizes larger than 15% in at least one of 

the populations.  QTL detected in only one population invariably had phenotypic effects lower 

than 15% in both mapping populations. 

Of the 15 shared QTL, nine are found nearest to SSR markers with the same O. rufipogon 

allele in both populations and six are nearest to SSR markers with different O. rufipogon alleles 

between populations A and B.  Of the seven QTL detected only in population A, four are found 

nearest to SSR markers with the same O. rufipogon allele in both populations and three are 

nearest to SSR markers with different O. rufipogon alleles between populations.  The chi-square 

test indicates that there is no significant association between the detection of QTL unique to 

population A and the presence of the nearest O. rufipogon alleles unique to the population (χ2 = 

0.016, df = 1, P = 0.90).  No significant association is found for population B either (χ2 = 0.080, 

df = 1, P = 0.78), where five of 15 shared QTL and five of 13 unique QTL are found nearest to 

SSR markers with different O. rufipogon alleles between populations. 

The results indicate that the allelic variation of the outcrossing parent does not seem to 

have a significant effect on QTL detection suggesting that O. rufipogon alleles showing SSR 

length polymorphism are functionally similar as far as interspecific phenotypic variation is 

concerned.  Thus we combined the data of the two populations by treating two O. rufipogon 

alleles with length polymorphism at a locus as the same allele in the combined analysis. 
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The combined analysis detected a total of 30 QTL with effect sizes ranging from 2.9% to 

36.5% (Table 1.1).  The distribution of effect sizes (R2) of these QTL is illustrated in Figure 1.2.  

Of these QTL, 25 or 83.3% have additive effects in the same direction as the phenotypic 

evolution from O. rufipogon to O. nivara.  The modes of action of the O. nivara alleles are 

broken down as: nine additive, 11 recessive or partially recessive, and 10 dominant or partially 

dominant. 

Significant epistasis was detected between six pairs of QTL affecting four traits (Table 

1.2).  To test QTL clustering, 30 points were placed randomly on the linkage map. An average of 

three of 19 nearest neighbor distances were within 5 cM, compared to seven of 20 distances for 

the QTL dataset (Fisher’s exact test, P = 0.96).  This suggests that there is no significant 

clustering of QTL. 

 

Figure 1.1. Phenotypic divergence between O. nivara and O. rufipogon. 

For interpretation of the references to color in this and all other figures, the reader is referred to 

the electronic version of this dissertation.  Phenotypic divergence between O. nivara and O. 

rufipogon. (A) Oryza rufipogon mapping parent. (B) Oryza nivara mapping parent. (C) Open 

and exserted panicle of O. rufipogon. (D) Compact and partially inserted panicle of O. nivara. 

(E) An open flower of O. rufipogon, with large, indehiscent, pendant anthers. (F) An open flower 

of O. nivara, with smaller, immediately dehiscent, upright anthers. (G) Oryza rufipogon at the 

end of the first growing season, with dried tillers that had previously flowered and green tillers 

that would flower in the next season. (H) Oryza nivara at the end of the growing season, when 

all tillers had flowered and died.    
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Figure 1.1 (cont’d). 
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Table 1.2.  Epistatic interactions between QTL. 

Epistatic interactions between QTL revealed through two-way ANOVA with markers closest to 

the LOD peaks of QTL. ∗ P<0.05, ∗∗ P<0.01, ∗∗∗ P<0.001. 

 

Trait QTL Markers F-value Significance 
Days to flowering DF1 x DF6 RC1–33×MRG5836 4.016 *** 
 DF1 x DF9 RC1–33×RC9–78 4.422 *** 
 DF6 x DF9 MRG5836×RC9–78 2.185 * 
Tiller length TL1.1 x TL7.2 RC1–42×RM248 2.812 * 
Spikelet number SN1 x SN9 RC1–33×MRG4840 3.985 ** 
Grain weight GW2 x GW6 MRG2439×RM528 3.733 ** 
 

 

 

 

Of the three flowering time QTL identified in this study, the one with the smallest effect, 

DF6, mapped near a candidate gene, Hd1.  Hd1 is the rice ortholog of Arabidopsis CONSTANS, 

one of the central regulators of photoperiod sensitivity in both Arabidopsis and rice (Cremer & 

Coupland, 2003; Hayama et al., 2003).  We sequenced the coding region of the gene of the 

mapping parents and found that the O. nivara parent had a 55-bp insertion in the first exon of the 

gene.  This was most likely a loss-of-function mutation.  Previous studies showed that rice 

cultivars carrying a 2-bp insertion at the beginning of the second exon of Hd1, a loss-of-function 

mutation, had weaker photoperiod response than cultivars with the normal gene (Yano et al., 

2000). 

To investigate the functional consequence of the loss-of-function mutation of Hd1 in O. 

nivara, we introduced the Hd1 coding region of O. rufipogon driven by the 35S promoter into 



16 
 

the O. nivara parent.  A total of 12 T0 transgenic plants that expressed the O. rufipogon gene 

were obtained.  All of the transgenic plants flowered when grown under a long-day condition 

(day length > 14 h).  Seeds of five randomly chosen T0 lines together with those of the O. nivara 

parent were germinated and 10 T1 plants of each line were grown to maturity.  All of the T1 

plants flowered under the long-day condition, and their flowering time overlapped with that of O. 

nivara.  These results showed that 35S-promoter driving expression of O. rufipogon Hd1 coding 

region did not increase the sensitivity of photoperiod response of O. nivara. 

 

Discussion 

Because the genome of the outcrossing parent, O. rufipogon, is highly heterozygous, two 

F2 mapping populations were used to account for potential allelic effect on QTL detection. 

Taking advantage of the self-compatibility of the outcrossing parent and the F1s, we developed 

the F2 mapping populations through self-fertilization of separate F1 plants.  In either mapping 

population we found<13% of SSR markers had experienced segregation distortion.  The 

predominant Mendelian segregation in each mapping population allowed for straight forward 

QTL analyses. 

With the two mapping populations, we could evaluate the extent to which different O. 

rufipogon alleles might affect the results of the QTL analysis.  It is noteworthy that QTL with 

effect larger than 15% in at least one population are always detected in both populations in the 

separate analyses.  The effect sizes of these shared QTL are significantly correlated between 

mapping populations (Spearman’s Rho, r = 0.83, P = 0.0002).  Furthermore, QTL that were 

identified in both A and B populations in the separate analyses were also found in the combined 



17 
 

analysis.  The use of two mapping populations thus reinforces that these QTL are reliably 

identified. 

In the separate analyses, the fact that only QTL of small effect lack the counterparts in 

the other population seems to suggest that this may be due primarily to limited statistical power 

for detecting small QTL in one of the mapping populations each with less than 200 F2 

individuals (Beavis 1998).  In the combined analysis, we were able to detect QTL with effect 

size as small as 2.9%, lower than 3.8% of the smallest effect of QTL found in the separate 

analyses.  The combined analysis identified four new QTL, TL8, SN2, SN12, and GW10, with 

effect ranging 4.0–6.4%.  However, nine QTL detected in either A or B population in the 

separate analyses were not found in the combined analysis, including two A population QTL 

with effect sizes of 7.7% and 9.8%, and seven B-population QTL of 5.8–10.1% effect (Table 

1.1). 

Apparently, the limited detection power of relatively small populations may explain the 

absence of small-effect QTL in one of the populations, but cannot explain the presence of QTL 

unique to one of the populations but absence in the combined analysis.  One straightforward 

explanation for this is that the analysis of small populations could have created false QTL. 

However, we cannot rule out the possibility that the ability to detect small effect QTL in the 

combined analysis were undermined by subtle functional divergence between different O. 

rufipogon alleles.  In fact, of nine QTL detected in one of the populations but not in the 

combined analysis, four are associated with the homozygous loci of O. rufipogon and five are 

associated the heterozygous loci.  In comparison, of 10 QTL detected in one of the populations 

as well as in the combined analysis, seven and three are associated with homozygous and 

heterozygous loci of O. rufipogon, respectively.  Thus, this raises the question of whether alleles 
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with minor functional differentiation might be easier to detect in separate analyses than in the 

combined analysis in which they are treated as the same functional allele. 

Taken together, our analyses show that the detection of QTL of relative large effect is 

insensitive to the allelic variation, implying that QTL of large effect identified from two sampled 

individuals as the crossing parents may harbor genetic mutations important for the differentiation 

between the populations and species that they represent.  Analyses of small populations could 

either omit QTL of small effect or create false QTL.  However, the question of whether QTL 

present in one of the populations but not in the combined analysis are all or partially false cannot 

be fully addressed with the available data.  In any event, QTL identified in both separate and 

combined analyses are considered to be reliable, and the results of the combined analysis will be 

the focus of further discussion. 

Like the majority of Oryza species, O. rufipogon is a short-day plant that flowers near the 

end of the monsoon season.  For perennials that live in relatively aseasonal habitats and rely 

primarily on vegetative reproduction, photoperiod sensitivity allows for the synchronization of 

flowering time and perhaps is advantageous also in preventing a prolonged flowering period and 

overproduction of seeds.  Occurring in seasonal habitats, O. nivara is photoperiod insensitive and 

begins to flower three to four months after seed germination.  This coincides with the middle of 

the monsoon season, allowing O. nivara to complete seed production before the onset of the dry 

season.  Late flowering, however, is probably deleterious in the seasonally dry habitat because it 

does not allow enough time for seed production before desiccation.  This study thus provides 

genetic evidence for the potential importance of the loss of photoperiod sensitivity in the 

adaptive evolution of a plant species. 
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Three QTL, DF1, DF6, and DF9, identified for flowering time have moderate-to-large 

effect (Table 1.1).  Particularly, DF1 is the largest (R2 = 36.5%) of all QTL found in the 

combined analysis.  Fixation of the allele of such a large effect could have substantially 

weakened photoperiod sensitivity of the O. rufipogon-like ancestor and consequently improved 

its fitness by permitting seed production in the seasonally dry habitat. 

The complementation test for the candidate gene of DF6, Hd1, has the following 

implications for the evolution of photoperiod insensitivity of O. nivara.  The failure to rescue 

photoperiod sensitivity of O. nivara by overexpressing the O. rufipogon gene, which is at least 

partially dominant over the O. nivara allele, is consistent with the finding that there are two other 

QTL of larger effect on photoperiod sensitivity.  But we cannot rule out the possibility that the 

lack of phenotypic effect was due to the 35S promoter driving overexpression, because it was 

shown that in certain rice cultivars Hd1 complementation with its endogenous promoter delayed 

flowering under long-day conditions (Yano et al., 2000).  Nevertheless, it would not be 

surprising if Hd1 together with the O. rufipogon alleles at DF1 and DF9 are required to make O. 

rufipogon an obligated short-day plant.  Interestingly, epistatic interactions have been detected 

between any two of the three flowering time QTL (Table 1.2), suggesting that they may function 

in the same or related pathways.  The number and type of mutations selected at these three loci 

that led to the evolution of a day neutral plant from an obligated short-day plant is of great 

interest and can be investigated through molecular cloning of DF1, DF6, and DF9 followed by 

functional and ecological analyses of their influence on flowering time. 

Previous studies of insect-pollinated plants have elucidated the genetic basis for the 

adaptive evolution of mating systems (Fenster & Ritland, 1994; Goodwillie, 1999).  QTL of 

small to moderate effect were identified for floral traits associated with the differentiation of 
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selfing and outcrossing mating systems between Mimulus species (Lin & Ritland, 1997; Fishman 

et al., 2002).  Similarly, QTL of only moderate effect were found for the evolution of floral 

morphology associated with self-fertilization in Leptosiphon (Goodwillie et al., 2006).  

However, QTL of relative large effect were found underlying floral morphology leading to 

higher outcrossing rates in wild tomatoes (Georgiady et al., 2002). 

For wind pollinated, self-compatible Oryza species, outcrossing rates were shown to be 

closely correlated with floral morphology (Oka & Morishim.H, 1967).  Oryza rufipogon has 

larger anthers containing more pollen grains than O. nivara, consistent with the scenario that 

higher outcrossing rates are associated with higher male allocation of reproductive resources 

(Charlesworth & Charlesworth, 1981).  The panicles of O. rufipogon are exserted from the flag 

leaves and open in shape, promoting pollen dispersal by wind (Fig. 1.1).  In contrast, O. nivara 

has compact panicles that are partially enveloped by the flag leaves during pollination, reducing 

the chance of cross-pollination. 

QTL identified for these panicle and floral traits had small to moderate effects that 

explained 4.9–10.5% of the phenotypic variance for two populations combined (Table 1.1).  This 

adds another example, especially for wind-pollinated plants, to the growing body of empirical 

data suggesting that QTL of small to-moderate effect are often responsible for the evolution of 

self-fertilization through modification of floral morphology. 

The differentiation between annual and perennial life histories is common in flowering 

plants and is often associated with traits influencing vegetative propagation and reproductive 

allocation.  Oryza rufipogon inhabits deep-water swamps that support a rather closed cover of 

vegetation all year round.  Because of relatively high seedling mortality in this type of habitat, 

perennials capable of vegetatively propagating are favored.  In seasonally dry habitats in which 
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mature plants cannot survive through the dry season, annuals with high reproductive allocation 

are selectively advantageous.  Field investigations confirmed that the majority of young tillers of 

O. rufipogon grew from underground stems produced in the previous growing season, and all 

individuals of O. nivara arose from seeds (Sano et al., 1980). 

Previous genetic studies of annual and perennial differentiation analyzed either multiple 

traits related to life history or a key trait, such as rhizome formation, responsible primarily for 

vegetative propagation or overwinter survival.  They found that multiple QTL were involved in 

both cases (Hu et al., 2003; Westerbergh & Doebley, 2004; Hall et al., 2006).  In this study, we 

grew the mapping populations for 2 years to allow the direct evaluation of annual versus 

perennial life form.  All F2 plants survived during the 2-year period of experiment.  There was 

no typical annual plant as the O. nivara parent found in either population.  Given that the 

mapping parents showed the annual and perennial differentiation under the same growing 

conditions and the perennial habit is dominant in F1, the lack of segregation of the recessive 

annual habit suggests that the differentiation of annual and perennial life history, as evaluated by 

longevity, has complex genetic control.  It may be determined by multiple traits associated with 

resource acquisition and allocation, such as tiller length, spikelet number, grain weight, and 

flowering duration.  A total of 20 QTL were identified for these traits in the combined analysis 

(Table 1.1). 

Oryza rufipogon reproduces largely through vegetative propagation by producing 

horizontal tillers up to 5-m long, which form new stems and adventitious roots at the nodes (Oka 

& Morishima, 1967; Xie et al., 2001).  In the greenhouse, O. rufipogon grew longer tillers with 

one to two more leaves than O. nivara before they flowered.  Oryza nivara produces a larger 

number of seeds that weigh more than those of O. rufipogon.  Thus, each tiller of O. rufipogon 
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can potentially yield more photosynthetic product but allocate a less amount of it to seed 

production.  As a consequence, the perennial species stores much of the resource to support 

continuous vegetative propagation. 

Furthermore, O. rufipogon was able to re-establish a vegetative growth phase after 

flowering in each growing season.  In contrast, O. nivara was unable to halt flowering once 

initiated.  Continuous flowering in O. nivara maximizes resource allocation to seed production 

until the plant is exhausted and dies.  Although the developmental mechanisms underlying this 

trait are unknown, the loss of photoperiod sensitivity might have contributed to continuous 

flowering in O. nivara.  Being photoperiod sensitive, the younger tillers of O. rufipogon were 

unable to flower from February to September while the day length was increasing.  Taken 

together, the annual habit of O. nivara may have evolved as a result of a series of phenotypic 

modifications that shifted resource allocation from sustaining continuous vegetative growth to 

maximizing seed production. 

It is noteworthy that 83.3% of the QTL alleles of O. nivara act in the direction of the 

phenotypic evolution from O. rufipogon to O. nivara in the combined analyses.  For flowering 

time and duration, all six QTL act in the same direction to reduce photoperiod sensitivity and 

promote continuous flowering.  Similarly, all seven QTL underlying mating system traits, 

panicle exsertion, panicle shape, and anther length, act in the same direction to potentially 

improve selfing rates.  For the remaining three traits, tiller length, spikelet number per panicle, 

and grain weight, which are related to resource acquisition and allocation, a total of 17 QTL are 

identified and 12 act in the direction of phenotypic evolution of O. nivara. 

The result is comparable to that of a QTL analysis of domestication transitions from O. 

nivara to an indica rice cultivar, in which the same O. nivara accession was used as the mapping 
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parent (Li, CB et al., 2006a).  It was found that 81% of QTL alleles of the indica cultivar acted to 

improve the domestication traits, consistent with the notion that the origin of cultivated rice was 

driven by strong directional artificial selection that should result in the fixation of favorable 

mutations largely in the same direction.  Although the number of QTL detected in this study is 

too small for most of traits to provide enough power for a sign test, the finding that the 

proportion of total QTL acting in the evolutionary direction of O. nivara is even higher than that 

found in the case of rice domestication supports the hypothesis that the origin of O. nivara was 

driven by directional natural selection moving the ancestral populations toward a new fitness 

optimum (Orr, 1998; Rieseberg et al., 2002; Carbone et al., 2005). 

Colocalization of QTL for different traits may be an indication of pleiotropic mutations 

or mutations of linked genes that form an adaptive gene complex.  Of 30 QTL identified in the 

combined analysis, 15 or 50% have their 1-LOD supporting intervals overlapped with at least 

that of another QTL.  But we failed to detect any significant clustering of the QTL. This degree 

of colocalization is not nearly as striking as was found for rice domestication where 70% of QTL 

for all morphological traits related to grain yield were colocalized and two large QTL clusters 

were clearly present on chromosomes 4 and 7 (Li, CB et al., 2006a).  During rice domestication, 

fixation of pleiotropic mutations or tightly linked mutations under strong artificial selection 

could have warranted rapid modifications in plant morphology for higher grain yield.  We did 

not find similar evidence suggesting that such cohorts of traits were under natural selection 

during the adaptation of O. nivara. 

Another potentially meaningful comparison between the origin O. nivara and 

domestication of rice concerns the dominant effect of QTL alleles.  The previous analysis 

showed that the indica cultivar fixed 16 recessive and partially recessive alleles and only four 
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partially dominant alleles when domesticated from O. nivara (Li, CB et al., 2006a).  In this 

study, the combined analysis showed that there was nearly the equal number of dominant and 

recessive alleles fixed in O. nivara.  The difference may be attributed to the different mating 

systems of the ancestral species. 

Although understanding the history of rice domestication has been a challenging 

evolutionary problem by itself, certain consensus began to emerge from recent molecular genetic 

and phylogenetic studies.  That is, two major types of rice cultivars, namely indica and japonica, 

were domesticated from wild populations with divergent genomic backgrounds, and both O. 

nivara and O. rufipogon (sometimes treated as two ecotypes of O. rufipogon in domestication 

literature) contributed, probably to different extent, to the domesticated gene pool (Londo et al., 

2006; Sang & Ge, 2007a; Sang & Ge, 2007b; Sweeney & McCouch, 2007).  Oryza nivara may 

have served as the primary genome donor for the indica cultivar (Li, CB et al., 2006b).  Thus, the 

progenitor of indica rice could be self-fertilized, whereas O. nivara had an outcrossing O. 

rufipogon-like ancestor.  In this regard, the more abundant dominant mutations found in O. 

nivara than in the indica cultivar could be due to the fact that dominant mutations were more 

likely to be fixed in the outcrossing ancestral populations of O. nivara.  Nevertheless, a total of 

11 recessive alleles found in the combined analysis of O. nivara and O. rufipogon divergence are 

still larger in number than 10 dominant alleles.  The fixation of relatively abundant recessive 

mutations in O. nivara can be explained by several reasons.  First, beneficial mutations might 

have preexisted in the ancestral populations, in which recessiveness would allow these 

previously deleterious alleles to persist at the mutation selection balance in the outcrossing 

ancestor.  The preexisting recessive mutations could be quickly fixed in response to a sudden 

environmental change (Orr & Betancourt, 2001).  Second, the increase in selfing rates during the 
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evolution of O. nivara might have facilitated the fixation of at least partially recessive mutations 

as they occurred along the adaptive walk (Charlesworth, 1992).  Finally, recessive mutations 

might have occurred more frequently than dominant ones in the Oryza species as suggested by 

the study of rice domestication (Li, CB et al., 2006b). 

The effect sizes of the QTL from the combined analysis follow roughly an exponential 

distribution (Fig. 1.2).  That there are fewer QTL with effect sizes 0–5% than those with 5–10% 

effect is most likely because many QTL with small effect of 0–5% remain undetected given the 

mapping population size of less than 400 individuals (Beavis, 1998).  This result thus fits the 

prediction of Orr’s (1998a) population genetic model of adaptation.  The similar distribution has 

been observed in other cases of plant adaptation under natural or artificial selection (Tanksley, 

1993; Bradshaw et al., 1998; Doganlar et al., 2002; Doebley, 2004; Lauter et al., 2004).  There 

were also examples in which QTL effect did not follow an exponential distribution due to the 

lack of large effect QTL (Burke et al., 2002; Fishman et al., 2002; Lexer et al., 2005).  This 

might be explained by several possible reasons including the fixation of standing mutations of 

relative small effect, adaptation following a moving optimum such as a cline of intermediate 

habitats, and weak selection (Orr, 2005).  The generalization of empirical support for the 

theoretical models of adaptation still awaits the accumulation of a larger body of genetic data. 
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Figure 1.2. Distribution of QTL Effect Size. 

Distribution of magnitude of effect of QTL identified in the combined analysis of F2  
 
mapping populations. 

 

 

 

 

 

The consistency of our results with Orr’s model of adaptation is not surprising because 

the adaptive evolution of O. nivara does seem to satisfy the basic assumptions of the model.  

That is, when a population is distantly off its adaptive optimum due to drastic environmental 

changes, an adaptive walk begins and moves the population progressively toward a new 

optimum.  This is likely the case for the wild rice species.  The O. rufipogon-like ancestor of O. 

nivara already adapted to the deep-water habitat could have been dispersed to the seasonally dry 
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habitat, or experienced severe drought as the original habitat dried up.  Given the abundance of 

seasonal habitats in regions with a typical monsoon season, such sharp environmental changes 

would have repeatedly occurred and consequently imposed strong directional selection for the 

origin of O. nivara. 

In this regard, Orr’s model also predicts that initial mutations fixed during adaptation 

tend to have large phenotypic effect because they are less likely to overshoot the optimum than 

those fixed later when the population gets closer to the optimum.  The QTL of the largest effect 

detected in this study is DF1, which explains 36.5% of the phenotypic variance for flowering 

time.  This implies that the loss of photoperiod sensitivity could be an early step for the adaptive 

evolution of O. nivara.  Early flowering in the seasonally dry habitat is no longer deleterious, as 

it would have been for the perennial ancestor living in the deep water habitat.  Conversely, the 

loss of photoperiod sensitivity could have substantially improved seed production and 

consequently the fitness of ancestral populations of O. nivara in the seasonal habitat. 

Testing this hypothesis requires molecular cloning of DF1 to determine whether the QTL 

indeed harbors a mutation of large effect (Phillips, 2005; Mitchell-Olds et al., 2007).  Further, 

the fitness effect of the QTL needs to be confirmed in the natural habitats using a near-isogenic 

line (Bradshaw & Schemske, 2003) that contains the O. nivara allele of DF1 in the genomic 

background of O. rufipogon.  Both experiments are feasible especially with the availability of 

rice genome sequences.  The genomic era of biology should soon witness rigorous experimental 

tests of the origin of species under natural selection. 
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Fine mapping of a major flowering time QTL in Oryza 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



38 
 

Introduction 

Adaptation is a driving force for the evolution of new forms and species.  While 

significant gains have been made in our understanding of this process, the genetic basis of 

adaptation in particular remains poorly understood (Orr, 2005).  To uncover the mechanisms of 

adaptation we ultimately need to identify the genes underlying adaptive phenotypes and 

experimentally demonstrate the effect of these genes on fitness (Barton & Keightley, 2002; Slate, 

2005).  Recent advances in genomic technologies now allow for the rigorous examination of the 

genetic mechanisms of adaptation in a broad range of organisms.   

Throughout the last twenty years advancements in Quantitative Trait Loci (QTL) 

mapping have provided a reliable means for identifying regions of the genome associated with 

trait variation (Tanksley, 1993; Orr, 2001; Barton & Keightley, 2002; Orr, 2005; Mitchell-Olds 

& Schmitt, 2006; Mackay et al., 2009).  During this period a plethora of QTL studies have been 

carried out, with the majority of this work being conducted in genetic model systems or 

domesticated plants and animals; although examples from natural systems exist and continue to 

accumulate (Bradshaw et al., 1998; Colosimo et al., 2004; Goodwillie et al., 2006; Hall & 

Willis, 2006; Bradshaw et al., 2012; Leinonen et al., 2013).  QTL mapping has been primarily 

useful for characterizing the genetic architecture of phenotypic variation; that is estimating the 

number, effect size, and location of loci controlling trait variation.  Perhaps the most noteworthy 

outcome of this line of research has been the regular identification of large effect QTL (Orr, 

2005).  This finding is surprising given that it is counter to the long standing dogma that 

mutations of small effect control adaptation (Fisher, 1930).  In response, new theory has been 

developed in order to understand the role of large effect mutations (Orr, 1998; Orr, 2005).  
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Through these efforts it is now well established that loci of large effect can indeed influence trait 

variation (Barton & Keightley, 2002; Orr, 2005; Phillips, 2005; Mitchell-Olds et al., 2007).   

 QTL mapping has been pivotal in our knowledge of the genetic architecture of 

adaptation, by identifying genomic regions associated with trait variation.  These regions, 

however, can be quite large and may encompass hundreds of genes.  Furthermore, it has been 

shown that separate mutations within a single gene can have independent effects on phenotypic 

differentiation (Rockman, 2012; Linnen et al., 2013).  Thus, a comprehensive understanding of 

the genetic basis of adaptation requires elucidating the causal genes and mutations that underlie 

QTL (Barton & Keightley, 2002; Orr, 2005; Phillips, 2005; Hoekstra & Coyne, 2007; Mitchell-

Olds et al., 2007; Rockman, 2012).  Examination of such causal genetic elements can provide 

insight into several facets concerning the genetic basis of adaptation, including i.) the types of 

genes controlling adaptive variation (e.g. protein coding vs. regulatory genes), ii.) the role of cis-

regulatory mutations, and iii.) the relative role of new mutations vs. standing genetic variation 

(Phillips, 2005; Mackay et al., 2009).   

The wild progenitors of cultivated rice, Oryza nivara and Oryza rufipogon, present an 

ideal system for studying the mechanisms of adaptation.  Oryza nivara and O. rufipogon are 

recently diverged sister species that have undergone marked adaptive differentiation to distinct 

wetland habitats in the tropics and sub-tropics of Asia (Oka & Chang, 1960; Oka & Chang, 

1961; Vaughan, 1994; Zhou et al., 2008; Zheng & Ge, 2010).  Oryza rufipogon thrives in 

lowland marshes and wetlands with continuous water availability throughout the year; whereas, 

O. nivara occurs in ephemeral pools that have standing water throughout the monsoon season 

and then desiccate upon the arrival of the dry season (Vaughan, 1994; Kariali et al., 2008; Zhou 

et al., 2008; Zheng & Ge, 2010).  In addition to their distinct habitat preferences, these sister 
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species differ in their flowering time, mating system and life history.  Oryza rufipogon, is 

perennial, out-crossing, and flowers late in the year under a short day length.  In contrast, O. 

nivara is annual, predominately self-fertilized, and flowers earlier under a long day length (Oka 

& Chang, 1960; Vaughan, 1994).  Phylogenetic analysis has indicated that O. nivara has recently 

diverged from a common ancestor resembling O. rufipogon (Barbier et al., 1991; Zhu & Ge, 

2005).  The direction of evolution in this system is consistent with broader patterns in plant 

evolution with annual selfing species being derived from perennial outcrossers (Stebbins, 1974; 

Barrett et al., 1996).  The life cycle of each species is depicted in Figure 2.1.  Germination 

occurs at the onset of the rainy season for both species.  O. rufipogon is an obligate short day 

plant flowering in November and December.  After flowering, O. rufipogon persists and survives 

throughout the dry season as it inhabits stable wetlands.  Conversely, O. nivara flowers after a 

period of sufficient vegetative growth under any day length.  O. nivara flowers in August and 

September, prior to the onset of the dry season.  As an annual, O. nivara dies after seed 

maturation and seeds remain dormant during the dry season (Fig. 2.1).   

Of the traits that differ between these species, flowering time stands out a crucial 

adaptation for survival in an O. nivara habitat.  That is, O. nivara has adapted to survive in 

seasonal habitats by being able to flower and produce seeds prior to desiccation.  Kariali et al. 

(2008) have monitored populations of these species throughout the growing season in India and 

documented that O. nivara habitats dessicate by early October, prior to the O. rufipogon 

flowering period.  As a strict short day plant, O. rufipogon, would not be able to reproduce prior 

to the onset of the dry season in seasonal habitats.   

The timing of reproduction is an important stage in the life history of any organism.  

Variation in the flowering time of plants is commonly observed in nature, and in many cases it 
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has been demonstrated that this variation has a genetic basis (McIntyre & Best, 1978; Marquis, 

1988; Van Dijk & Hautekeete, 2007; Wilczek et al., 2009).  Additionally, there is substantial 

evidence that flowering time is adaptive, as has been revealed through reciprocal transplant 

experiments (Hall & Willis, 2006), the observation of latitudinal and altitudinal clines in 

flowering time (Lacey, 1988; Kalisz & Wardle, 1994; Olsson & Ågren, 2002), and contemporary 

studies of selection (Munguia-Rosas et al., 2011).  Plants that do not match their flowering time 

to the biotic and abiotic environment can incur severe fitness consequences.  For these reasons, 

coupled with the relative ease of measuring, flowering time has likely received more attention 

than any other adaptive trait. 

Furthermore, the molecular genetic pathways underlying the transition from a vegetative 

state to flowering have been well characterized (Simpson & Dean, 2002; Amasino, 2010).  Many 

plants initiate flowering in response to environmental cues.  For example, the photoperiod and 

vernalization (prolonged exposure to cold temperatures) pathways integrate their respective 

environmental signals to promote flowering.  Moreover, plants can flower in response to 

endogenous signals including the gibberellin and autonomous pathways (Simpson & Dean, 

2002).  The molecular pathways controlling flowering have predominantly been characterized in 

the model plant, Arabidopsis thaliana.  In Arabidopsis over 100 genes have been delineated as 

part of the flowering time network and many of the core genes are conserved across plant species 

(Kardailsky et al., 1999; Kobayashi et al., 1999; Böhlenius et al., 2006; Tamaki et al., 2007; Xia 

et al., 2012).  While the molecular underpinnings have been well described, only a subset of 

these genes have been shown to be associated with natural variation for flowering time 

(Stinchcombe et al., 2004; Strange et al., 2011).  Although Arabidopsis is considered a genetic 

model system, its biology is surely not representative of all angiosperms.   Arabidopsis is a long 
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day plant with flowering being promoted by increasing day length as well as vernalization 

(simpson and dean).  In contrast, rice is a facultative short day plant and does not require 

vernalization.  In general, rice and Arabidopsis share the same basic genetic machinery for 

flowering (Yano et al., 2000; Hayama et al., 2002; Kojima et al., 2002; Hayama et al., 2003) 

however, there are key distinctions that provide flowering under short day lengths (Hayama et 

al., 2003; Komiya et al., 2009; Takahashi et al., 2009).  For example in both rice and 

Arabidopsis the major floral regulator CONSTANS (CO), or HEADING DATE1 (Hd1) in rice, is 

controlled by the circadian clock with increased expression under long days (Yano et al., 2000; 

Izawa et al., 2002).  In Arabidopsis the increased expression of CO during long day lengths 

promotes FLOWERING LOCUS T (FT) expression, which allows for flowering (Kardailsky et 

al., 1999).  Conversely, in rice increased expression of Hd1 under long days inhibits expression 

of the FT orthologue (Hd3a), and thereby flowering (Hayama et al., 2003).  While many 

flowering time genes are conserved between rice and Arabidopsis, there are flowering time genes 

that they do not share (Izawa, 2007).  For example, the MADS-box gene EARLY HEADING 

DATE 1 (Ehd1) activates Hd3a independently from Hd1 (Takahashi et al., 2009).  Additionally, 

this gene has no clear orthologue in Arabidopsis.    With an available genome sequence and 

abundant molecular genetic tools, rice has emerged as a model for understanding the basic 

framework for flowering in short day plants; however, the genetic basis of flowering time 

variation has not been as thoroughly explored as in Arabidopsis.   

Previously, I have conducted QTL mapping for a suite of traits that differ between O. 

rufipogon and O. nivara (Grillo et al., 2009).  Three QTL were identified that control flowering 

time differentiation in this system.  Here I build off this work and focus on the large effect 

flowering time QTL on chromosome 1.  This QTL explained 36.5% of the variation in flowering 
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time between the focal species and had the largest effect size of any QTL in this mapping study.  

The accurate estimation of QTL effect sizes is quite challenging and can be influenced by a 

variety of factors, including the size of the mapping population, the amount of recombination in 

a given genomic region, and linkage disequilibrium between mutations within a QTL region 

(Mackay et al., 2009; Rockman, 2012).  The ability to accurately quantify QTL effect sizes is 

critical for our understanding of genetic models of adaptation.  Near-isogenic lines (NILs) 

provide an empirical means to demonstrate the phenotypic effect of an individual QTL by 

introgressing it into a background genome (Bradshaw & Schemske, 2003; McKay et al., 2003).  

The goals of the present work are to 1) create a near isogenic line to determine the effect on 

flowering time of O. nivara alleles at this QTL, 2) fine map this QTL region to identify the 

candidate causal gene, and 3) to determine if a candidate gene differs in coding region sequence.   

 

Materials and Methods 

In order to assess the phenotypic effect of individual O. nivara alleles, a near-isogenic 

line (NIL) was created through consecutive rounds of backcrossing and marker assisted 

selection.  To begin this process, an F1 individual was backcrossed to O. rufipogon.  Information 

on these accessions is provided in Grillo et al. (2009).  O. rufipogon was selected as the F1 

maternal parent as this mimics the direction of evolution, by which O. nivara alleles arose in an 

O. rufipogon like nuclear and cytoplasmic genome.  To conduct the cross, O. rufipogon flowers 

were manually opened prior to anthesis and were emasculated to prevent selfing.  Donor pollen 

from O. nivara was collected upon anthesis by shaking anthers over a glass microscope slide or 

my fingernail.  The slide or fingernail was then brushed against an O. rufipogon stigma.  After a 

3 month period of dormancy the resulting BC1 seeds were germinated and DNA was extracted 
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from the seedlings with FastDNA kits.  These seedlings were scored with a microsatellite marker 

(Ch1cM33) which was closely linked to the major flowering time QTL peak (Grillo et al., 2009).  

Seedlings were selected that were heterozygous at this locus and were grown to maturity in the 

MSU greenhouse.  A heterozygous genotype at this locus ensures that the cross was successful 

(i.e. not the product of geitonogamous selfing in the O. rufipogon maternal parent).  Once the 

BC1 plants reached maturity, flowering was induced in growth chambers for another round of 

backcrossing to O. rufipogon.  This process was continued for 5 total rounds of backcrossing at 

which point the background genome was expected be approximately 98.43% homozygous for O. 

rufipogon alleles, but be heterozygous at the QTL of interest.  At this point a BC5 individual was 

self-fertilized to generate NILs that were homozygous for O. rufipogon and O. nivara alleles at 

the locus of interest.  The BC5 individual was genotyped at 36 microsatellite markers distributed 

across the genome to ensure they were homozygous for O. rufipogon alleles.  Three markers 

were selected on each of the 12 rice chromosomes, including markers that were closely linked to 

the QTL peak for the 2 other known flowering time QTL (Grillo et al., 2009).  In total it took 

approximately 5 years to generate the NILs.  The resulting NILs, as well as O. nivara and O. 

rufipogon plants, were grown in the greenhouse with supplemental lights to sustain a long day 

condition of 16 hours day length.  Plants were checked regularly and phenotyped for days to 

flower.   

After 3 rounds of consecutive backcrossing, a BC2 individual was selected to fine map 

the QTL region.  In the BC2 generation approximately 87.5% of the background genome is 

homozygous for O. rufipogon alleles.  This BC2 individual was genotyped with microsatellite 

markers at the other 2 QTL on chromosome 6 and 9 to ensure that it was homozygous O. 

rufipogon at these loci.  The BC2 plant was then grown in the greenhouse and vegetativly cloned 
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extensively, to produce a large number of seeds.  The BC2 plants were isolated in a greenhouse 

room to prevent outcrossing, and were allowed to flower.  Several thousand selfed progeny were 

generated through this process that served as a recombinant mapping population. 

Microsattelite markers were then designed to flank the QTL region.  These markers were 

selected by searching the O. sativa reference genome (RGAP7) for simple sequence repeats 

(SSRs).  Approximately 30 microsatellite markers were generated and markers flanking the QTL 

were selected based on their position and ease of deciphering polymorphisms on a 3% agarose 

gel.   The markers selected encompassed a 9 cM region and were located at approximately 27cM 

and 36cM, with the QTL peak being at approximately 31cM.   

 After a period of dormancy, the selfed BC2 seeds were germinated and screened at the 

flanking microsatellites (27 and 36cM).  A high throughput DNA extraction protocol developed 

by Li et al. (2006) was used to quickly isolate DNA from over 6,000 seedlings.  Seedlings were 

selected if genetic crossover occurred between the flanking markers.  That is, the markers were 

heterozygous at one marker and homozygous at the other (i.e. RN-NN).  DNA was re-extracted 

from recombinant plants using the FastDNA kits, and they were re-genotyped to confirm that 

they were true recombinants.  Because of the dominant effect of O. rufipogon alleles at this 

locus, only O. nivara recombinants (RN-NN) were selected.  In O. rufipogon recombinants it 

would be difficult to distinguish between the heterozygous and homozygous phenotype.  The 

recombinant population, along with O. rufipogon, O. nivara, and F1 control plants, were grown 

in the greenhouse under a long day condition and phenotyped as described for the NILs.   

Single nucleotide polymorphism (SNP) markers were designed to fine map the region.  

To identify SNPs, approximately 500bp regions of gene introns were sequenced in the region of 

interest.  Sequencing primers were designed to amplify the target sequence based on the O. 
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sativa reference genome (RGAP7).  Gene regions were PCR amplified using a high-fidelity 

polymerase (PfuUltra II Fusion HS DNA Polymerase, Stratagene; La Jolla, California, USA).  

Successful amplification was determined on 1.5% agarose gels, and DNA bands were then 

purified (Wizard SVGel and PCR Clean-Up, Promega).  Sanger sequencing was conducted at the 

Michigan State University Genomics Facility.  The position of the amplified fragment was 

confirmed by a BLAST search of the sequence to the O. sativa genome.  The location of the SNP 

markers is provided in Figure 2.2. 

The coding region of FT-LIKE 1 (FTL1) was sequenced from both O. rufipogon and O. 

nivara.  Sequencing primers were designed from the FTL1 sequence of O. sativa.  Sanger 

sequencing was conducted as described previously.  The resulting Sequence data was analyzed 

with the Staden package Pre-gap4 and Gap4 (http://staden.sourceforge.net/).  Polymorphisms 

were compared between the focal species in BioEdit 

(http://www.mbio.ncsu.edu/bioedit/page2.html).  All polymorphisms were confirmed by re-

amplification and sequencing of the specific region. 

 

Results 

Near-isogenic lines (NILs) are useful in demonstrating the phenotypic effect of a single 

locus (Bradshaw & Schemske, 2003; McKay et al., 2003).  In the present study the NILs that 

were homozygous for O. nivara alleles (i.e. NIL-NN), all flowered (n=21); whereas the NILs 

with O. rufipogon alleles (NIL-RR) did not flower (n=15; Table 2.1).  Similarly the O. nivara 

control plants flowered (n=5), whereas O. rufipogon (n=5) did not.  While both O. nivara and the 

NIL-NN plants flowered, they did so at distinct times.  The mean NIL-NN flowering date was 
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38.3 days after the O. nivara mean (Table 2.1).  The NIL results provide evidence that this single 

locus is sufficient to trigger flowering under a long day length.   

 

Table 2.1. Flowering time of Near-isogenic lines (NILs). 

O. nivara and O. rufipogon are parental plants that serve as controls.  NIL-NN refers to a NIL 

with O. nivara alleles at the flowering time QTL.  NIL-RR refers to a NIL with O. rufipogon 

alleles at the flowering time QTL. 

 
Plant Days to flower 

O. nivara 104.0 (2.45) 
O. rufipogon did not flower 
NIL-NN 142.3 (6.51) 
NIL-RR did not flower 
 

High resolution fine mapping is a classic means for identifying the causal genetic 

elements influencing trait variation (Salvi et al., 2002; Li et al., 2006; Mackay et al., 2009).  The 

flowering time of the recombinant population (n=56), as well as the parental species and F1s is 

provided in Figure 2.3.  Days to flowering was recorded as the days past germination.  The O. 

nivara parents flowered between 98-109 days, the F1s between 147-182 days, and the O. 

rufipogon parents did not flower under these long day conditions.  The recombinant plants 

displayed two distinct groups for flowering time dates.  An early group flowered between 112 

and 126 days and a later group from 138-155days.  The early and late groups were scored as 

having the O. nivara or F1 phenotype, respectively.  Integrating the phenotype and genotype of 

the recombinants allowed for fine mapping of the genetic region (Fig. 2.2).  Based on this 

analysis, the causal gene is located between the SNP markers at 31.0cM and 31.58 cM (physical 

positions 6370921 and 6512441, respectively).   
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Within the 141kb sub-region there are 16 genes in O. sativa (Table 2.2).  Only one of 

these genes stood out as a clear flowering time candidate based on the gene annotation.  This 

gene, FT-LIKE 1 (FTL1), is a close homolog of the Arabidopsis major flowering regulator, FT.  

Analysis of the coding region sequence revealed 5 polymorphisms between O. rufipogon and O. 

nivara (Table 2.3).  Of these polymorphisms, 3 are nonsynonymous and are candidates for 

influencing gene function.   

 

Table 2.2. Genes in the fine mapped region. 

Genes in the fine mapped region.  Gene ID refers to the accession number available from the 

MSU Rice Genome Annotation Project.  Gene annotation provides information on the putative 

function of the gene. 

Gene ID Gene annotation 
LOC_Os01g11790 GDSL-like lipase/acylhydrolase, putative, expressed 
LOC_Os01g11800 retrotransposon protein, putative, unclassified, expressed 
LOC_Os01g11810 powdery mildew resistant protein 5, putative, expressed 
LOC_Os01g11820 expressed protein 
LOC_Os01g11830 oryzain alpha chain precursor, putative, expressed 
LOC_Os01g11840 xylem cysteine proteinase 2 precursor, putative, expressed 
LOC_Os01g11850 expressed protein 
LOC_Os01g11860 DJ-1 family protein, putative, expressed 
LOC_Os01g11870 expressed protein 
LOC_Os01g11880 DJ-1 family protein, putative, expressed 
LOC_Os01g11900 hhH-GPD superfamily base excision DNA repair protein, expressed 
LOC_Os01g11910 basic helix-loop-helix, putative, expressed 
LOC_Os01g11920 retrotransposon protein, putative, unclassified, expressed 
LOC_Os01g11940 osFTL1 FT-Like1 homologous to Flowering Locus T gene; contains 

Pfam profile PF01161: Phosphatidylethanolamine-binding protein, 
expressed 

LOC_Os01g11946 ABC transporter, ATP-binding protein, putative, expressed 
LOC_Os01g11952 histone-lysine N-methyltransferase ATX5, putative, expressed 
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Discussion 

Previously, I have identified three QTL that control flowering time differentiation 

between O. rufipogon and O. nivara, located on chromosomes 1, 6 and 9 (Grillo et al., 2009).  

Through consecutive rounds of backcrossing I have introgressed O. nivara alleles for the major 

flowering time QTL into an O. rufipogon background, resulting in a near-isogenic line.  Near-

isogenic lines (NILs) provide a novel approach for determining the phenotypic effect of an 

individual allele.  This procedure is especially relevant given the phylogenetic direction of 

evolution.  Phylogenetic inference suggests that O. nivara has recently diverged from an O. 

rufipogon-like ancestor and that early flowering is a derived trait (Barbier et al., 1991; Zhu & 

Ge, 2005).  Therefore, the generation of a NIL closely mimics the process of O. nivara alleles 

arising in the background of the common ancestor resembling O. rufipogon.  By growing these 

NILs under a constant long day condition, I have demonstrated that this allele is sufficient at 

providing photoperiod insensitive flowering.  That is, NILs with O. rufipogon alleles at this locus 

do not flower under the long day length, whereas O. nivara alleles do flower.  It should be noted 

that while the NILs with O. nivara alleles were able to flower under the long day length, they 

still flowered considerably later than the O. nivara parents (Table 2.1).  This may be explained 

by the other QTL on chromosome 6 and 9 that control days to flowering, both of smaller effect 

than the QTL under investigation in the present study.  O. nivara alleles at these loci likely 

promote earlier flowering, after flowering has been achieved by being photoperiod insensitive.  

One of these QTL harbors a candidate gene that lends support for this hypothesis.  The QTL on 

chromosome 6 encompasses Hd1 as a candidate, with O. nivara alleles possessing a loss of 

function mutation in this gene (Grillo et al., 2009).  Takahashi et al. (2009) found Hd1 to be one 

of the few flowering time genes associated with flowering time variation in cultivated rice, with 
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loss of function alleles providing early flowering.  The NILs presented here contain O. rufipogon 

alleles at the two other QTL which act to delay flowering.   

 

 

 
Figure 2.1.  Lifecycle of Oryza species. 

Yearly precipitation and day-length corresponding with the estimated flowering phenology. Data 

from Cuttack, India where CRRI is located (20ºN, 85ºE). Day-length is for the 1st day of the 

month (http://www.qpais.co.uk/modb-iec/dayleng.htm). Precipitation is the monthly average 

from 1867-1973 (www.worldclimate.com). Plant characteristics estimated from the literature, 

discussions with experts, and per observation (Oka & Chang 1960; Vaughn 1994) 
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The results of the NIL experiment suggest that flowering time in this system can be 

portioned into two distinct components: 1) the ability to flower given a photoperiod sensitivity 

requirement and 2) once flowering is achieved, variation in the days to flower.   

A comprehensive understanding of the genetic basis of adaptation requires moving 

beyond QTL to identify the causal genes and mutations controlling trait variation (Barton & 

Keightley, 2002; Mackay et al., 2009; Rockman, 2012).  In addition to revealing the phenotypic 

effects of individual loci, NILs are useful starting material for fine mapping QTL regions (Salvi 

et al., 2002; Werner et al., 2005; Xia et al., 2012).  QTL regions can be quite large and 

encompass hundreds of genes.  The QTL region under investigation in the present study was 

9cM long (2.2Mbp) and includes over 300 genes.  By screening a large recombinant fine 

mapping population I have substantially narrowed down the QTL region to an approximately 

141kbp region that encompasses 16 genes (Table 2.2).  The molecular function of these 16 genes 

has not been rigorously assessed, although they have been annotated with putative functions 

based on their sequence identity and expression patterns (RGAP7).  Of these genes there is one 

strong candidate, FT-like1 (FTL1) which is homologous to the Arabidopsis gene FT (Doi et al., 

2004; Chardon & Damerval, 2005).  In O. sativa this gene is highly expressed in the young 

inflorescence and remains expressed in all floral tissues (www.plexdb.org).  Furthermore, this 

gene is located at approximately 31.5cM which is closely aligned to the position of the QTL 

peak LOD, 31cM.   
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Table 2.3.  Polymorphisms in the FTL1coding region. 
Position, position of the polymorphism in FTL1 based on the O. sativa sequence. AA, amino 

acid number of the polymorphism.  O. sativa AA, O. rufipgon AA, O. nivara AA, amino acid 

abbreviations of these respective accessions. 

 
Position in 

gene 
Exon 

AA 
# 

R  N  S  
O. rufipogon 

AA 
O. nivara 

AA 
O. sativa  

AA 
72 1 24 A C C T T T 

121 1 41 G A G D N D 
385 1 129 T C C L L L 
449 1 150 A C C D A A 
696 4 232 G C G Q H Q 

 

 

 The coding region of FTL1 was sequenced from O. rufipogon and O. nivara, revealing 5 

SNPs that varied between them.  Of these polymorphisms, three are nonsynonmous resulting in a 

shift in amino acid (Table 2.3).  All three of these polymorphisms could impact protein function 

as the substitutions changed the amino acid polarity and/or charge.  Characterizing the role of 

protein coding and cis-regulatory variation is of significant interest in studying the genetic basis 

of adaptation.    

 

Figure 2.2.  Fine Mapping Results.   

Fine mapping results. Each line represents an individual recombinant. The numbers at the top 

indicate the location in cM of SNP and microsatellite markers used for fine mapping. The color 

indicates the genotype of the recombinant at that marker. The blue color represents a 

heterozygote and yellow represents an O. nivara homozygote.  Green indicates the interval that 

recombination occurred in.  The phenotype is given as being either that of the O. nivara 

homozygote (NN) or the heterozygote (RN). 
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Figure 2.2 (cont’d) 
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Hoekstra and Coyne (2007) highlighted that considerable emphasis has been placed on cis-

regulatory evolution; however, sufficient data are lacking to make generalizations.  In regards to 

in cultivated rice, both types of mutations have been documented in impacting flowering time 

variation.   For example loss of function mutations in the Hd1coding region disrupt protein 

function, whereas promoter region variation impacts expression of Hd3a and thereby flowering 

time (Takahashi et al., 2009).   Functional studies are required to confirm that FTL1 is the causal 

gene underlying the QTL, as well as to identify the specific mutation responsible.    

FLOWERING LOCUS T, and its homolog Hd3a, have proven to be critical regulators of 

flowering time in both rice and Arabidopsis (Kardailsky et al., 1999; Kojima et al., 2002; 

Tamaki et al., 2007).  This gene is conserved across diverse angiosperms and has been 

documented as the mobile florigen signal (Izawa, 2007; Amasino, 2010).  Both FT and Hd3a 

encode for a very similar phosphatidylethanolamine-binding protein (PEBP) (Chardon & 

Damerval, 2005).  These proteins are found in both plants and animals, and while their molecular 

function is not entirely understood they have been shown to be highly involved with flowering in 

angiosperms.  The PEBP family in Arabidopsis is quite small and consists of 5 members, all 

involved in flowering (Chardon & Damerval, 2005).  Conversely, this family is much more 

complex in rice and other grass genomes (Doi et al., 2004).  The FT-LIKE genes are the largest 

PEBP subfamily in rice, consisting of 13 members (FTL1-13) including Hd3a and RICE 

FLOWERING LOCUS T1 (RFLT1/FTL3) (Chardon & Damerval, 2005).  Despite sharing a 

highly conserved protein, PEBP genes can have quite distinct effects on flowering.  For example, 

in Arabidopsis FT promotes flowering in long day lengths, where its close homolog 

(TERMINAL FLOWER1) delays flowering under these conditions (Kobayashi 99).   
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Here, I have provided evidence for FTL1 as a candidate gene within the fine mapped 

region.  A strong argument can be made for the role of FTL1 in flowering based on its close 

sequence similarity to FT/Hd3a including the PEBP domain, and its documented expression 

during the onset of flowering in cultivated rice.  Moreover, Doi et al. (2004) have observed that 

EARLY HEADING DATE 1, a rice gene involved in short-day promotion of flowering, can 

induce FTL1 expression in an Hd1-deficient background.  In the present work, another FT LIKE 

gene, FTL8, was also a potential candidate within the large flowering time QTL on chromosome 

1.  The recombinant mapping results excluded FTL8 as a causal gene as it does not reside within 

the fine mapped region.  Interestingly, the remaining flowering time QTL on chromosome 9 also 

encompasses an FT LIKE gene (FTL4) (Chardon & Damerval, 2005).  Functional experiments 

and high resolution mapping are needed to confirm the role of this gene in underlying flowering 

time variation at this QTL.  Although FT and other members of PEBP family are crucial for 

flowering in Arabidopsis, they are not typically associated with variation for flowering time 

among natural accessions (Strange et al., 2011).  Compared to Arabidopsis, the FT LIKE genes 

are more diverse in rice and I have provided evidence for their potential role in governing 

flowering time variation in the wild rice species.   
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Figure 2.3.  Days to flowering in the recombinant mapping population. 
 

 

 

 

 

Flowering time is a key trait for survival in the seasonally dry habitats that O. nivara 

inhabits.  Phylogenetic analysis suggests that the common ancestor of the focal species closely 

resembled O. rufipogon by being perennial and photoperiod sensitive (short day) (Barbier et al., 

1991; Zhu & Ge, 2005).  It is likely that propagules of the common ancestor frequently dispersed 

into seasonally dry habitats along the periphery of wetlands.  The dry season begins 2-3 months 

prior to the flowering period of O. rufipogon (Kariali et al., 2008).  Because of this, propagules 

of the common ancestor would be unable to persist in these habitats without a major shift in 

flowering time, allowing them to set seed prior to the onset of the dry season.  A shift in 
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flowering time would thereby be a necessary initial step in order to adapt to this new habitat.  

Under this scenario minor adjustments in flowering time would not increase survival.  O. 

rufipogon is an obligate short day plant, initiating flowering after an approximately 11 hour day 

length.  Conversely, O. nivara can flower under any day length provided a sufficient period of 

vegetative growth (Oka & Chang, 1960).  Thus flowering time divergence between these species 

is based on photoperiod sensitivity.  Previously I have identified a large effect QTL that controls 

days to flowering in this system.  The analysis of NILs has revealed that this locus is sufficient at 

reducing photoperiod sensitivity to allow flowering under a long day length.  Therefore, it is 

highly likely that a mutation at this locus was an initial first step in adapting to seasonally dry 

habitats.  This notion is in agreement with Orr’s model of adaptation that predicts that large 

effect mutations occur early on during an adaptive walk(Orr, 1998).   

Understanding the genetic basis of adaptation requires identifying the causal genes and 

mutations controlling adaptive traits (Mackay et al., 2009; Rockman, 2012).  Here, I have 

provided strong evidence for FTL1 as a causal gene underlying a major QTL for flowering time, 

a key trait in this system.  Additionally I have identified nonsynonymous polymorphisms in the 

coding region of this gene that could be the causal mutations.  Further experiments are required 

to validate the role of FTL1 and specific mutations that control phenotypic differentiation 

between the focal species.  Such experiments could include conducting transgenic 

complementation, gene knockdown with VIGS or RNAi, assessing gene expression levels 

throughout floral initiation, and thoroughly examining the promoter region for cis-regulatory 

variation.  Beyond this, variation in this gene could be assessed in numerous populations of each 

species.  Lastly field experiments are required to confirm the role of flowering time and specific 

flowering time loci in influencing fitness.   
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 CHAPTER 3 

Genetic architecture of flowering time differentiation between locally  

adapted populations of Arabidopsis thaliana 
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Abstract 

To gain an understanding of the genetic basis of adaptation, we conducted quantitative 

trait locus (QTL) mapping for flowering time variation between two winter annual populations 

of Arabidopsis thaliana that are locally adapted and display distinct flowering times.  QTL 

mapping was performed with large (n=384) F2 populations with and without vernalization, in 

order to reveal both the genetic basis of a vernalization requirement and that of variation in 

flowering time given vernalization.  In the Non-Vernalization treatment, none of the Sweden 

parents flowered, while all of the Italy parents and 42% of the F2s flowered.  We identified three 

QTL for flowering without vernalization, with much of the variation being attributed to a QTL 

co-localizing with FLOWERING LOCUS C (FLC).  In the Vernalization treatment all parents 

and F2s flowered, and six QTL of small to moderate effect were revealed, with underlying 

candidate genes that are members of the vernalization pathway.  We found no evidence for a role 

of FRIGIDA in regulating flowering times.  These results contribute to a growing body of 

evidence aimed at identifying ecologically relevant genetic variation for flowering time in 

Arabidopsis, and set the stage for functional studies to determine the link between flowering time 

loci and fitness.  

 

Introduction 

Throughout a species’ range, populations adapt to local conditions.  Understanding the 

genetic basis of such local adaptation has been a major goal in evolutionary biology for over a 

century.  The last decade has witnessed profound advances in molecular genetic approaches for 

finding genomic regions associated with adaptive traits, allowing for the rigorous assessment of 

this long-standing question (Barton & Keightley, 2002).  
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Plants have developed sophisticated physiological, developmental and genetic 

mechanisms to optimize the time of flowering (Bastow & Dean, 2003).  Because the transition 

from vegetative growth to flowering is crucial for plant reproductive success, plants integrate 

different environmental cues to achieve a flowering response that is adapted to local conditions. 

The observation that the flowering time of many plant populations varies with latitude or altitude 

suggests that this trait contributes to geographic adaptation (Lacey, 1988; Kalisz & Wardle, 

1994; Olsson & Ågren, 2002).  Hence, understanding the pathways and genetic mechanisms that 

contribute to natural variation in flowering time is a central goal of many studies in plant 

evolutionary genomics.  

The model plant Arabidopsis thaliana (hereafter referred to as Arabidopsis), serves as a 

workhorse for the study of plant molecular biology.  This species is distributed widely 

throughout northern latitudes and exhibits substantial natural variation in flowering time.  Two 

different approaches have been used to characterize the life history and flowering behavior of 

Arabidopsis (Nordborg & Bergelson, 1999).  The ecological criterion is based on the timing of 

seed germination and flowering; winter annuals germinate in fall, overwinter as rosettes, and 

flower in late spring, while summer annuals germinate in spring and flower in mid to late 

summer.  Based on this criterion, Arabidopsis has a winter annual life history throughout most of 

its range, although summer annuals have also been described (Napp-Zinn, 1985; Pigliucci, 2003; 

Koornneef et al., 2004; Shindo et al., 2007).  Climatic data from the southern edge of the native 

range, indicates that while soil temperatures very rarely fall below freezing they do fall below 

4°C (Ågren & Schemske, 2012), which is a sufficient temperature for a vernalization response 

(Nordborg & Bergelson, 1999; Shindo et al., 2005).  
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In contrast, the physiological criterion classifies plants as winter annuals if vernalization, 

i.e. a period of cold temperature at the seed or rosette stage, is required for flowering, and as 

summer annuals if plants can flower without vernalization.  These categories are also referred to, 

respectively, as “early” or “late” flowering (Clarke et al., 1995; Gazzani et al., 2003) because the 

vegetative phase is shorter in plants that do not require vernalization.  Some populations flower 

without vernalization in the lab, and would therefore be classified as summer annuals by the 

physiological criterion, but are winter annuals under the ecological criterion (Schemske and 

Ågren, pers. comm.).  We suggest that the ecological criterion for classification of life history be 

adopted universally, because it best reflects the actual timing of growth and flowering in the 

field. 

The genetic basis of flowering time in Arabidopsis has received considerable attention 

(Simpson & Dean, 2002; Sung & Amasino, 2004; Amasino, 2010).  Analysis of Arabidopsis 

mutants has characterized multiple genetic pathways that regulate the transition from vegetative 

to reproductive growth.  The photoperiod and vernalization pathway regulate the response to 

environmental signals, while the autonomous and gibberellin pathways respond to endogenous 

signals and are functionally independent from environmental cues (Simpson & Dean, 2002).   

These pathways form a complex network of more than 100 genes that regulate flowering.  

However, only a few genes identified from mutant screens have also been associated with natural 

variation in flowering time.  Of these, FRIGIDA (FRI) and FLOWERING LOCUS C (FLC) are 

thought to be major regulators of flowering in natural populations (Burn et al., 1993; Lee et al., 

1993; Clarke & Dean, 1994; Lempe et al., 2005).  FLC, a transcription factor encoding a MADs-

box protein, represses the expression of other transcription factors promoting flowering 

(Michaels & Amasino, 1999).  Functional alleles at FRI delay flowering by activating the strong 
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expression of FLC (Johanson et al., 2000).  Vernalization represses FLC expression by 

epigenetic modification, reducing its sensitivity to FRI and thus promotes flowering (Amasino, 

2004).  

Molecular analysis of natural accessions has revealed considerable allelic variation for 

FRI and FLC, and many mutations are known that cause inactivation of either FRI or FLC.  Such 

mutants are often significantly associated with early flowering (Johanson et al., 2000; Le Corre 

et al., 2002; Gazzani et al., 2003; Lempe et al., 2005).  Over 70% of early flowering accessions 

contain loss-of-function alleles at the FRI locus (Shindo et al., 2005).  In a geographic survey of 

the relationship between flowering time and FRI, active FRI alleles were associated with a 

latitudinal cline in flowering, but no such cline was detected in accessions with nonfunctional 

FRI (Stinchcombe et al., 2004).  In the presence of functional FRI alleles, FLC allelic variation 

contributes to a latitudinal cline in flowering, and FLC expression is most highly correlated with 

flowering time variation (Caicedo et al., 2004; Lempe et al., 2005; Shindo et al., 2005).  These 

results suggest that FRI and FLC are targets of natural selection (Stinchcombe et al., 2004; 

Izawa, 2007).  Although FRI and FLC are important determinants of natural variation in 

flowering time for some Arabidopsis populations, extensive molecular and genetic analysis of 

Arabidopsis accessions has indicated that other loci also contribute to flowering time (Lempe et 

al., 2005; Werner et al., 2005a; Werner et al., 2005b; Li et al., 2006) 

Quantitative trait locus (QTL) mapping has proven to be a powerful method for 

identifying the genetic basis of quantitative trait variation (Tanksley, 1993; Barton & Keightley, 

2002; Mitchell-Olds & Schmitt, 2006), and numerous QTL studies have been conducted 

examining flowering time variation in Arabidopsis.  The majority of these studies include 

mapping populations derived from one or both of the laboratory strains Columbia (Col) and 
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Landsberg erecta (Ler), both of which could be classified as summer annuals based on a 

physiological criterion alone (Lister & Dean, 1993).  Knowing where in the life cycle variation 

in flowering time is manifest is a critical step in assessing the mechanisms responsible for 

population differences in flowering time.  For example, in plants requiring vernalization, the 

developmental and physiological pathways that contribute to variation in flowering time among 

populations may differ from those of populations that do not require vernalization.  It is thus 

important to understand the life histories of populations grown under conditions of their native 

environments.  

Recently, Ågren & Schemske (2012) have presented the results of a multi-year reciprocal 

transplant study between Arabidopsis populations originating from Sweden and Italy – the 

geographic limits of the native distribution.  This experiment is the first of its kind involving 

Arabidopsis (Lowry, 2012), and has demonstrated strong adaptive differentiation of these 

populations to their source environment.  In this study, freezing tolerance and flowering time 

were identified as putative adaptive traits conferring local adaptation.  At the Italian field site, the 

Italy population flowered 33 and 50 days prior to Sweden, in the two years of study; at the 

Swedish field site the Italy population flowered 3 days prior to Sweden in both years (Ågren & 

Schemske, 2012).  Here we report the results of extensive genetic mapping experiments designed 

to examine the genetic basis of variation in flowering time differences between these 

populations.  Given the winter annual life history of the study populations, we employed a two 

tiered approach to dissect the genetic basis of flowering time.  We first searched for QTL 

required for plants to flower in the absence of vernalization, and then identified QTL that 

contribute to variation in flowering following vernalization. In this way, we are able to decouple 

flowering time variation from a vernalization requirement.   
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Our study addressed the following questions: 1) what is the number, location, and 

magnitude of effect for QTL contributing to flowering time? 2) What are the genetic regions 

responsible for differences in vernalization response and do these contribute to flowering time 

variation after vernalization? 3)  Do QTL co-localize with FRI and FLC as is seen in other 

studies?  4) Do candidate genes underlying QTL differ between parental populations in coding 

region sequence? 

 

Materials and Methods 

This experiment is part of an ongoing effort to understand the mechanisms of adaptation 

in natural populations of Arabidopsis.  In this study, we used one population collected from 

central Italy, Castelnuevo di Porto (N 42°07’ E 12°29’), and one from north-central Sweden, 

Rödåsen (N 62°48’ E 18°12’), as mapping parents.  These individuals are derived from the same 

maternal lines utilized by Ågren & Schemske (2012) -- additional information on these 

populations is presented there.  Both the Italy and Sweden populations are winter annuals; plants 

germinate from late August to early September in Sweden and from late October to mid-

November in Italy, and in both regions overwinter as rosettes.  The flowering phenology differs 

between the two areas, with the Italy population flowering and fruiting much earlier (March-

April) than the Sweden populations (May-June) (Ågren & Schemske, 2012).   A plant from Italy 

was utilized as the maternal parent and was crossed to Sweden to produce an F1 generation.   A 

large F2 population was then generated by autonomous self-pollination of an F1. 

Arabidopsis seeds were cold stratified for 4 days at 6°C and then were sown on nutrient 

agar and then allowed to germinate in a growth chamber under long-day conditions (16h).  

Twenty-day old seedlings were transplanted into 2 inch pots and were allowed to grow for an 
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additional 4 weeks (total age ~ 7 week), at which time they were randomly assigned to Non-

vernalization or Vernalization or treatments.  The Non-vernalization treatment proceeded at 22°C 

under a long-day condition with 16 hours of light (total PAR= ~ 125 µmol m-2 s-1).  Plants in the 

Vernalization treatment experienced 5 weeks of vernalization at 6°C with a short day condition 

of 10 hours of light (Total PAR= ~ 50  µmol m-2 s-1).  After this 5 week period, the conditions 

were switched back to long days as described above in the Non-vernalization treatment.  For 

each treatment there were 50 plants from each parental population and 384 F2 hybrids 

The dates of bolting and of first flowering were recorded for each plant.  The date of 

bolting was defined as the date the inflorescence extended beyond the rosette.  Date of first 

flowering was the date on which the first flower opened, defined as the stage at which the petals 

reflexed to expose the stigma.  In the Non-vernalization treatment, plants were coded as 1 if they 

flowered and 0 if they did not flower.  For the Vernalization treatment, plants were coded as 

above, and the date that plants flowered was recorded.  For data analysis, plants were scored as 

the number of days relative to the first plant that bolted or flowered.   

Simple sequence repeats (SSR) were utilized for genotyping the mapping population.  99 

SSR primer pairs were obtained from the TAIR website and another 202 SSR primer pairs were 

designed after searching for microsatellites in the Arabidopsis genome of the Columbia 

accession.  The total, 301 SSR loci, were screened for polymorphisms between the Italy and 

Sweden mapping parents.  103 polymorphic markers were identified; of these 71 were used for 

segregation analysis in 96 F2 plants.  Segregation distortion was examined by chi-square tests (P 

< 0.05), to identify markers that deviated from an expected 1:2:1 ratio (Lu et al., 2002).  In the 

end, 62 non-distorted markers were selected to construct the linkage map, providing even 

coverage of the Arabidopsis genome.  DNA was isolated using FastDNA kits (Q-BIOgene, 
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Carlsbad, CA).  SSRs were amplified by polymerase chain reaction (PCR) and were visualized 

on 3 % agarose gels stained with ethidium bromide. 

The genetic map was constructed based on 62 SSR markers and 768 F2 plants from the 

combined Vernalization and Non-vernalization treatment.  The linkage analysis was performed 

based on 706 F2 individuals using JoinMap 3.0 (Van Ooijen & Voorips, 2001).  The linkage 

groups were separated using the highest logarithm of odds (LOD), 10.0. Recombination values 

were converted to genetic distances using the Kosambi mapping function.  Five linkage groups 

were obtained corresponding to the five Arabidopsis chromosomes.  For QTL analysis the 

mapping populations included 384 F2 plants in both the Vernalization and Non-vernalization 

treatments.  In the Vernalization treatment QTL analysis was conducted with the raw flowering 

time data and quantile normalized flowering times.   Both the raw and transformed data yielded 

essentially the same results, with the same number of QTL being identified and the effect sizes 

and peak LOD positions changing only slightly.  Here we present QTL results with the raw 

flowering time data.   QTL analysis was performed with the R/qtl package (Broman et al., 2003).  

We used a Haley-Knott regression (Haley & Knott, 1992) in the "stepwiseqtl" function to detect 

QTL, with the normal and binary model being utilized in the Vernalization and Non-

vernalization treatments, respectively.  Genome-wide significance (P =0.01) thresholds for QTL 

detection were determined with 10,000 permutations.  For all QTL, we determined 2-LOD 

confidence intervals, as well as estimates of additive and dominance allelic effects.  Epistasis 

between QTL was tested using two-way analysis of variance (ANOVA) (Westerbergh & 

Doebley, 2002; Morgan & Mackay, 2006).  The markers closest to the LOD peaks of QTL were 

tested for interaction. 
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A comprehensive list of potential candidate genes was compiled by searching TAIR 10 

(Brachi et al., 2010).  Candidates were selected that contain “flowering” or “vernalization” in 

their name and/or description.  This list includes a total of 165 unique genes.  To reveal 

candidate genes underlying QTL, the sequence of SSR markers flanking QTL were located 

within the Columbia genome.   The locations of the flowering/vernalization genes were located 

in the Columbia genome using the Chromosome Map Tool, available on TAIR.  Genes that lie 

within markers flanking QTL were considered potential candidates.  Candidate genes largely fell 

into three categories: 1) Genes that are involved in basic biological processes with 

mutants/transgenics showing a suite of abnormal phenotypes, including flowering; additionally 

published work is lacking or no direct evidence of a role in regulating flowering time or 

development has been documented.  2) Genes that are involved in development during the 

transition from vegetative growth to flowering; typically these genes have been well 

characterized, yet have no known role in controlling the initiation of flowering.  3) Genes that are 

members of the photoperiod or vernalization pathway in controlling flowering time, most of 

which have been well studied and identified as candidates in published QTL studies, or 

associated with natural variation in flowering time.  These categories were classified as weak, 

medium or strong candidates respectively.   

The coding regions of several strong candidate genes underlying QTL were sequenced in 

an effort to identify putative casual polymorphisms (Salome et al., 2011).  Sequencing primers 

were designed to amplify the gene regions based on the Columbia genome.  Gene regions were 

PCR amplified using a high fidelity polymerase (PfuUltra II Fusion HS DNA Polymerase, 

Stratagene).  Successful amplification was determined by running PCR products on a 1.5% 

agarose gel.  DNA bands were then cut from the gel and purified (Wizard SV Gel and PCR 
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Clean-Up, Promega).  PCR products were sequenced at the MSU Genomics Facility.  To ensure 

the correct gene region was amplified, the sequence was compared to the Columbia genome via a 

BLAST search.  Sequence data was analyzed with the Staden package Pregap4 and Gap4.  

Polymorphisms were compared between the mapping parents in BioEdit.   

 

 

Table 3.1. Results of quantitative trait locus (QTL) analysis of flowering time.  

Ch, chromosome on which the QTL is located. Position, peak logarithm of odds (LOD) position 

on the chromosome in cM. Support interval, 2 LOD. PVE, percentage phenotypic variance 

explained by the QTL. Nearest marker, simple sequence repeat (SSR) marker closest to the QTL 

 

Treatment QTL Ch Position 
Support 
interval 

LOD 
score 

PVE 
Additive 
effect 
(se) 

Dominance 
effect 

Nearest 
marker 

NonVern NVF1 1 70 
60.00-
82.00 

9 5.9 
-1.50 
(0.25) 

-0.16 
(0.34) 

F5114 

 
NVF2 5 8 

5.96-
10.00 

41.1 32.8 
-3.80 
(0.49) 

-0.42 
(0.50) 

NGA158 

 
NVF3 5 60 

48.01-
68.0 

9.1 6 
-1.30 
(0.24) 

0.78 (0.32) C1W9 

Vern VF1 1 80.04 
69.71-
83.59 

4.8 3.1 
-1.50 
(0.33) 

0.36 (0.51) MSAT1.5 

 
VF2 3 18.8 

11.6-
31.44 

6.7 4.4 
1.62 
(0.36) 

-1.84 
(0.50) 

MSAT3.2 

 
VF3 3 63.19 

56.74-
63.19 

9.2 6.1 
-2.0 
(0.33) 

-1.08 
(0.47) 

NGA6 

 
VF4 5 7.9 

1.99-
12.05 

15.3 10.5 
-3.42 
(0.40) 

0.27 (0.50) NGA158 

 
VF5 5 37.88 

26.09-
44.49 

4.5 2.9 
-1.88 
(0.45) 

-0.95 
(0.52) 

T5E15 

  VF6 5 68.54 
62.71-
74.0 

4.5 2.9 
-1.78 
(0.40) 

-0.39 
(0.48) 

MCK7-1 
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Results 

The days to bolting and flowering were shown to be highly correlated (R2=0.94), with 

plants flowering an average of 6.2 days after bolting.  Because of this, only days to flowering 

was used for analysis.  In the Non-vernalization treatment, all (42/42) of the parental plants from 

Italy (Fig. 3.1) and 43% (165/384) of the F2 plants flowered (Fig. 3.2), but none of the Sweden 

parents flowered (0/42).  Thus, the Italy population is able to flower without vernalization.  For 

the Vernalization treatment, all of the parents from Italy (44/44) and Sweden (40/40), as well as 

all of the F2s, flowered.  Since all plants flowered in this treatment, the five week cold treatment 

was sufficient for saturating vernalization.  While all plants flower in this treatment, there is 

considerable flowering time differentiation between populations, with the mean flowering date 

for Italy being 28 days earlier than Sweden (Fig. 3.3).  Transgressive segregation was not 

detected in this mapping population, which is in contrast to other studies (El-Lithy et al., 2006; 

O'Neill et al., 2008; Brachi et al., 2010; Salome et al., 2011; Seymour et al., 2012). 

A total of 9 QTL were identified in this study with 3, and 6, QTL being identified in the 

Non-vernalization and Vernalization treatment, respectively (Table 3.1).  Of these, 8 were 

unique, as one of the QTL in the Vernalization (VF4) and Non-vernalization (NVF2) treatments 

mapped to the same chromosomal location, with overlapping LOD support intervals and 

identical QTL peaks.   While this shared QTL co-localizes between treatments, the effect size 

differs, with a PVE of 32.8 and 10.5, in the Non-vernalization and Vernalization treatments, 

respectively. Two other pairs of QTL between treatments (NFF1/VF1 and NVF3/VF6) have 

slightly overlapping LOD support intervals, but distinct LOD peaks and so are considered 

separate QTL.   
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QTL effect sizes ranged from 2.9 to 32.8 (PVE) with 7 of the 9 QTL having effect sizes 

under 10 PVE.  No QTL were detected on chromosome 2 or 4.  With the exception of one QTL 

(VF2), the Italy alleles result in early flowering and the Sweden alleles in later flowering.  

Significant epistasis between QTL was identified in both treatments.  In the Non-vernalization 

treatment, all three of the QTL were involved in an epistatic interaction.  In this treatment the 

large effect QTL (NVF2) which co-localizes with FLC, interacts with both of the other QTL.  In 

the Vernalization treatment there is a marginally significant interaction of the QTL that co-

localizes with FLC (VF4) and VF1, as well as one other interacting pair of QTL. 

 

 

Figure 3.1.  Proportion of plant flowering. 

Proportion of Arabidopsis thaliana populations that flowered in the Non- vernalization 

treatment.  The number above each bar indicate the percentage of each group that flowered.   
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In this study, 7 of the 9 QTL intervals harbor at least one strong candidate gene (Table 

3.1).  Of these, all but two, DAY NEUTRAL FLOWERING (DNF) and LATE FLOWERING 

(LATE), have been discussed as candidates in previous QTL studies.  The QTL VF2 

encompasses DNF, as well as two other common candidates, Vernalization Insensitive 3-like 1 

(VIL1) and REDUCED VERNALIZATION RESPONSE 1 (VRN1).  LATE is the only strong 

candidate underlying NVF3, which has recently been characterized as controlling expression of 

certain flowering genes in leaf vasculature and floral meristem identity genes at the shoot apex 

(Weingartner et al., 2011).  Two QTL in the Vernalization treatment (VF3 and VF5) do not 

possess a strong candidate gene.  A possible, yet unlikely candidate for VF5 is SERRATED 

LEAVES AND EARLY FLOWERING (SEF); SEF mutants show a suite of abnormal flowering 

phenotypes (March-Diaz et al., 2007).  Two developmental genes underlie VF3, LATE 

MERISTEM IDENTITY2 (LMI1) and GLABROUS INFLORESCENCE STEMS (GIS), but they 

have not been studied in regards to controlling flowering time.   

Recently, Salome et al. (2011) identified flowering time QTL found across a range of 

Arabidopsis accessions and found that these genomic regions include the candidate genes FRI, 

FLC, MAF1, and MAF2-5.  They sequenced and compared the coding regions of these 

candidates across accessions (Salome et al., 2011).  For comparison to their results, we 

sequenced the coding regions of the same genes (FRI, FLC, MAF1, and MAF2), and three other 

strong candidates underlying QTL in our mapping population (VIN3, VIL1, and FT).  

Polymorphisms between the mapping parents are presented in Table 3.2.  All of the genes except 

for FLC have at least one non-synonymous substitution between the Italy and Sweden mapping 

parents.  Many of the polymorphisms found between the mapping parents were also identified by 

Salome et al., (2011).  Only one indel was identified; a 3bp indel in exon 5 of VIN3 (Table 3.2).  
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Discussion 

Here we report a QTL mapping study of flowering time differentiation utilizing a large 

mapping population generated from two natural accessions of winter annuals.  In the present 

study, QTL mapping was conducted with and without a vernalization treatment, allowing us to 

decouple a vernalization requirement from flowering time variation per se.  In the Non-

vernalization treatment all of the parental plants from Italy and none from Sweden flowered.  

Plants from Italy are therefore able to flower in the absence of vernalization, yet in nature they 

behave as true winter annuals-over wintering as rosettes and flowering in the spring (Ågren & 

Schemske, 2012).  Shindo et al., (2005) examined vernalization response in accessions collected 

over a wide latitudinal range.  When plants did not receive vernalization, all of the accessions 

collected above 62° N did not flower, all of the accessions collected below 45° N did flower, and 

intermediate latitudes displayed a range of responses.  The Italy and Sweden populations in this 

study were collected at 42°07’N and 62°48’N, respectively.   

 

 

 

 

 

Table 3.2 Polymorphisms of candidate gene coding regions between the Italy and Sweden 

Arabidopsis thaliana mapping parents. 

Position, position of the polymorphism in the Col genome. AA, amino acid number of the 

polymorphism. Italy, Sweden and Col, sequence of these respective accessions. Italy, Sweden 

and Col AA, amino acid abbreviations of these respective accessions. 
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Table 3.2 (cont’d) 

Gene Position Exon AA It Sw Col  
Italy  Sw Col  

AA AA AA 

FLC 3173805 8 156 G A G V V V 
FRI 269462 1 146 C G A A G E 

 
269469 1 148 G G A M M I 

 
269962-
269963 

1 312- 
  

16bp 
del    

FT 24331561 1 18 G A G V I V 

 
24333548 4 129 G G C G G G 

MAF1 28958968 6 141 A G G K E E 

 
28959821 9 189 A G G P P P 

MAF2 25982475 1 21 G T T V F F 
VIL1 8877617 2 159 T G G V G G 

 
8876928 3 363 T G G I R R 

 
8876600 3 472 G A A R R R 

 
8876598 3 473 A G G Q R R 

 
8876464 3 518 C C T P P S 

VIN3 23248316 3 79 C A A L M M 

 
23248305 3 82 G G A E E E 

 
23247644 4 274 A C A M L M 

 
23247572 4 298 A A G T T A 

  
23246987-
23246893 

5 
502-
503 

  
3bp 
del 

  QG R QG 

 

 

While all of the parents from Italy flowered, it should be noted that there was variation in 

the time required to initiate flowering, with plants flowering over a period of 36 days (Suppl. 

Fig. 3.1).  Under the constant temperature and day length conditions of the Non-vernalization 

treatment, plants initiate flowering through an autonomous mechanism which likely does not 
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provide as consistent of a flowering response as environmental cues such as photoperiod and 

temperature.  In the Vernalization treatment all of the Italy and Sweden plants flower, as do the 

F2s.  Following vernalization, the parental plants from Sweden flower on average 28 days later 

than those from Italy (Figure 3.3).  The earlier flowering of Italy after a vernalization treatment 

suggests the Italy plants are able to initiate the transition from vegetative to flowering stages 

after a much shorter period of cold exposure than Sweden.  This is consistent with data from the 

Italian field site, where the Italy populations flower substantially earlier than Sweden (Ågren & 

Schemske, 2012).  

A major goal of evolutionary biology has been to characterize the number and effect size 

of genes responsible for adaptive variation.  Numerous QTL studies of adaptive traits have 

provided support for Orr’s (1998) model; predicting an exponential distribution of effect sizes 

with few of large effect (Barton & Keightley, 2002).  For nearly 20 years, Arabidopsis 

researchers have been dissecting the genetic basis of flowering time.  We outline the traditional 

linkage (QTL) mapping publications; this includes 26 publications, with 98 different QTL 

experiments.  These studies differ in the mapping parents utilized, size and type of mapping 

populations, vernalization treatment, photoperiod, and growing conditions.  The average number 

of QTL identified is 4.03; we have detected a typical number of QTL, with studies ranging 

between one (O'Neill et al., 2008; Balasubramanian et al., 2009) and ten QTL (Weinig et al., 

2002).  Our results are in agreement to most studies where at least one large effect QTL is 

identified, but in contrast to studies that detect a higher occurrence of large effect QTL (Loudet 

et al., 2002; Salome et al., 2011; Strange et al., 2011).  The ability to detect QTL of small effect 

is limited by the size of the mapping population (Beavis, 1998).  Many previous QTL studies for 

flowering time involved mapping populations with less than 150 individuals, and therefore 
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limited ability to detect small effect QTL.  Here we are able to identify QTL with effect sizes as 

low as 2.9% PVE.  The distribution of QTL effect sizes in the present study provides additional 

support for Orr’s (1998) model.  Additionally, we have detected a moderate amount of epistasis 

between QTL.  The QTL that co-localize with FLC (NVF2 and VF4) are involved in the 

majority of the significant QTL x QTL interactions.  This may be expected due the central role of 

FLC in genetic pathways of floral initiation (Simpson & Dean, 2002).   

 

 

Figure 3.2 Days to flowering in the F2 plants. 
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Understanding the role of genotype-environment interaction has been a long-standing 

goal in evolutionary biology as this can influence local adaptation (Kawecki & Ebert, 2004).  

Several studies in Arabidopsis have characterized significant QTL x environment interactions 

(Ungerer et al., 2002; Weinig et al., 2002; Li et al., 2006).  The ability to detect QTL co-

localizing with FRI can depend on the environmental conditions.  For example, in the 

extensively utilized mapping population, Col x Ler, detection of FRI varies with vernalization 

and photoperiod (Stratton, 1998; Weinig et al., 2002; Weinig et al., 2003; Juenger et al., 2005).  

Here we report distinct QTL profiles between the Vernalization and Non-vernalization 

treatments, with only one QTL shared between them.  The effect size of this shared QTL differs 

substantially between the treatments (Table 3.1).  In the Non-vernalization treatment the QTL is 

of large effect, with a PVE of 32.8%, as opposed to 10.5% in the Vernalization treatment.  FLC 

stands out as a candidate gene for the shared QTL (NVF2 and VF4).  FLC is a strong inhibitor of 

flowering and is routinely identified in studies examining flowering time variation.  Another 

candidate in the Non-vernalization treatment is FT; this QTL was not detected after 

vernalization.  

 In an analogous experiment, Strange et al., (2011) examined the effect of different 

vernalization treatments on mapping populations of four accessions from Sweden crossed with 

Col.  Overall, they also found that the effect size of QTL decreased after vernalization.  More 

specifically, the effect size of QTL co-localizing with FLC and FT went from having a strong 

effect with no vernalization, to being not significant after 14 weeks of vernalization (Strange et 

al., 2011).  Our results suggest that differences between Italy and Sweden at the FLC locus 

allows for populations from Italy to flower in the absence of vernalization.  Vernalization acts to 

repress FLC by epigenetic modification, allowing for the transition from vegetative to flowering 
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states (Amasino, 2004).  FLC allelic variation has been shown to be associated with a latitudinal 

cline in flowering time variation.  In southern populations alleles that weaken FLC allow for 

flowering without vernalization.  It is to be expected that FLC would have a smaller effect size in 

the Vernalization treatment because vernalization would provide the strong repression of FLC in 

both the parental populations.  The Non-vernalization treatment yields QTL with candidates 

involved in the photoperiod regulation of flowering (FLC & FT) where the Vernalization 

treatment involves candidates of the vernalization pathway (VRN1, VIL1, VIN3).  In the present 

work only vernalization was varied between treatments; future studies should include 

photoperiods similar to those in the habitats of both populations. 

Many of the QTL identified here have major candidate genes that map to the same 

chromosomal location (Table 3.1).  It is possible that these candidate genes are the causal genetic 

elements underlying QTL, however, functional experiments are required to confirm their role in 

flowering time variation.  As indicated above, FLC is a prime candidate for the shared QTL in 

both the Vernalization and Non-vernalization treatment.  We did not identify any non-

synonymous polymorphisms in the FLC coding region which is in agreement with other studies 

examining FLC variation (Gazzani et al., 2003; Caicedo et al., 2004; Strange et al., 2011).   

 In addition to FLC, the Non-vernalization treatment yields FT as a possible candidate 

gene.  FT has been identified as a key component of the photoperiod pathway of floral induction 

across plant species (Kardailsky et al., 1999; Kobayashi et al., 1999; Böhlenius et al., 2006; 

Tamaki et al., 2007) and is highly conserved (Kobayashi et al., 1999).  We have identified one 

non-synonmous polymorphism in the FT coding region; however, it is unlikely to have an effect 

as both amino acids are neutral and non-polar (Table 3.2).  Recent studies have failed to detect 

non-synonomous polymorphisms in the coding region of FT, but rather find considerable cis-
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regulatory variation (Schwartz et al., 2009; Adrian et al., 2010; Strange et al., 2011).  In our 

study, the QTL (NVF1) that encompasses FT is of relatively small effect size and only was 

identified in the Non-vernalization treatment.  FLC acts to repress FT expression until it is 

inhibited by vernalization or an autonomous mechanism.  It is logical that these candidates were 

detected in the Non-vernalization treatment as allelic variation between the mapping parents 

would provide differential sensitivity of FT to FLC in the absence of vernalization.  With 

vernalization the effect of FT allelic variation could be negligible once FLC is sufficiently 

inhibited.   

In the Vernalization treatment there are several candidate genes identified, including all 

members of the FLC/MAF clade, which Salome et al., (2011)  have highlighted as being 

common across QTL mapping studies.  MAF1, also known as FLM, is a candidate underlying 

VF1.  MAF1 is a homologue of FLC and also acts to inhibit flowering in a similar fashion 

(Scortecci et al., 2001).  We have identified two synonymous substitutions and one non-

synonymous substitution in the coding region (Table 3.2).  Given that there is functional 

redundancy between FLC and MAF1, it would be expected that weakened alleles at both genes 

would be necessary to allow for earlier flowering.   

The QTL, on the end of chromosome V, (VF6), encompasses seven potential candidate 

genes.  MAF2-4 act to repress flowering after short cold spells (Ratcliffe et al., 2001), and 

polymorphisms at these loci have been shown to be associated with diverse flowering times in 

Arabidopsis accessions (Caicedo et al., 2009).  Other strong candidates at the locus include 

VIN3, VIP4, and ELF5.  We have sequenced the coding regions of MAF2 and VIN3.  In MAF2 

there is one non-synonymous substitution between Italy in Sweden, however, there is no change 
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in polarity or charge.  On the other hand, in the VIN3 coding region there are 2 non-synonymous 

substitutions, as well as a 3bp deletion (Table 3.2).   

Three genes, VRN1, VIL1, and DNF underlie the LOD support interval of VF2.  VRN2 

and VIL1 act to promote flowering and are upstream members of the vernalization pathway 

(Gendall et al., 2001).  DNF acts in the repression of CO during the early part of the day (Morris 

et al., 2010).  For successful vernalization it is important to note that two distinct processes must 

occur: 1) the initial repression of FLC and 2) the maintenance of FLC inhibition following 

vernalization.  VIL1 (along with VIN3) is necessary for the chromatin modification of 

FLC/MAF1 repression.   

The genetics of flowering time in Arabidopsis has been examined extensively, and the 

molecular genetic pathways have been well characterized by a variety of means, including QTL 

mapping.  However, almost all of these QTL studies have involved the lab strains Col, Ler or 

both as mapping parents and been performed under controlled laboratory conditions.  In the 

present study we identify two QTL that do not have a clear candidate gene (VF3 and VF5).  Two 

floral developmental genes underlie this QTL, but neither would be considered a strong 

candidate, or have been described in previous QTL studies.  A possible candidate for VF5 is 

SEF, which has not been thoroughly studied to date. While it is rare to reveal novel loci involved 

in flowering time, it is possible; as is demonstrated in the present work through mapping natural 

populations, and a recent study that investigated natural accessions crossed with Col in the field 

(Brachi et al., 2010). 

Elucidating the role of cis-regulatory and protein coding variation is a central goal in 

studying the genetic basis of adaptation.  Hoekstra and Coyne (2007) highlight that considerable 

emphasis has been placed on cis-regulatory evolution, however, sufficient data is lacking to 
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make generalizations.  Here, we examine only the protein coding regions of several known 

candidate genes underlying QTL.  Rigorous functional experiments are required to identify the 

causal genes and mutations controlling flowering time adaptation.  Nonetheless, in several cases 

a lack of protein coding variation suggests the role of cis-regulatory changes.  In FT and FLC 

there are no structural polymorphisms between the mapping parents, which is in agreement with 

studies characterizing regulatory variation of these genes (Gazzani et al., 2003; Michaels et al., 

2003; Schwartz et al., 2009; Adrian et al., 2010; Strange et al., 2011).  In contrast, VIN3 could 

potentially represent protein coding changes responsible for flowering time variation, as has been 

well described in FRI (Johanson et al., 2000; Gazzani et al., 2003).  

 

Figure 3.3. Days to flowering in the Vernalization treatment. 

 Days to flowering of the Arabdiopsis thaliana F2’s in the Vernalization treatment.  The gray 

bars represent the flowering duration of the respective parents, with the black triangle 

representing the mean flowering date. 
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While many genes control flowering time, few have been shown to be associated with 

natural flowering time variation.  The regulatory gene FRI has received the most attention as a 

major determinant of flowering time in natural populations of Arabidopsis (Clarke & Dean, 

1994; Johanson et al., 2000; Le Corre et al., 2002; Simpson & Dean, 2002).  Functional FRI 

alleles result in the accumulation of FLC mRNA which inhibits flowering.  Vernalization acts to 

reduce the sensitivity of FLC to FRI and thereby promotes flowering.  Several lines of evidence 

support the role of FRI in controlling natural flowering time variation including 1) the 

identification of several naturally occurring, independently derived null FRI alleles (Le Corre et 

al., 2002), 2) a large number of non-synonomous polymorphisms in the first exon of FRI (Le 

Corre et al., 2002), 3) the identification of QTL co-localizing with FRI in several QTL studies 

with different parental populations varying in flowering time (Salome et al., 2011), and 4) 

evidence for FRI alleles influencing fitness depending on the FLC allelic background and 

environmental conditions (Korves et al., 2007).  Despite this substantial body of research 

demonstrating the contribution of FRI in flowering time variation, we found no role of FRI 

allelic variation controlling flowering time differentiation in the Italy and Sweden populations.   

It has been well established that coding region variation in exon 1 of FRI results in non-

functional alleles and early flowering (Johanson et al., 2000; Le Corre et al., 2002; Gazzani et 

al., 2003).  We have identified one polymorphism in FRI between the Italy and Sweden mapping 

parents which results in a Glycine to Alanine substitution at amino acid 146 (Table 3.2).  Both 

these amino acids are neutral and nonpolar, and are unlikely to affect protein function.  

Furthermore, no QTL were found to co-localize with FRI.   

This may be surprising given that a latitudinal cline in flowering time has been predicted 

to be associated with FRI allele functionality (Karlsson et al., 1993; Nordborg & Bergelson, 
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1999; Pigliucci & Marlow, 2001).  That is, populations in southern latitudes are expected to 

harbor null FRI alleles providing flowering in the absence of vernalization, and northern 

populations will contain functional FRI alleles.  However, several studies have been unable to 

detect such a cline in flowering time (Karlsson et al., 1993; Nordborg & Bergelson, 1999; 

Pigliucci & Marlow, 2001; Stinchcombe et al., 2004).  In the most extensive study, Stinchcombe 

et al. (2004) identify functional FRI alleles to be associated with a cline in flowering, but no 

association was detected for non-functional FRI alleles, as is predicted.  Furthermore, the 

populations from southern latitudes with functional FRI alleles actually flowered earlier than 

those from northern latitudes.  The variation in flowering time is explained by an epistatic 

interaction between the functional FRI alleles and FLC (Caicedo et al., 2004).  Our results are in 

agreement with those of Stinchcombe et al. (2004) and Caicedo et al. (2004).  In the present 

study, FRI is not identified as a candidate gene, but FLC is in both the Vernalization and Non-

Vernalization treatment.  This makes sense when taking life history into consideration.  Given 

that both of the parental populations are winter annuals, FRI functional alleles would be favored 

to delay flowering until the appropriate time in the spring (Simpson & Dean, 2002).  Weak 

alleles of FLC in the Italy mapping parent, reduce sensitivity to FRI and promote flowering after 

mild periods of cold compared to Sweden (Amasino, 2004).   

In summary, we have presented a QTL mapping study of flowering time variation 

between two winter annual accessions of Arabidopsis collected from the northern and southern 

geographic limits of their native range.  Our study benefits from a large mapping population size 

and is thus capable of accurately estimating effect sizes. Although we identified both large and 

small effect QTL, it is almost certain that we have missed many QTL of very small effect (≈1% 

PVE).  We find the genetic architecture of adaptation to depend heavily on the environmental 
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conditions, namely the vernalization treatment.  Previous QTL studies have emphasized the role 

of FRI and FLC in determining flowering time differentiation.  While substantial variation is 

explained by a QTL co-localizing with FLC, we find no role of FRI.  Furthermore, it should be 

noted that genetic basis of flowering time in this system is complex and includes several QTL 

with numerous other candidate genes.  Future research should be conducted to thoroughly 

examine the causal genetic elements underlying QTL as well as field studies to determine the 

relationship of flowering time and fitness.  An integration of these pursuits will provide a 

comprehensive understanding of the genetic basis of flowering time in Arabidopsis.   
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CHAPTER 4 

Functional traits underlying mating system differentiation 

 between the wild relatives of rice 
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Introduction 

Angiosperms display a remarkable diversity of reproductive traits and strategies.  

Understanding the evolutionary mechanisms that have shaped this diversity has been a central 

goal in studies of plant evolution (Barrett, 2010a).  Given the sessile nature of plants, 

reproduction is of particular significance, as it and subsequent seed dispersal are the only 

opportunity for alleles to move within and among populations, as well as the physical landscape 

(Levin & Kerster, 1974).  

The mating system shift to predominantly selfing from outcrossing taxa is regarded as the 

most common transition in plant evolution (Stebbins, 1974).   Outcrossing rates can vary 

considerably among closely related species and even populations, suggesting that it can respond 

quickly to natural selection (Jain, 1976; Goodwillie et al., 2005).  Additionally, the transition to 

selfing is associated with characteristic shifts in floral biology, life history, and ecology (Barrett 

et al., 1996).  There are two classic explanations for the advantage of self-fertilization: 1) selfing 

may be beneficial as it can provide a means for reproductive assurance when pollinators or mates 

are scarce; a hypothesis first proposed by Darwin (1876) and 2) an inherent genetic transmission 

advantage, demonstrated by Fisher (1941), as selfing individuals function as both the maternal 

and paternal parents.  In contrast, the evolutionary consequences of self-fertilization can be 

profound, as selfing can drastically reduce the effective population size (Hamrick & Loveless, 

1987; Schoen & Brown, 1991) and nucleotide diversity (Wright et al., 2008), influence 

population genetic structure (Hamrick & Godt, 1996), and restrict broad scale rates of 

diversification (Charlesworth, 1992; Takebayashi & Morrell, 2001; Igic et al., 2008).  Most 

directly, selfed offspring can suffer from inbreeding depression, the primary genetic cost of self-

fertilization (Lloyd, 1979; Charlesworth & Charlesworth, 1987; Husband & Schemske, 1996).   
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Lande and Schemske (1985) demonstrated the joint evolution of inbreeding depression 

and selfing, with reduced levels of inbreeding depression as selfing increases.  This theoretical 

model predicts two stable endpoints to mating system evolution: predominant outcrossing and 

selfing.  Subsequent analysis of empirical studies provided support for this bimodal distribution 

of outcrossing rates (Schemske & Lande, 1985).  Taken together these findings prompted a flurry 

of theoretical and empirical investigation into the distribution of mating systems, with much 

emphasis on the evolutionary significance of mixed mating (Barrett, 2003).  Recent surveys of 

outcrossing rates have demonstrated a higher occurrence of mixed mating and do not support a 

bimodal distribution, particularly for animal pollinated (entomophilous) taxa (Vogler & Kalisz, 

2001; Goodwillie et al., 2005).   However, this finding should be interpreted with caution; for 

example there is a disproportionate lack of mating system estimates of obligate outcrossing 

species (self-incompatible or dioecious), as well as other potential sources of bias in available 

data (Igic & Kohn, 2006).  Nonetheless, a bimodal distribution of outcrossing rates is well 

supported for wind-pollinated (anemophilous) plants (Aide, 1986; Vogler & Kalisz, 2001; 

Goodwillie et al., 2005).  This observation is attributed to the predictable nature of wind as a 

pollen vector, as opposed to animal vectors that can fluctuate over time (Aide, 1986; Friedman & 

Barrett, 2009b). 

 

“Our knowledge of the reproductive ecology of most wind-pollinated  

plants is quite rudimentary, and the functional relationships between pollination  

and mating are poorly understood.”-Friedman and Barrett 2009 
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For nearly 150 years, the vast body of literature devoted to plant mating systems and 

pollination biology has focused almost exclusively on animal-pollinated systems (Friedman & 

Barrett, 2009b; Barrett, 2010b).  This is unfortunate given that approximately 10% of all 

angiosperms are wind-pollinated (Ackerman, 2000), including our most important crops (rice, 

wheat, maize, etc) and wind-pollination is a derived state, having evolved at least 65 times from 

animal-pollinated ancestors (Linder, 1998).  There are also intrinsic differences in floral biology 

between wind- and animal-pollinated species that are particularly interesting to study within a 

mating system context, including: 1) the presence/absence of attractive floral structures that 

evolve with the outcrossing rate, 2) fundamental differences in floral anatomy that may 

determine the functional traits that control selfing, and 3) the role of geitonogamy (mating 

between flowers of the same plant) and mechanisms that provide this mode of selfing.   

In animal-pollinated systems, comparative studies of floral biology between selfing and 

outcrossing groups have been conducted in a wide range of species (Darwin, 1876; Ritland & 

Ritland, 1989; Lyons & Antonovics, 1991; Goodwillie, 1999; Armbruster et al., 2002; Vallejo-

Marin & Barrett, 2009).  Through these efforts it has been well established that selfing plants 

produce small flowers with highly reduced attractive floral traits (e.g. showy petals, nectar 

production, attractive scents, etc), when compared to outcrossers (Ornduff, 1969; Goodwillie et 

al., 2010).  To explain this syndrome, sex allocation theory has been developed; which predicts 

reduced allocation to both, male function and attractive structures, as selfing increases 

(Charlesworth & Charlesworth, 1987; Charlesworth & Morgan, 1991).  Correlations between 

attractive floral characters and functional traits that provide selfing, are common and can 

influence, or even limit, an evolutionary response to selection (Conner, 2006).  In wind-

pollinated plants attractive floral traits are absent all together; therefore the transition to a selfing 
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syndrome may be relatively less complex than in animal-pollinated species.  Comparative studies 

of floral biology between selfing and outcrossing groups are lacking in wind-pollinated plants. 

In addition to comparative work, more mechanistic experiments have been aimed at 

elucidating the mechanisms of self-fertilization in animal-pollinated taxa. In hermaphroditic self-

compatible plants, the most common means for achieving autogamous (fertilization within an 

individual flower) selfing, is through a reduction in herkogamy (the physical separation of stigma 

and anthers) (Ritland & Ritland, 1989; Dole, 1990; Holtsford & Ellstrand, 1992; Kohn & Barrett, 

1994; Belaoussoff & Shore, 1995; Karron et al., 1997; Chang & Rausher, 1999; Kalisz et al., 

1999; Barrett, 2003).  Conversely, herkogamy in wind-pollinated groups has been unexplored, 

and its potential to contribute to selfing is unclear due to fundamental differences in floral 

biology; namely dry, unclumped pollen (Crane, 1986; Ackerman, 2000) and in the case of 

grasses, poricidal anthers that arrange pollen in a unique fashion and release it through terminal 

pores (Kirpes et al., 1996).  Therefore, physical contact between stigma and anthers may not 

provide a selfing mechanism as reliable as that seen in animal-pollinated plants.  In wind-

pollinated groups, inflorescence architecture is the functional trait that has received the most 

attention in regards to floral biology (Niklas, 1985; Niklas, 1987; Friedman & Harder, 2004; 

Friedman & Harder, 2005; Cresswell et al., 2010).  Grasses, in particular, display a diversity in 

‘openness’ of inflorescences ranging from diffuse to compact (Doust & Kellogg, 2002).  

Research involving inflorescence architecture in grasses has focused solely on wind 

aerodynamics and strategies for pollen removal and receipt, and has not been investigated in 

terms of selfing rates.  It is likely that close proximity of flowers in compact inflorescences could 

enhance the opportunity for geitonogamy.   
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Self-fertilization can arise from either geitonogamy or autogamy.  Large floral displays 

function in attracting pollinators across long distances, but can result in geitonogamy when 

pollinators visit subsequent flowers on the same plant.  Theoretical work has demonstrated that 

geitonogamy is unlikely to be favored by selection (Lloyd, 1992) and this mode of selfing can 

have profound costs through pollen and seed discounting (Lloyd & Schoen, 1992; Dejong et al., 

1993; Harder & Barrett, 1995; Barrett, 2003; Goodwillie et al., 2005).  Thus, geitonogamous 

selfing does not provide reproductive assurance in the same manner as autogamy; although there 

examples where this is the case, such as monecious Begonia species (Ågren & Schemske, 1993).  

Geitonogamy can be quite common in animal-pollinated systems (Harder & Barrett, 1995; 

Eckert, 2000; Dorken et al., 2002; Karron et al., 2004) and is suspected to promote the evolution 

of dichogomy or dioecy, particularly in large plants (Barrett, 2003).  In a similar fashion, wind 

could provide geitonogamous selfing between flowers in close proximity, however, this has not 

been investigated in wind-pollinated taxa until recently.  Friedman and Barrett (2009a)  have 

identified substantial geitonogamous selfing in Carex spp., and propose that, unlike animal-

pollinated species, geitonogamy in wind-pollinated systems may often provide reproductive 

assurance, particularly in plants with unisexual flowers.  More experiments in wind-pollinated 

plants are needed that dissect the contributions of autogamy and geitonogamy, in order to 

understand their role in selfing. 

Here, I present a comparative study of floral biology between two wind-pollinated sister 

species, Oryza nivara and O. rufipogon, that have recently diverged in their mating system 

(Morishima & Barbier, 1990; Vaughan, 1994).  The goals of this study are to characterize 

differences in floral biology that may contribute to the mating system, and to partition the role of 

geitonogamy and autogamy in providing selfing.  Additionally, I provide a mechanistic 
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framework for mating system divergence in these species.  To my knowledge, this is the first 

study of comparative floral biology between a wind-pollinated selfing and outcrossing group.  

This line of research enhances my previous work with these species and provides a foundation 

for a comprehensive understanding of mating system evolution in this system. 

 The sister species, Oryza rufipogon and O. nivara , are wetland grasses distributed 

throughout the tropics and subtropics of Asia.  Oryza nivara, is an annual that inhabits ephemeral 

pools containing standing water throughout the monsoon season, but then desiccates during the 

dry season (Vaughan, 1994).  Conversely, O. rufipogon, is a perennial that inhabits lowland 

marshes and wetlands that retain sufficient water levels for the plants to persist throughout the 

year.  Both species are self-compatible and hermaphroditic, but differ in their mating system.  

Barbier (1989) measured outcrossing rates for one O. nivara and two O. rufipogon populations in 

Thailand.  Multilocus outcrossing rates were estimated with 8 isozyme loci based on the mixed-

mating model (Ritland & Jain, 1981).  O. rufipogon had substantially higher outcrossing rates 

(tm=0.50 and 0.56) than O. nivara (tm=0.04), which is consistent with earlier estimates based on 

other approaches (Oka & Morishima, 1967).  Phylogenetic analysis has indicated that O. nivara  

has recently diverged from a common ancestor resembling O. rufipogon (Barbier et al., 1991; 

Zhu & Ge, 2005), which is consistent with broader observations of annual selfers evolving from 

perennial outcrossers (Barrett et al., 1996).  Previously, I have mapped the genetic basis of 

several adaptive traits that differ between these species, including three mating system traits: 

anther length, inflorescence architecture, and inflorescence exsertion (Grillo et al., 2009).   In the 

present study, I expand upon this work by examining a broad range of floral morphological and 

physiological traits that could potentially influence the mating system.  A list of traits and their 

putative function are outlined in Table 1.  These traits are compiled from preliminary 
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observations of floral biology in the focal species and a review of relevant literature on the 

subject.   

 

Materials and Methods 

An exhaustive survey of potential traits that may influence mating system divergence 

between O. rufipogon and O. nivara was conducted.  Unless otherwise mentioned, these data 

were obtained from one accession of each species collected in India and described in Grillo et al 

(2009).  Based on previous greenhouse observations of both species, these two individuals were 

selected as being representative of typical O. rufipogon and O. nivara populations.  Statistical 

differences between trait means were determined through one-way ANOVA, implemented in R.  

Multivariate analysis of variance (MANOVA), implemented in JMP 10, was performed to 

identify overall differences in floral phenotypes.  Plants were grown and studied over a three 

year period at Michigan State University in greenhouses and growth chambers.  All the mating 

system traits require plants to be in flower, and this was achieved by exposing plants to short day 

length in the growth chamber. 

Anther length, anther basal pore size, pollen size, stigma length, and stigma papillae 

number were measured from freshly collected samples with a compound light microscope.  

Length measurements were obtained with a lens ocular micrometer and were converted to the 

appropriate units (µm or mm).  Stigma color was measured qualitatively as purple or white.  

Anther position was scored as ‘1’ if anthers fell below the flower in a pendent-like position, or as 

‘0’ if they remained upright above the stigma.  Inflorescence openness was measured by the 

angles between primary branches and rachis. Inflorescence exsertion was measured by the 

distance from the flag leaf node to the first primary branch node.  For all traits the number of 
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measurements is given in Table 2.  A subset of the traits (anther length, inflorescence exsertion, 

and inflorescence openness) was measured from multiple populations of each species, including 

five populations of O. nivara  and two populations of O. rufipogon from Thailand, and one 

population of each species from India (Table 3).   

The timing of anther dehiscence was examined before anthesis.  Under the constant 

conditions of the growth chamber, both species began flowering 4 hours after first light.  All 

flowers of an inflorescence typically complete flowering within a 4 day period, thus each day a 

subset of flowers open (Grillo per. obs.).  On the final day of this period, approximately 10 

flowers remain and there is a very high probability that they will open on that day.  Thus, it is 

reasonably possible to predict when a flower will open on the last day of flowering.  When this 

was the case I waited until the first flower opened for that day and then promptly opened the 

remaining flowers.  Anthers and stigmas of these flowers were collected and examined under a 

microscope.  Early dehiscence was scored as 0, 1, 2, 3,or 4 based on the relative number of 

pollen grains on the stigma prior to flower opening (0 = 0, 1 = <20, 2 = 20-40, 3 = 40-80, 4 = 

>80 pollen grains, respectively).   

Pollen viability was measured by pollen staining with a fluorescent dye (Rodriguez-

Riano & Dafni, 2000).    Pollen was collected at the following time intervals (minutes following 

anthesis), 0, 10, 20, as well as prior to anthesis as described for ‘early dehiscence’.  To store 

pollen, anthers were harvested with forceps and then shaken over a microcentrifuge tube 

containing 1mL of 10% sucrose.  Storage of pollen in sucrose solution prevents against further 

degradation and maintains pollen grains at the collection state (Rodriguez-Riano & Dafni, 2000).  

A Fluorescein Diacetate (FDA) solution was created with 60mg of FDA in 30mL of deionized 

water.  Droplets of FDA solution were added to the pollen collection tubes (suspended in 1mL 
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10% sucrose) until the solution turned milky gray (Rodriguez-Riano & Dafni, 2000).  The 

stained pollen were then allowed to incubate for 5 minutes, before being viewed on a fluorescent 

microscope (purple-indigo beam).  Pollen grains were scored as being viable if they absorbed the 

stain.  For each measurement approximately 100 pollen grains were scored.  Measurements at 

each time point were repeated 5 times by collecting pollen from fresh flowers.  Pollen staining 

was attempted with Potassium Iodide, as has been conducted in O. sativa (Song et al., 2004); 

however, this effort was unsuccessful due to consistent over-staining.  Additionally, pollen 

germination was attempted with a standard pollen germination media (Khatun & Flowers, 1995), 

yet this was unsuccessful as well.  Pollen staining indicates the presence of a cytoplasm and is 

merely a proxy for pollen viability (Rodriguez-Riano & Dafni, 2000).  To validate the pollen 

staining results a pollination study was conducted.   For this, approximately 30 minute-old pollen 

was deposited on fresh stigmas (at anthesis) of O. rufipogon.  The donor O. rufipogon flowers 

were emasculated at anthesis prior to anther dehiscence, to prevent self-pollination.  

Accomplishing this in O. nivara is highly unlikely and so this experiment was attempted only 

with O. rufipogon as the maternal plant.  This experiment was conducted 10 times for each 

species.   

Stigma receptivity was measured by the peroxide test (Kearns & Inouye, 1993).  Stigmas 

were collected and placed in a droplet of 15% hydrogen peroxide on a microscope slide.  The 

slides where then viewed under a dissecting microscope and the number of bubbles emitted over 

a 30 second period was recorded.  Hydrogen peroxide reacts with enzymes on the surface the 

stigma, generating bubbles of oxygen gas.  Stigma receptivity is indicated by the number bubbles 

emitted (i.e. high receptivity yields lots of bubbles).  Stigmas were collected at the following 

time intervals (minutes following anthesis), 0, 15, 30, 45, 60, as well as prior to anthesis as 
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described above.  To verify actual stigma receptivity, stigmas of O. rufipogon were hand 

pollinated with fresh pollen 45 minutes post anthesis.  The flowers were emasculated prior to 

anther dehiscence and the experiment was carried out 10 times.  O. nivara was not included in 

this experiment for reasons indicated above (see pollen viability).  As a control fresh O. 

rufipogon stigmas were pollinated with fresh pollen at the time of anthesis.   

In order to distinguish between geitonogamy and autogamy, manipulations of floral 

number were conducted (Schoen & Lloyd, 1992).  To determine the rate of autogamy 

inflorescences were trimmed so that only one flower remained.  These plants were then isolated 

in separate greenhouse rooms and allowed to flower.  Plants were marked on the day of anthesis, 

and approximately one week later, flowers were collected to determine if there was successful 

self-fertilization.  To determine the rate of geitonogamy, plants were cut back so that only a 

single inflorescence was allowed to flower, and again plants were isolated from each other in 

separate greenhouse rooms.  After all flowers had opened, the inflorescence was bagged, and 

seed set was scored once they had matured.  Under these conditions, there is the opportunity for 

both autogamy and geitonogamy.  Additionally, plants with several inflorescences were allowed 

to flower in a greenhouse room with dozens of simultaneously flowering plants and abundant 

wind generated by fans.   
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Table 4.1.  Potential mating system traits and their putative function. 

These traits were compiled from examination of literature and detailed observations of floral 

biology in O. rufipogon and O. nivara. 

 

Trait Putative Function 
Inflorescence 
openness 

Open inflorescences disperse and capture pollen in the wind. 

Inflorescence 
exsertion 

Exserted inflorescences from the foliage promote pollen 
dispersal/capture 

Anther length Long anthers contain more pollen to promote outcrossing 
Filament length Long filaments may allow anthers to fall below the flower 
Anther position Position in relation to the stigma controls opportunity for selfing 
Early dehiscence  Anthers release pollen prior to anthesis promoting autogamous selfing 
Basal pore length Pollen deposited out the basal pore fall onto the stigma causing selfing 
Apical pore length Pollen dispensed by apical pore may promote outcrossing 
Pollen size Can influence pollen viability and aerodynamic properties in the wind 
Pollen viability Prolonged pollen viability can promote outcrossing over the large 

distance 
Stigma length Large stigmas for capturing pollen in the wind 
Stigma papillae 
density 

Increases surface area for pollen capture to promote outcrossing 

Stigma color Anthocyanins may protect against desiccation and promote 
outcrossing 

Stigma receptivity Duration of receptivity restricts the ability for outcrossing 
Dichogamy Temporal separation of male and female functions  
 

 

 

Results 

Trait means are provided in Table 2 for all of the morphological and physiological traits 

under investigation.  Additionally, Table 3 gives the values for anther length, inflorescence 

exsertion, and inflorescence openness for additional populations of each species. Overall, there 

was a significant difference between the multivariate floral phenotypes of O. nivara and O. 

rufipogon (MANOVA: F8,45 = 7.5; P<0.0001).     
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Unlike O. rufipogon, early dehiscence occurred prior to floret opening in O. nivara, 

resulting in pollen deposited on the stigma (Fig. 1).  Early dehiscence was scored based on the 

relative number of pollen grains deposited on the stigma prior to anthesis.  O. nivara had an early 

dehiscence value of 2.33, compared to 0.1 in O. rufipogon.  While this difference is significant, it 

is likely to be an underestimate for O. nivara.  A measurement of ‘0’ could either indicate that 

the anthers did not dehisce and deposit pollen on the stigma, or that the particular flower was 

sampled too early to witness early dehiscence.  Alternatively, the proportion of flowers with any 

pollen deposited on the stigma was examined.  In this case, 55% of O. nivara flowers (n=20) 

exhibited early dehiscence, compared to 6.4% (n=31) in O. rufipogon.  In O. rufipogon, early 

dehiscence was observed in only two flowers, and in both cases few pollen grains were 

deposited.  These instances could have been caused by contamination from pollen in the air, or 

physical damage of the stigma during manual flower opening.  Nevertheless, even if this is not 

the case, early dehiscence occurs rarely in O. rufipogon.   

In a time course study, pollen viability did not differ between species until after 20 

minutes, at which time O. rufipogon had an average of 62% pollen viability, compared to only 

21% in O. nivara (Fig. 2).  This observation is consistent with results presented by Song et al 

(2004), in which O. rufipogon was approximately 38% viable after 20 minutes, compared to 0% 

in O. sativa.  The ability for pollen grains to absorb a stain is merely a proxy for the actual pollen 

viability, and is likely to be an overestimate (Song et al 2004).  A functional experiment was 

conducted by placing 30-minute old pollen on fresh stigmas.  In this experiment there was no 

significant difference between species (60% and 70% in O. nivara and O. rufipogon, 

respectively).  The large number of pollen grains deposited on the stigma may have allowed for 

seed production, despite the presumably low pollen viability of O. nivara .   
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Oryza rufipogon and O. nivara had similar rates of decrease in stigma receptivity 

following anthesis (Fig. 3).  As indicated by the assay, stigmas have low levels of receptivity 

after 45 minutes.  To test the functional significance of the stigma receptivity values, a hand-

pollination study was conducted with stigmas 45 minutes post anthesis.  Only one O. rufipogon 

stigma that was hand pollinated resulted in the production of a seed (n=10), validating the stigma 

receptivity assay.  In contrast, all of the controls resulted in seed production when stigmas were 

hand-pollinated at the time of anthesis (n=10).  Similar experiments were not conducted in O. 

nivara due to the high occurrence of prior selfing (see discussion) and the fact that both species 

generate identical rates of decline in stigma receptivity.  This rapid decrease in receptivity is not 

unexpected as flowers are open for just 1 hour.  In contrast, stigma receptivity did differ between 

species prior to anthesis, with O. nivara being considerably more receptive (Fig. 3).   

By manipulating flower number, I can partition the selfing rate into contributions from 

geitonogamy and autogamy (Fig. 4).  If autogamous selfing is predominant, one would predict a 

consistent level of seed set regardless of flower number.  Alternatively, if geitonogamy is 

predominant, seed set should increase with increases in flower number/pollen availability 

(Schoen & Lloyd, 1992).  In the treatments with only a single flower, seed set averaged 72.5% 

and 10.3% in O. nivara and O. rufipogon, respectively.  Since there is only one flower, all 

resulting seed set is generated through autonomous selfing.  In the treatments with a single 

inflorescence, there is the opportunity for geitonogamy and autogamy.  Under these conditions 

there is a significant increase in the average seed set for both species, however, seed set of O. 

rufipogon (37.7%) did not approach levels comparable to O. nivara (85.4%).  These results 

clearly demonstrate that autogamy is the predominant form of selfing in O. nivara.  While 

geitonogamy did provide additional seed set, this may be an artifact of damage induced by the 
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floral manipulations.  In the single-flower experiments the inflorescence was cut back, which 

could have had detrimental effects on the remaining flower.  Conversely, there were no such 

manipulations in the single-inflorescence experiment.  This does not impact interpretation of the 

role for autogamy between species, as both experienced the same manipulations in the single-

flower experiments, but yielded drastically different results.  In the case of O. rufipogon, 

geitonogamy increased seed set in the single-inflorescence experiment, although the effects were 

limited - likely due to pollen limitation.  This is demonstrated in the whole-plant experiments, 

where there was vastly more available pollen.  It should be noted that there is opportunity for 

autogamy, geitonogamy, and outcrossing in this treatment, however; this is inconsequential as 

pollen limitation is the key factor being addressed.  Under these conditions, seed set in O. 

rufipogon did not differ significantly from O. nivara.   

 

 

 

Figure 4.1.  Functional traits of Oryza species. 

Functional traits controlling mating system differentiation in O. nivara and O. rufipogon.  O. 

nivara traits are in the left column and O. rufipogon on the right.  A) O. nivara floret 

demonstrating anther size.  B) O. rufipogon floret demonstrating anther size.  C) O. nivara 

panicle shape and exertion.  D) O. rufipogon panicle shape and exertion.  E) O. nivara stigma 

length, papillae density and stigma color.  F) O. rufipogon stigma length, papillae density and 

stigma color.  G.  Basal pore of O. nivara.  H.  Early dehiscence of O. nivara, stigma coated in 

pollen prior to floret opening.   
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Figure 4.1 (cont’d). 
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Discussion 

The development of polymorphic markers and statistical methodologies has allowed for 

the reliable estimation of outcrossing rates (t) in plants (Ritland & Jain, 1981; Ritland, 2002).  It 

is widely accepted that outcrossing rates below 20% (t ≤ 0.2) and above 80% (t ≥ 0.8), represent 

predominantly selfing and outcrossing mating systems, respectively (Goodwillie et al., 2005).  

The estimate of multilocus outcrossing rate in O. nivara (tm=0.04) confirms its status as being 

predominantly selfing.  As an annual with small population sizes (Morishima & Barbier, 1990; 

Vaughan, 1994; Zhou et al., 2008) selection for reproductive assurance likely drove the 

evolution of selfing in Oryza nivara.  Despite being substantially more outcrossing than O. 

nivara; mating system estimates from O. rufipogon (tm=0.50 and 0.56) would be classified as 

mixed-mating (Barbier, 1989).  It is possible that these estimates may be less than the actual 

outcrossing rate, due to the occurrence of geitonogamy and/or biparental inbreeding.  

Geitonogamy is thought to be responsible for a significant amount of the variation in outcrossing 

rates in plants (Barrett, 2003).  This may be the case in O. rufipogon, as I have demonstrated that 

autogamy is rare in this species and large clonal ramets are common in nature (Xie et al., 2001), 

providing ample opportunity for geitonogamy.  Similarly, outcrossing events between close 

relatives (biparental inbreeding) can result in ‘apparent selfing’, as is observed in self-

incompatible species with outcrossing estimates less than 1 (Ritland, 1984; Goodwillie et al., 

2005).  Populations of O. rufipogon can be quite large (Oka & Morishima, 1967; Vaughan, 1994; 

Zheng & Ge, 2010), however increasingly their habitats are being fragmented and disturbed.  For 

example, Akimoto et al. (1999) have monitored one such population in Thailand that became 

severely fragmented.  During a ten year period the observed outcrossing rate decreased from 

0.538 to 0.236, due in part to an increase in biparental inbreeding.  Outcrossing rates should be 
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measured in more populations of each species to better estimate the mating system.  Regardless, 

I am confident that O. rufipogon possess attributes consistent with an outcrossing strategy, 

despite the observed estimates that would be considered mixed-mating. 

 

 

Table 4.2.  Trait means between O. rufipogon and O. nivara. 

Trait means between O. nivara and O. rufipogon, standard deviation given in parenthesis, n=the 

number of measurements.  Pollen viability is measured at 20 minutes post anthesis.  Stigma 

receptivity is at an ‘early dehiscence’ stage.  Significance tested with one-way anova, ∗, P<0.05; 

∗∗, P<0.01; ∗∗∗, P<0.001. 

Trait O. nivara  O. rufipogon Significance 
Anther length (mm) 2.19 (0.22) n=30 4.39 (0.46) n=30      *** 
Anther position (%) 40 (n=20) 71.4 (n=20)      ** 
Basal pore length (mm) 0.35 (0.11) n=32 0.14 (0.07) n=30      *** 
Early dehiscence 2.33 (2.0) n=20 0.1 (0.3) n=31      ** 
Pollen size (mm) 0.047 (0.002) n=54 0.031 (0.003) n=50      *** 
Pollen viability (%) 19.2 (2.5) n=5 42.2 (2.4) n=5      * 
Stigma length (mm) 1.2 (0.19) n=30 3.02 (0.3) n=30      *** 
Stigma papillae density 29.8 (3.43) n=20 38.3 (3.15) n=20      ** 
Stigma pigmentation white purple      *** 
Stigma receptivity 3.25 (0.5) n=5 0.428 (0.46) n=5      *** 
Inflorescence openness (°) 5.1 (4.1) n=20 45.6 (10.2) n=20      *** 
Inflorescence exsertion (cm) 1.2 (0.8) n=20 13.9 (6.3) n=20      *** 
 

 

 

 

In wind-pollinated plants, male fitness is thought to be directly related to investment in 

pollen production (Charlesworth & Charlesworth, 1981), and because of this male-biased sex 

allocation is commonly observed (Burd & Allen, 1988).   As an illustration, anthers of O. 
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rufipogon are approximately 60% of total flower length.  Anthers of O. nivara are half the length 

of O. rufipogon (Table 2) and likely house half the amount of pollen, although there are slight 

differences in pollen size (see below).  This decrease in anther length fits predictions of sex 

allocation theory, with decreased investment in male function as selfing increases (Charlesworth 

& Morgan, 1991).  

 

 

 

 

Figure 4.2.  Pollen viability time course. 

Pollen viability time course for O. nivara and O. rufipogon.  Percent pollen viability measured 

using FDA florescent staining.  Pollen was collected at anther dehiscence and was fixed in 10% 

sucrose at 10 minute intervals.  For the ‘Pre-anthesis’ timepoint, anthers from unopened florets 

were collected at peak flowering.   
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Oryza rufipogon and O. nivara possess poricidal anthers that open at pores on each end.  

There is no difference in apical pore size between these species (Table 2).  However, there is a 

considerable difference in basal pore size, with O. nivara having a basal pore twice that of O. 

rufipogon.  In a study examining different breeds of cultivated rice, large basal pore size resulted 

in increased self-pollen deposited on the stigma (Matsui & Kagata, 2003).  In O. rufipogon, 

anthers hang in a pendent-like fashion, below the flower (Fig. 5 and Table 2).  In this case, pollen 

is predominantly dispensed through the apical pore due to gravity.  Alternatively, anthers of O. 

nivara remain upright and pollen falls through the basal pore.  The basal pore of O. rufipogon is 

quite small and often does not open, as it likely serves no function.  In these species, the stamen 

filaments are the same length and the position of anthers upon anthesis (pendent or upright) is a 

likely result of pollen mass.   

 

 

 

 

 

 

Figure 4.3. Stigma receptivity time course. 

Stigma viability time course for O. nivara and O. rufipogon.  Stigmas were collected at 15 

minute time intervals after floret opening.   Stigma receptivity was measured through a 

peroxidase detection assay by counting the number of bubbles emitted from the stigma surface 

during a 30 second time interval.  Stigma viability scored as: 0=0 1= <50, 2=50-100, 3=100-200, 

4=>200 bubbles emitted. 
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 Figure 4.3 (cont’d). 

 

 

 

 

 

 

 

 

Furthermore, in O. nivara, the basal pore opens and pollen is released before the flower 

opens, contributing to prior selfing (Fig. 5).  Prior selfing is autonomous selfing that occurs 

before the opportunity for the receipt of outcross pollen (Lloyd & Schoen, 1992).  In animal-

pollinated systems, this happens due to early spatial and developmental overlap between male 

and female functions and can occur prior to anthesis (Fishman & Wyatt, 1999; Fishman et al., 

2002).  Matsui and Kagata (2003) observed early dehiscence in cultivated rice.  Similarly, O. 

nivara flowers that are artificially opened reveal considerable pollen deposited on the stigma 

(Fig. 1).  This phenomenon is not observed in O. rufipogon, and is likely a necessary step for 

autogamous selfing in O. nivara.    

 Unlike animal-pollinated plants, pollen in wind-pollinated taxa lack ornamentation and 

exhibit a narrower range of pollen sizes (Harder, 1998; Ackerman, 2000).  Pollen size evolution 

is dictated by the aerodynamic properties of wind, in order to promote successful pollen dispersal 

and receipt (Friedman & Barrett, 2009b).  For example small pollen grains have low settling 

velocity, allowing them to travel farther, and low inertia to facilitate removal from anthers 
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(Niklas, 1985).  Oryza rufipogon has smaller pollen grains which may be beneficial for 

outcrossing over long distances.  The larger pollen grains of O. nivara may be the result of 

relaxed selection on pollen size.  Although, it is possible that larger pollen grains would settle out 

of the airstream more quickly; better ensuring deposition on the stigma within the same flower.   

Typically, anthesis in wind pollinated taxa is highly synchronous and abbreviated when 

compared to animal pollinated systems (Dowding, 1987).  Accordingly, pollen of wind-

pollinated species is only viable for a short duration (Dafni & Firmage, 2000).  Pollen viability in 

O. nivara decreased rapidly, and after 20 minutes (post anther dehiscence) was only 1/3 as viable 

as O. rufipogon (Fig. 2).  The loss of viability in O. nivara closely resembled that observed in O. 

sativa by Song et al. (2004).  Both, O. nivara and O. sativa are highly selfing, and are unlikely to 

experience selection for prolonged pollen viability.  Conversely, O. rufipogon pollen retains high 

viability after 20 minutes, allowing for successful fertilization after pollen dispersal (Fig. 2).  

Song (2001) identified similar levels of pollen viability for O. rufipogon.   

Grasses possess unique feathery stigmas that are exserted from the flower (Friedman & 

Harder, 2004).  Wind tunnel experiments have demonstrated that feathery stigmas have higher 

pollen collection efficiencies than solid stigmas; as they maintain a high surface area, but 

produce a thinner boundary layer (Niklas, 1985).  Stigmas in the focal species differ in their 

length, papillae number, pigmentation, and receptivity (Table 2).  Oryza rufipogon has larger 

stigmas with a higher density of papillae, than O. nivara, which may aid in capturing outcross 

pollen.  Additionally stigmas of Oryza rufipogon are dark purple in coloration, due the presence 

of anthocyanins (Fig. 1).  Anthocyanins can function to protect plant tissue from environmental 

stress, including drought and oxidative damage from UV exposure (Stapleton & Walbot, 1994; 

Hughes et al., 2010).  In order to ensure successful pollen germination, stigmas must maintain a 
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specialized enzymatic surface.  Wind-pollinated stigmas are likely prone to desiccation and UV 

radiation by being exserted outside the flower.  Stigma pigmentation in O. rufipogon may be an 

adaptation to promote successful pollen germination and outcrossing.  Stigmas of O. nivara lack 

pigmentation and are white.  As a selfer, O. nivara would not experience selection to maintain 

pigmentation and allocating resources to anthocyanins could incur a cost.  Variation in stigma 

color is quite common across grass species (Grillo per. obs.) and I hypothesize is associated with 

the mating system.  Stigma receptivity also differed between the focal species, prior to anthesis.  

O. nivara has considerably higher stigma receptivity at this stage which is expected if 

fertilization occurs due to prior selfing.  Overall, there is a diversity of stigma traits in grasses 

that have not been examined in regards to pollination and mating system (Friedman & Harder, 

2004).  O. rufipogon and O. nivara encompass much of this diversity and serve as a potential 

model for understanding the functional relevance of stigma characteristics.   

 

Table 4.3.  Trait means for additional populations of each species 

Species Location Anther length 
(mm) 

Inflorescence 
openness (°)  

Inflorescence 
exsertion (cm) 

O. nivara  Thailand 
(Changmai) 

2.60 (0.20) n=8 21.3 (3.1) n=10 6.1 (1.3) n=10 

 Thailand 
(Changmai) 

2.31 (0.28) n=15 12.4 (3.8) n=10 5.8 (1.8) n=10 

 Thailand 
(Kahnken) 

2.12 (0.19) n=20 15.4 (6.1) n=9 7.4 (2.3) n=9 

 Thailand 
(Rayong) 

2.43 (0.32) n=6 27.2 (4.3) n=10 5.5 (1.1) n=10 

 Thailand 
(Rayong) 

2.52 (0.31) n=11 20.7 (6.8) n=11 6.3 (2.1) n=11 

 India (Cuttack) 2.24 (0.23) n=6 8.2 (2.1) n=4 3.7 (0.9) n=4 
O. rufipogon Thailand 

(Changmai) 
4.93 (0.51) n=10 71.4 (12.3) n=4 16.3 (1.1) n=4 

 Thailand 
(Changmai) 

4.51 (0.43) n=10 62.3 (10.7) n=4 17.8 (1.7) n=4 

 India (Cuttack) 4.42 (0.44) n=6 50.6 (4.8) n=3 16.5 (1.3) n=3 
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Grasses display a range of inflorescence architectures, ranging from diffuse to compact, 

representing different means for pollen removal and receipt (Friedman & Harder, 2005; 

Friedman & Barrett, 2009b).  Wind tunnel experiments have demonstrated that compact panicles 

act to obstruct airflow, thereby creating eddies on the leeward side of the panicle.  This allows 

pollen to settle out of the airstream and become deposited on stigmas.  Alternatively, diffuse 

panicles disturb airflow less, and pollen simply comes in direct contact by windward stigmas 

(Niklas, 1987).  By disturbing airflow less, diffuse panicles may be for more effective at pollen 

dispersal (Friedman & Harder, 2005).  Surveys of O. rufipogon populations revealed consistent 

openness of panicles that may promote pollen dispersal in such a way (Table 3).  On the whole 

O. nivara panicles are quite compact, although there is variation for this trait (Table 3).  

Certainly, the close proximity of simultaneously open flowers within a compact panicle presents 

an opportunity for geitonogamy.   

In addition to inflorescence architecture, plant height can influence pollination efficiency.   

In general, horizontal wind speed increases with height above ground (Burd & Allen, 1988).  

Therefore, taller plants experience higher wind speeds than shorter ones in the same habitat.  For 

this reason, grasses generally protrude their inflorescence above the boundary layer of their 

foliage (i.e. panicle exsertion) to promote pollen dispersal (Friedman & Harder, 2004; Friedman 

& Harder, 2005).  Tiller length is greater in O. rufipogon (Grillo et al., 2009), although this may 

not affect plant height as O. rufipogon inhabits marshes and tillers essentially float.  Panicle 

exsertion is likely more important in this regard for the focal species.  Panicles of O. nivara have 

limited exsertion (Table 2, Fig. 1) and are essentially nested within foliage, which is unlikely to 

provide effective pollen dispersal.  The reverse is true for O. rufipogon, consistent with an 

outcrossing mating system. 
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Self-compatible plants with many flowers in anthesis simultaneously present an 

opportunity for geitonogamous selfing (Dejong et al., 1993).  This is surely the case in grasses 

that display highly synchronous bouts of flowering and often have large plant sizes (Friedman & 

Barrett, 2009b).  For this reason, it is suspected that avoidance of geitonogamy has driven the 

common occurrence of dioecy and self-incompatibility in grasses (Friedman & Harder, 2005; 

Friedman & Barrett, 2009b).  Nonetheless, there are certainly numerous self-compatible 

hermaphroditic grasses that are prone to this mode of selfing.  In order to distinguish between 

geitonogamy and autogamy, manipulative experiments of floral number are needed (Schoen and 

Lloyd 1992).  Such experiments are rarely carried out, but the few examples reveal high levels of 

geitonogamous selfing (Harder & Barrett, 1995; Eckert, 2000; Dorken et al., 2002; Karron et al., 

2004).  I have demonstrated that in O. nivara, high levels of selfing are achieved through 

autogamy.  In contrast self-fertilization in O. rufipogon is due to geitonogamy and increases with 

flower number (Fig. 4).  As described previously, geitonogamy in O. rufipogon could influence 

the observed outcrossing rate.    

The transition from outcrossing to selfing is regarded as the most common trend in plant 

evolution (Stebbins, 1974; Barrett, 2003).  This is exemplified by the recent divergence of O. 

nivara (selfing) from an O. rufipogon-like (outcrossing) ancestor (Barbier et al., 1991; Zhu & 

Ge, 2005).  Therefore, it is important to identify the functional traits that underlie this shift, and 

to consider the means by which they have evolved.  In O. nivara a suite of traits act in concert to 

provide autogamous self-fertilization: the timing of anther dehiscence, anther basal pore size, and 

stigma receptivity.  Before the flower even opens the anthers of O. nivara become dehiscent with 

the opening of the basal pore (Fig. 5).  Pollen is released through the basal pore, which is quite 

large in this species.  In turn, the stigma is receptive at this time as well.  Upon anthesis the 
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anthers in O. nivara remain upright and continue to deposit pollen onto the stigma of the same 

flower.  Thus, autogamy is achieved in O. nivara through prior selfing.   

 

 

 

 

 

Figure 4.4. Autogamy and geitonogamy. 

Partionioning of selfing into autogamy and geitonogamy through floral number manipulations.  

In the ‘single flower’ treatment inflorescences were trimmed to a single flower, allowing only for 

autogamous selfing.  In the ‘single inflorescence’ treatment there is opportunity for autogamy 

and geitonogamy.   In the ‘many plants’ treatment numerous plants flowered simultaneously and 

so there was no pollen limitation and high seed sets were achieved. 
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Based on the properties of the mating system traits, it is possible to predict the order in 

which they may have evolved.  Here I describe two possible alternatives for the evolution of 

autogamy: 1) an indirect path where an increase in selection for geitonogamy provides a bridge 

to autogamy, or 2) the direct evolution of autogamy.   

Selfing likely became beneficial in this system concurrently with a shift to seasonally dry 

habitats that do not allow plants to persist as perennials.  Populations of O. nivara are often quite 

small and potential mates can be scarce today, as they likely were for the original founders of 

these habitats.  Under such conditions there would be selection for reproductive assurance 

through selfing.  A similar situation is observed in populations that exhibit increased selfing rates 

along range margins, where there are few mates available (Barrett, 2003).   For the O. rufipogon-

like ancestor, selfing would be achieved through geitonogamy in these circumstances.  Changes 

in inflorescence architecture could influence the rates of geitonogamy and variation for this trait 

is common in natural populations (Table 3).  Selection for compact panicles would thereby 

provide close proximity of flowers and aerodynamic properties favorable for high 

geitonogamous selfing.  Once appreciable levels of self-fertilization were achieved through 

geitonogamy, there would be selection for reduced investment in allocation to male function.  

Large anthers are likely to be energetically costly and excess pollen production (for outcrossing) 

would be unnecessary under these conditions.  As anthers began to shorten they would weigh 

less and maintain a more upright position.  At this point gravity would no longer allow pollen to 

exit through the apical pore; rather the basal pore would be more important in this regard.  

Selection for large basal pores would allow pollen to fall directly onto the stigma of the same 

flower, thus providing autogamous selfing.  After this point, alterations in the timing of anther 
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dehiscence and stigma receptivity would result in prior selfing.  In this way geitonogamy would 

serve as a bridge to autogamous selfing.   

 

Figure 4.5.  Flower caricatures of O. nivara and O. rufipogon 

Floral caricatures of O. rufipogon and O. nivara, pre- and post-anthesis.  O. nivara has smaller 

anthers than O. rufipogon and the anther pores open, releasing pollen through the basal pore 

prior to anthesis.  Upon anthesis the anthers remain upright and dispense pollen through the basal 

pore onto the stigma.  O. rufipogon has much larger anthers that do not dehisce prior to anthesis.  

Upon anthesis the large basal pores hang pendent-like below the flower and pollen is dispensed 

through the apical pore.   
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Alternatively, autogamy may have evolved directly in an O. rufipogon-like ancestor.  In 

this scenario selfing would have to occur prior to anthesis, as the large basal pores of O. 

rufipogon would fall below the flower upon opening.  Therefore, anther dehiscence would be the 

first trait to evolve.  Early anther dehiscence would be unlikely to provide reliable autogamous 

selfing alone and would have to be accompanied closely by an increase in basal pore size to 

deposit pollen on the stigma.  Additionally, earlier stigma receptivity would enhance the rate of 

autogamy.  Once autogamous selfing became predominant there would be selection for reduced 

anther size.    

In either case traits that promote outcrossing are expected to evolve after autogamy has 

been established.  These traits include pollen viability and stigma characteristics (length, papillae 

density, pigmentation).   

In the work presented here, I have identified traits associated with a shift in mating 

system between O. nivara and O. rufipogon.  Additionally, I have demonstrated that autogamy is 

the mode of selfing displayed by O. nivara.  This research sets the stage for future experiments 

to gain a more comprehensive understanding of mating system evolution in this system.  In the 

summer of 2013 I will conduct experiments aimed at 1) identifying the specific functional traits 

controlling the degree of autogamous selfing and 2) mapping the genetic basis of mating system 

trait variation including the autogamous selfing rate.  To date I have generated a mapping 

population with 200 F2 lines and at least 4 clones of each line.  This summer I will finish 

measuring the mating system traits in the F2 population.  Additionally, I will determine the 

autogamous selfing rate by manipulating flower number as described here.  I will also complete 

genotyping these F2s with microsatellite markers that I have previously developed (Grillo et al., 

2009).  Through these pursuits I will be able to determine which traits are associated with the 
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autogamous selfing rate.  I will also characterize the genetic architecture of mating system trait 

differentiation and identify which specific trait loci co-localize with mating system (autogamy) 

loci.   
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