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ABSTRACT
CHILDREN’S ACQUISITION OF TONE 3 SANDHI IN MANDARIN
By

Chiung-Yao Wang

The purpose of the dissertation is to examine Mandgpeaking children’s acquisition of a
syntax-dependent phonological rule Tone 3 SandB)JTA Tone 3 (low dipping tone) is
changed to a Tone 2 (mid rising tone) when it imWwed by another Tone 3. Application of T3S
in fact involves a complex process. In settinghgpgrosodic domains within which T3S applies,
syntax is partially referred to. Cyclic and nonday@arsing strategies are used for different
syntactic contexts. A non-cyclic strategy is usedfiat structures (e.g. digit sequences), a cyclic
strategy for NPs, and a mixture of both strateiescessary for sentences. There is also T3S
variability because of T3S optional rules. Suchalality creates ambiguity in the language
input for children. Very little is known about haskildren acquire T3S. The current work aims
to bridge the gap between T3S theories and chilguage acquisition. This dissertation presents
five studies, targeting children’s application &S'in various contexts.

Study 1 (Natural speech) examines the productita afeseven children (ages 4-6) and their
caretakers (five adults). There is T3S variabilitghildren and adults.

Study 2 (Flat structures) is an elicited producstudy participated in by 46 children (3- and
5-year-olds) and 20 adults. We tested the usenohacyclic strategy in sequences of two, three,
and five digits. The results show that childrenevable to apply T3S non-cyclically in
sequences of digits. However, under-applicationamet-application are two common error

types of children. A surface pattern produced hyltadvas not found in children.



Study 3 (NPs) is also an elicited production stddgusing on the cyclic strategy in NPs,
Ninety-four children (ages 3 - 6) and 20 adultgipgrated in this study. Children were able to
apply T3S cyclically in three-syllable compound nswand four-syllable NPs. However, when
the structures become more complex, they may defathe non-cyclic strategy.

Study 4 (Natural Speech Repetition) and Study B@Rdalk Repetition) used repetition of
sentences to test T3S application at the sentereéWhere an integration of cyclic and non-
cyclic strategies is necessary. Twenty-one childderand 6-year-olds) and 11 adults
participated in Study 4. Forty-three children (Ad&-year-olds) and 14 adults participated in
Study 5. Children were able to repeat the 4- asglidble sentences which have T3S in Study 4
(Natural Speech Repetition). However, in Study 8H& Talk Repetition) where we used
identical sentences, with the removal of the T38ctf4-year-olds have a lot of difficulty. Six-
year-olds were able to integrate cyclic and noricygtrategies in T3S application, but they still
do not have adults’ mastery of T3S. Six-year-oldgehall the T3S patterns adults have, and also
approximate adults in their preference of the paste

Overall, the findings of these studies do not supparly acquisition of T3S. The results
indicate that although children know to change a€l'® to a Tone 2 when it is followed by a
Tone 3, it takes time to learn how to set up tlespdic domains for T3S to apply, to develop

and reach adult-like mastery of the intricacie3 8% application.
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CHAPTER 1
INTRODUCTION

1.0 Introduction

In acquiring their first language, children needi¢gmire out not only the properties of the
different linguistic components of the languageythee acquiring (phonetics, phonology, syntax,
etc.), but they also need to understand how th@sgaonents interact. Although we have a good
idea of the milestones in the acquisition of syrdag phonology, we know very little about the
acquisition of the mapping rules between phonokgy syntax. We know that infants as young
as 7.5 months can use the rhythmic biases of ldngjuage to guide initial segmentation of
speech (Jusczyk & Luce 2002; Werker & Curtin 208 by age three, children have mastered
the basic properties of the phrase structure oteviea language(s) they are acquiring (Brown
1973; Guasti 2004; Hirsh-Pasek & Golinkoff 1996;eRer 2007). We also know that prosodic
structure may play a role in the acquisition of ptm-syntax (Demuth 2001; Gerken 1996; Goad
& Buckley 2006; Lle6 & Demuth 1999). However, vdityle is known about the acquisition of

syntax-dependent phonological rules. This dissertdbcuses on children’s acquisition of a

syntax-dependent phonological rule, Tone 3 Sart#ndeforth T3S), in Mandarin Chinelsm
this work, | present a series of studies which afrwidening our empirical knowledge of
children’s acquisition of T3S.

Mandarin has four lexical tones and each morpheznermglly has an underlying lexical tone,
(except for functional words such as the questaniglesmaandne) and the pitch level and

contour of a neutral tone vary depending on the tbat precedes it (Bao 1999; Chao 1968;

! | use the term Mandarin Chinese or just Mandarirefer to Standard Mandarin or Standard
Chinese.



Chen 2000; Cheng 1973; Duanmu 2000/2007; Erbaug; 13@ng 1979; Lin 2007 among
others). Very little is known about how childrergage T3S although this syntax-dependent rule
is the most extensively studied tone sandhi phenomén Mandarin Chinese. The rule can be
simplistically described as in (1).
(1) T3 T3> T2 T3 (Chen 2000:364; Shih 1997:81)

The rule in (1) states that a Tone 3 is changedTone 2 when followed by another Tone 3.
Given what we know about the acquisition of prosqaiitterns and statistical abilities (Morgan
& Saffran 1995; Pierrehumbert 2003, for examplé& thle should be acquired very early, and in
fact various studies have argued for early T3S ia@eun in children (Jeng 1979; Jeng 1985; Li
& Thompson 1977; Zhu 2002; Zhu & Dodd 2000). Howewvene of these works have

examined T3S in a multiplicity of environments. Thmplicity of (1) is quite deceptive because

the application of T3S “becomes rather complicatbén there are more than two 123n a

word or phrase” (Lin 2007:204). T3S applicatiomiprocess that involves setting up prosodic
domains within which T3S applies, and both cychd aon-cyclic strategies are used for parsing
the syllables. In addition, there are optional suko T3S can apply, but it does not need to apply
in those cases. For children to acquire T3S,nbisonly a matter of learning lexical tones, the
rule in (1), but also when and how to use the rgfrsing strategies as well as the optional rules.
T3S also involves the mapping between syntax andgbgy, and researchers do not always
agree to what extent T3S application relies onaynthere are competing theories to describe
and explain (i) its cyclic and syntax-dependent ponent and (ii) its non-cyclic and syntax-
independent component. In flat structures (a sexpitirat has no internal syntactic structure,

such as a string of digits in phone numbers), rebesas agree that disyllabic feet are built non-

2 In order to avoid confusion the similarity betwe@8S” (Tone 3 Sandhi) and “T3s” (plural
Tone 3s) may cause, “T3*” is used to refer to “plurone 3s (T3s).”
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cyclically from left to right, and T3S applies iae&h foot (Chen 2000:368; Duanmu
2000/2007:239; Lin 2007:206; Shih 1986; Shih 19¢7) shows a four-digit string which is
parsed into two disyllabic feet.

(2) wu wu wu  wu

five five five five ‘five-five-five-five’

T3 T3 T3 T3 UT (= underlying tones)
> (T2 T3) T3 T3
2> (T2 T3) {2 T3) ST (= surface tones)

Although syllables are parsed non-cyclically irt 8&uctures, in noun phrases and in compounds
foot building is cyclic and dependent on the phistsacture of the units involved (cf. Chen 2000;
Cheng 1973; Duanmu 2000/2007; Shih 1986; Shih 12@plying first to the innermost
constituent of a compound or a noun phrase, amdpheeeding to the next level up as

exemplified in (3) and (4).

N N

(0)0) o
[[shuiguo] niao]
fruit bird ‘birds made with fruits’
T3 T3 T3 uT

> (T2 T3) T3

2> (T2 T2 T3) ST

X /\

(0) o0
[zhi [haimal]]
paper seahorse ‘seahorses made with paper’
T3 T3 T3 uT

> T3 Tr2T13)

-> (T3 T2T3) ST

This picture is further complicated at the sentdagel where a mixed system of cyclic and
non-cyclic strategies are required as we see in (5)

3



(5) [[xiao  [[duan tui] ma]] [hen [ke]]]
small  short leg horse very thirsty ‘The small sHegged horse is very thirsty.’

3 3 3 3 3 3 uT
3 @ 3 3 3 3

3 @ 2 3 3 3

@3 2 2 3 3 3

3 2 2 3 p 3 ST

In (5), T3* applies cyclically ixiao duan tui masmall short-legged horse.’ Starting with
the innermost constituedtian tui‘short-legged,” T3S applies. In the next cyateg ‘horse’ is
incorporated, and T3S applies again. Wk ‘small’ is incorporated, T3S does not apply
because there are no adjacent T3* at this poir. 8flies non-cyclically in the remaining
syllableshen ke'very thirsty.’

Prosodic domains are not always built with refeestacsyntax, and consequently, they do

not always map to syntactic constituents. Accordmgne of the major T3S models, the Word-

and-Phrase level Modse[Chen 2000; Shih 1986; Shih 1997), at the “WorelevT 3S applies
cyclically, and at the “Phrase level”, T3S apples-cyclically. However, if no foot has been
parsed at the Word level, then, at the Phrase feeébuilding refers to syntax to form a
disyllabic foot for the smallest domain first. Orecelisyllabic foot has been formed for the
smallest domain, the remaining syllables are pansedcyclically from left to right. Therefore,
to be able to apply T3S involves not only knowihg tule stated in (1), but also the right parsing
strategies at the right levels.

Independent of the details of each model, thisf lblescription of T3S shows its application
depends on lexical, syntactic and phonological Kedge, as schematically represented in Fig.

1.1.

3 This model will be described and reviewed in Cbhagt
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Lexical Svntactic information Prosodic information
information y Possible feet and foot

Underlying tones in PMr:arr?SSr?rfrgﬁiweese building processes in
of eacho (syllable) Mandarin Chinese

T3S Application
Figure 1.1 Basic ingredients for T3S

At the lexical level children need to know the urigiag tones of the units they will use to
build syntactic structures. In order to build syti@structures, children need to have some
knowledge of the basic phrase structure propeofiddandarin. At the prosodic level, children
need to know the possible ways to build feet in 8&am. In order to apply T3S in an adult-like
manner, all three types of information must begrdiéed in particular ways and in many cases
the syntax and prosody go hand in hand.

As if the picture was not complex enough, childneth also have to deal with a fair amount
of T3S variability in the input. Although theressme debate with respect to the nature of the
variation, most researchers agree that some \@riatiassociated with differences in speech
rates (Chen 2000; Cheng 1973; Lin 2007; Shih 198 1997), because larger domains can be
formed in fast speech. There are two optional rinegee Word-and-Phrase level model: (i) T3S
is optional across prosodic domains, and (ii) tet §peech rule. In (6) below, ST1 is derived
through regular parsing. In fast speech, a largerain is formed, and T3S applies iteratively

from left to right, which gives ST2.



(6) [wo [xiang [mai bi]]] (Lin 2007: 215)
I want buy pen ‘I wantto buy pens.
T3 T3 T3 T3 uT
T3 T3 T3 T3 Word level: not applicable
T3 T3 (T2 T3) Phrase level: Disyllabic foot for the smalldsimain, T3S
(T2 T3) (T2 T3) Phrase level: Disyllabic foot for thest, T3S;
ST1 (surface tones, Surface pattern 1)

Optional4 in fast speech:
(T3 T3 T3 T3) Larger domain in fast speech
(T2 T2 T2 T3) T3S from left to right; ST2 (surface tonesrf8oe pattern 2)

Notice that the sentence in (6), used to depict V@bility, is fairly short. Depending on
the syntactic structure, the number of adjacentar8t the length of the sentence, the number of
T3S surface patterns varies. It is not uncommonédtgaven T3S sentence has two or more than
two T3S surface patterns. Children have to dedl aitd cope with variability. How do children
acquire this complicated syntax-dependent phoncédgule?

Not only is there an absence of studies targetivigren’s T3S acquisition exclusively, there
has also been a lack of experimental evidence Wtsad3S production. In the T3S literature,
the grammaticality judgments are commonly the ne$eas’ own judgments, but concerning
multiple surface patterns, we do not have a goed @f which pattern adults tend to favor or
disfavor. How the patterns are chosen and usedr@éguency for each T3S pattern) is relevant
to acquisition studies since adult speech is crliaraacquisition. Although studies conducting
experiments to obtain empirical evidence conceraithgits’ T3S variability are not so difficult
to create, it becomes very challenging when weidensesting both adults and children on
identical tasks. This is because with children,dheice of vocabulary and the experimental
design is a lot more limited. In this thesis, T3fplacation in various syntactic structures in

children ages 3 — 6 is examined in order to leaildien’s developmental path.

4 Refer to Chapter 2 for more details on optiond#swand T3S variation.
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If children do acquire T3S at an early age andchlir®st error-free as previous studies have
suggested, we expect that children ages 3-6 wik me difficulties applying T3S in phrases or
sentences.

Our studies seek to investigate whether or notaodil can apply T3S actively in
words/phrases/sentences that are novel or haveicatioms of morphemes/words that are not
likely to have been treated by the child as frogpressions, such as the example in (7).

(7) [xiao  [[duan tui] ma]]

small  short leg horse ‘(a) small short-legged &ors
3 3 3 3 uT

3 @ 3) 3 Word level: T3S

3 (2 2 3) Word level: T3S

3 2 2 3) Word level: no T3S, ST

(2 3 (2 3

In (7), although the individual words are commokiypwn to children, the combination of
the words in the phrase is unlikely to have beamied as a frozen chunk. Therefore, children’s
application of T3S in (7), correctly or incorrectiyill provide useful information. For instance,
cyclic application of T3S gives M2T2T3, the correct pattern, whereas non-cyclic pargiog
left to right givesT2T3T2T3, the ungrammatical pattern.

If children have multi-word utterances they musteninowledge from all three components
(lexical tones, phrasal structures, and settingrogodic domains) to be able to apply T3S. We
therefore ask the following questions:

1. How do children set up the domain of applicatiom85?

2. Do they differ from adults and if so, how?

3. Is there T3S variability? Does the variability etinput influence the acquisition of T3S?

4. Is there a structure-less rhythmic bias or a syitééas at different stages of

development?



In order to answer these questions, we conductedhatural speech study and four
experimental studies where we examined T3S in uargyntactic contexts. Since T3S involves
both cyclic and non-cyclic parsing strategies, experimental studies were designed so that
cyclic and non-cyclic strategies were tested seplgrdmportantly, T3S in sentences where the
integration of the two strategies is required wae &ested.

To test the non-cyclic parsing strategy, we usatsiructures which require a structure-less
rhythmic foot-building from left to right.

To test the cyclic parsing strategy, we used NPshmequire a syntax-based strategy.
Prosodic domains within which T3S applies are toltom-up.

To test an integration of cyclic and non-cyclicgag strategies, we used sentences. For NPs
embedded in the sentences, the cyclic strategypisoted. For the remaining syllables in the
sentence, the non-cyclic parsing strategy is exjgect

For all the studies, both the experimental studresthe natural speech study, we are
interested in whether or not children differ frodulis with respect to T3S variability and the
parsing strategies they use.

Study 1 (Natural Speech) examines production dathitiiren and their caretakers. Seven
children ages 4 — 6 and their caretakers (fivetayiphrticipated in this study.

Study 2 (Flat Structures) is an elicited producsturdy, testing non-cyclic (a left-to-right
parsing strategy) T3S application in sequencesgiisdvhich have no internal structure. Forty-
six children (19 3-year-olds, 27 5-year-olds) afdad8ults were tested.

Study 3 (NPs) is an elicited production study,itestyclic (a bottom-up parsing strategy)
T3S application in NPs. Ninety-four children (3-y@dds: 24, 4-year-olds: 20, 5-year-olds: 27,

6-year-olds: 23) and 20 adults participated instioely



Study 4 (Natural Speech Repetition) and Study S(Rdalk Repetition) use repetition of
sentences to test T3S application at the senteneéWhere an integration of cyclic (bottom-up)
and non-cyclic (left-to-right) strategies is reeqar Twenty-one children (4-year-olds: 11, 6-year-
olds: 10) and 10 adults participated in Study 4ty=three children (4-year-olds: 20, 6-year-olds:

23) and 14 adults participated in Study 5.

1.1 Study 1: Natural Speech

Many studies have demonstrated that the input@rldre exposed to partially determines
the system they are acquiring and the rate of aitopn (Demuth 1995; Demuth 2001; Miller
2007; Miller & Schmitt 2009; Morgan 1986; Yang 2Q00®%/e also know that variability in the
input can cause delays in acquisition as childa&e tonger converging on an adult grammar
(Miller 2007; Miller & Schmitt 2009).

The first step is to examine the input the chiléxposed to. In particular, we are interested
in (i) how much T3S is in the input; how much T3sdhildren produce; and (ii) the T3S
variation in children and adults. Our research tjaes are as follows.

How much T3S do adults produce (language inputiddren)?

How much T3S do children produce?

Is there T3S variability within a speaker and asrggeakers?

In Study 1 we examine the natural speech of seldren and their caretakers, five adults,
for approximately thirty minutes of talk betwee tthildren and their caretakers. Both adults
and children produced T3S, and even though the Isaspmall, T3S variation in contexts

where T3S is optional across domains was found.



1.2 Study 2 — Study 5: T3S in various domains of apcation

In order to apply T3S in an adult-like way, childneeed to have information from various
linguistic levels and also need to integrate syitand prosodic information in particular ways
in both recursive and non-recursive ways. A sasfesxperimental studies — Study 2, Flat

structures; Study 3, NPs; Study 4, Natural SpeegheRtion (with Tone 3 Sandhi); and Study 5,

Robot Talk Repetitio?'l(without Tone 3 Sandhi) — were designed to deteenhiow children
apply T3S in flat structures, at the word, phrasel sentence levels at different developmental

stages. We ask the following questions:

1. Cyclic and non-cyclic T3S strategies:

Do children know to use non-cyclic strategies wtieare is no internal syntactic structure as in
digit-sequences? Do children know to use cycliatetries in NPs? Can they integrate the two
strategies at the sentence level? Can childregraue the subject and the VP into a domain
where T3S applies? What do children do when theaysthc parse (a prosody-based strategy,

from left to right) and the cyclic parse (a syntssed strategy, bottom-up) mismatch?

2. Development in T3S acquisition:

How do children go from zero T3S to adult-like T3ST3S acquired early and almost error-
free as previous literature indicates? If nothexé a developmental pattern? Do younger
children and older children behave similarly in T&$lication? Does T3S variability of children

reflect that of adults?

> Robot Talk Repetition is a study that used sentircevhich T3S was artificially removed
(See Chapter 7 for details).
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The following hypotheses were tested:

Syntax-Prosody Alignment Hypothe&Berken 1996)

We hypothesize that T3S cases where a left-to-pghdée and the phrase structure dependent
parse produce the same results will cause lesblgdlian cases in which left-to-right domain
building produces a different result than domaiildig based on the syntax. T3S cases where
prosody and syntax mismatch are more difficult th88 cases where prosodic domains and

syntactic domains are in alignment.

Structural complexity Hypothesis

T3S at the clausal level requires the integratioRs and compounds into a larger prosodic unit.
We hypothesize that children will take longer tg@ce T3S at the sentence level than at the
phrasal level. Particularly it may be difficult fohildren to integrate the subject and the VP into

a domain where T3S can apply.

Variational HypothesigMiller 2007; Pearl 2007; Yang 2002)

If there is more variation in particular types trustures in the input, these structures will
provide evidence for more than one possible amglgginerating a certain amount of noise in the
input. If the input is nosier we expect that cteldmwill require more data to converge on the
adult language because certain outputs may not ligawusly support one or the other

hypothesis.

1.3 Summary of findings
The research questions we asked in Study 1 (Nagpesch) concern how much T3S adults

and children produce, and if T3S variability is fou We found T3S variability. In addition, in
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most cases, T3-sequences had only two adjacent_68fer sequences of T3* were much rarer.
Children ages 4-6 did not appear to have troublESi& application in the T3-sequences.

In Study 2 (Flat structures), we asked whetherabrchildren (age 3 and age 5) know how to
use the non-cyclic parsing strategy in digit-segesnTwo-, three-, and five-digit sequences
were tested. The results show that children kneantim-cyclic parsing strategy. However, both
under-application and over-application were foumdhildren. In the five-digit sequence, there is
a pattern in adults that was not found in childserggesting that children may still be in the
process of acquiring all the patterns that adudes u

In Study 3 (NPs), we asked whether or not childegres 3-6) know to use the cyclic parsing
strategy in NPs. We tested T3S application in tsykable compound nounso{po]] and
[[oo]o]) and four-syllable NPs (right-branching[§[oo]]] and mixed-branchingd][oc]o]]). The
results show that children knew how to use theicymrsing strategy. They did well in the
three-syllable compound nouns. In the case of4liganching §[c[oo]]] NPs whose predicted
pattern is T2T3)(T2T3), children did not have very much difficulty. ttever, in the case of
mixed-branchingd([oo]o]] NPs whose predicted pattern is TZ32T3), children had a lot of
difficulties. A common error found in children w&sT2T3)(T2T3). This error indicates that the
parsing is non-cyclic, i.e. without reference te thorphosyntactic structure of the phrase. It
appears that when the structure is more compley, diefault to the left-to-right non-cyclic
parsing.

In the right-branchingd]o[oo]]] NPs, cyclic parsing and non-cyclic parsing proethe
same result whereas in mixed-branchimigdo]o]] NPs, cyclic parsing and non-cyclic parsing
produce different results. Put differently, thesaimismatch between syntax and prosody in the

mixed-branching NPs. The evidence that the mixeahdiring p[[oc]o]] NPs is much more
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difficult than the right-branchings[c[oo]]] for children support the Syntax-Prosody Alignrhen
Hypothesis.

In Study 4 (Natural Speech Repetition) and Stu@d&bot Talk Repetition), the research
guestions asked were whether or not children gantégrate cyclic and non-cyclic strategies at
the sentence level; (ii) integrate the subjectthedVP into a domain where T3S can apply; (iii)
whether a subject NP and a subject pronoun difféiow feet are formed in the sentence; and (iv)
whether there is T3S variability in children andiksl

The findings show that when children age 4 andGlgeard a correct T3S pattern in Natural
Speech Repetition, they could repeat the sentattb@ugh not always with the same surface
pattern. Adults, too, did not always repeat theégoatthey heard. However, in Robot Talk
Repetition where T3S was artificially removed, toerect rates of children age 4 and age 6
dropped dramatically. While four-year-olds had tedibtrouble in Robot Talk Repetition, 6-year-
olds had all the surface patterns adults had. Juggiests that 6-year-olds know to integrate
cyclic and non-cyclic strategies at the senteneel |édut not 4-year-olds.

Unlike an NP, a pronoun is prosodically weak, amdasked if its behavior in T3S
application is different from that in full NPs. Aanosyllabic subject NP and a monosyllabic
pronoun are both found to be integrated into thebyR left-to-right strategy. However, there is
a distinction between them. While a monosyllabiject NP has the option to stand alone in its
own foot, a monosyllabic pronoun does not. TheextbNP sentences can keep the subject
separate from the predicate whereas the subjenobprosentences do not. The contrast between
a subject-NP sentence and a subject-pronoun serlieadn the frequency of forming a foot

with the following syllable(s) and the inability afmonosyllabic subject pronoun to form a foot
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by itself. Evidence shows that 6-year-olds, butsgear-olds, were able to integrate the subject
and the VP into a domain where T3S can apply, ey have not reached adult-like mastery.

There is T3S variability in children and adultstiidugh even 6-year-olds still do not have
adult-like accuracy in T3S application, they arpragimating their preference in the use of T3S
patterns to that of adults.

In order to apply T3S, children need to have lexi@rmation (the underlying tones of each
syllable), syntactic information (phrase structueg)d prosodic information (how to build
prosodic domains), to integrate these ingredientgpply T3S, and on top of these, to learn
appropriate T3S variation. Based on the overatlifigs of our studies, we conclude that T3S is
not easy and it takes years for children to realtlitdike mastery of it. The results show that
children know the cyclic and non-cyclic strategi€sey know to apply T3S iteratively from left
to right in flat structures, and they refer to therphosyntactic structure in NPs in their T3S
application. Younger children (ages 3—-4) had afdtifficulties in the more complex structures
(mixed branching NPs and sentences) while oldddmen (ages 5-6) are becoming more adult-
like in many ways, including having a much higherrect rate in T3S application, and having
more T3S patterns; and also, in many cases where th T3S variability, the frequency of the

use of T3S patterns in these children are fairtyilar in adults.

1.4 The structure of the dissertation

The organization of the dissertation is as follo@sapter 2 gives linguistic background on
T3S and reviews two major T3S models. This chagisar provides basic information on T3S
and is the foundation of how our experimental sgdvere designed. In addition, the discussion
of T3S application in various syntactic environngewtll be based on the Word-and-Phrase level

model, so that it is important that Chapter 2 lazlreefore Chapter 3—Chapter 7.
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Chapter 3 illustrates the findings of previous saan children’s T3S acquisition. In this
chapter, | discuss what can be learned from thieskes and what is lacking and needs to be
learned.

Chapter 4 is a natural speech study where sponiarspeech between seven children ages 4
to 6 and their caretakers (five adults) is examined

Chapter 5, Chapter 6, and Chapter 7 present fogsesectional experimental studies
targeting T3S application at various levels. Pgréints include children age 3—6 as well as
adults. Chapter 5 investigates non-cyclic T3S apfihn in flat structures. Chapter 6 studies
cyclic T3S application in NPs. Chapter 7, the nomshplicated study in the series, examines
T3S application at the sentence level where amgiat®n of cyclic and non-cyclic parsing
strategies is required. Two studies are includgdhapter 7. The experimental sentences were
identical in these two studies, with tones manifmadan one study but not in the other.

Although the experimental chapters do not haveeteelad in order, reading sequentially is
recommended as they progress from ‘easy’ to ‘diffien terms of the amount of T3S
application workload we required of children.

Chapter 8 summarizes the dissertation with the niegdings each of our studies provides,

suggests what still needs to be learned, and wihatef T3S studies can investigate.
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CHAPTER 2

LINGUISTIC BACKGROUND OF TONE 3 SANDHI

2.0 Introduction

T3S is the most extensively studied tone sandm@imenon in Mandarin, and there is a lot
of literature on T3S (Chen 2000; Cheng 1987; D@l£ Duanmu 2000/2007; Lin 2005; Lin
2007; Shih 1986; Shih 1997; Xu 1992; Zhang & Lal@ON. Zhang 1997; Z. Zhang 1988). To
better understand children’s acquisition of T3% important to understand T3S application and
T3S variation in various syntactic structures. phepose of this chapter is to provide basic and
crucial linguistic information on T3S, which subseqt chapters will refer to.

The organization of this chapter is as follows.t®&c2.1 will provide basic information and
relevant background for Mandarin tones and T3S tfk@purpose of this dissertation, the focus
will be placed on T3S. Section 2.2 will present twajor theoretical models of T3S, the Word-
and-Phrase level Model (Chen 2000: Ch 9; Shih 198 1997) and the Stressed-foot Model
(Duanmu 2000/2007). The former is adopted for mtedy surface T3S patterns in the
experimental studies in this dissertation. Sec@d@will discuss some theoretical issues. Section

2.4 concludes this chapter with a brief summary.

2.1 Mandarin Tones and T3S
2.1.1 Four lexical tones

There are four phonemically contrastive tones imdiéain Chinese, Tone 1 (T1), Tone 2
(T2), Tone 3 (T3), and Tone 4 (T4). Tones are dsedistinguishing meanings, so the same
syllable with a different tone is different in méagx e.g.mai (T3) ‘to buy’ andmai (T4) ‘to sell’,

andshu(T1) ‘book’ andshu(T4) ‘tree’. In identifying the four lexical tond31-T4), there are
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two other commonly used systems. First, H (High)NWid), and L (Low) is often used in
linguistic analysis, and such labeling efficientymmunicates the pitch height. For instance, a
sequence of MH indicates a tone starting with ah&dht pitch, and rises to a high pitch.
Second, a system that uses numbers to expresshpitgtis is also widely adopted. On a scale of
1-5, 1 is the lowest pitch level, arigis the highest (Chao 1968). Tonal features H (hilgh
(mid), and L (low) corresponds to ‘4 or 5, ‘3,’@&nl or 2’ that indicate pitch values (Lin 2007:
194). The two systems mentioned above describknipgstic properties of the four tones in a
way that the labeling of the four tones with “TI4” lacks. Either a two- scale (H and L) or
three-scale (H, M, and L) system is commonly usgghonological analysis.

Table 2.1 summarizes the four lexical tones in Maimg with the alternative naming system
and examples. The Chinese characters are providbe iexamples as there are homophones for
identical syllables with identical tones.

Table 2.1 Four lexical tones in Mandarin Chinese

Four lexical toneg T1 T2 T3 T4
Descriptive High level | Mid-rising | Low dipping tone High falling tone
naming tone tone
Pitching level 55 35 214 (phrase final) 51 (phrase final)
naming (1-5) 21 (non-phrase-final) | 53 (non-phrase-final)
Pitch level HH MH LH (phrase final) HL (phrase final)
naming (H/M/L) LL (non-phrase-final) | HM (non-phrase-final
Examples bi i& bi & bi ¥ bi «

(to force) | (nose) (pen) (must)

In addition to four lexical tones, there is alsoatvts known as neutral tone. Neutral tone
occurs only in unstressed syllables (Chao 1968n@0©0; Cheng 1973; Duanmu 2000/2007;
Jeng 1979; Lin 2007 among others). Neutral tong {§ €elatively more limited, compared to
the other four lexical tones. Also, the frequentyhe neutral tone can vary depending on the

variety of Mandarin. For instance, while neutralé¢as found in grammatical categories as well
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as in content words in Beijing Mandarin, it tendde found in functional categories, and is less
common in content words in Taiwan Mandarin. A fexamples with neutral tone aneawhich
is a question particle placed at the end of a septeclassifier (CLye the second syllable of
many kinship terms such baba(T4T0) ‘father,”mama(T1T0) ‘mother,’yeye(T2TO0) ‘grandpa’
andnaina (T3TO) ‘grandma.’ In these four kinship terms, see that neutral tone can be
preceded by any of the four lexical tones. An exanop differences in the use of neutral tone in
content words igianshengmister’ which is read as T1T1 in Taiwan Mandabuot T1TO in
Beijing Mandarin. The neutral tone is left unmarkedhe Romanizatiopinyin writing, but for
the purpose of distinguishing it from the otherrftaxical tones, it is sometimes referred to as TO
or T5 in the linguistic literature. The use of taemmes (T1 - T4 and TO) is common to native
speakers of Chinese as well as to linguists. Génldre taught with the naming of T1 — T4 (and
TO) in the elementary education of Mandarin in TaiwlIn this dissertation, for ease of
presentation, | label the four lexical tones with T2, T3, and T4, and the neutral tone with TO.
Lastly, in Mandarin, each morpheme has an undegligrical tone, but functional words
such as the question markemaor nedo not have an underlying lexical tone (Chen 2000;
Duanmu 2000/2007; Erbaugh 1992; Lin 2007). A leiioae, or phonemic tone, may undergo
some change and surface as a tone with differesrigdlt pitch through tonal rules or processes
(Chao 1968; Chen 2000; Cheng 1973; Duanmu 2000/2002007; Shih 1986; Shih 1997; Xu

1997). One of these tonal rules is the Tone 3 Santd) which we now turn to.
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2.1.2 Tone 3 Sandhi

T3S is commonly described as changing a T3T26awhen it is preceded by another T3 as
shown in (1).
Q) T3IT3> (T2 T3)7 (Chen 2000:364; Shih 1997:81)

Lin (2007) points out that the rule T3B3T2T3) is deceptively simple because T3S application

becomes very complicated when there is a sequdnuere than two T3* (2007: 204). Prosodic

domainsf,3 are important for the application. (How such dorsare built will be illustrated in
more detail in later sections.)
2.1.2.1 T3S in flat structures

Without hierarchical internal structures, flat stures can be found in phone numbers or
translated proper nouns (eMixigen (T4T1T1) ‘Michigan’). Syllables in flat structurese
parsed from left to right in binary feet, and a #nd, if there is an unfooted syllable, it is
incorporated into the neighboring foot (Chen 2068;3.in 2007:206; Shih 1986; Shih 1997).
Duanmu has the same view stating that in polysilabmes and digits, disyllabic feet are built

from left to right (Duanmu 2000/2007; Duanmu 20@}:7

(2) four T3-digits (Lin 2007:206)
jiu jiu jiu jiu ‘9999’
3 3 3 3 UT (= underlying tonds
2> (2 3) @ 3) ST (= surface tones)

6 Following Lin (2007), the bold typ&2 (Tone 2) indicates a Tone 2 (sandhi tone) that is
derived from Tone 3 because of the Tone 3 Sandi ru

! Following the convention in the linguistics litenag, parentheses ( ) refer to prosodic domains
and square brackets [ ] refer to syntactic corestitst

8 Throughout this dissertatioprosodic domainsefer toT3S domains
o In this dissertation, | use numerals 1, 2, 3, 4l(@rfor neutral tone), with the “T” omitted, in
the derivations of T3S to refer to the lexical oi®ne 1, Tone 2, Tone 3, and Tone 4.
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(3) five T3-digits (Lin 2007:206)
jiu jiu jiu jiu jiu ‘99999’

3 3 3 3 3 uT
> @ 3)) @ 3 3
> @ 3) (2 2 3 ST

In (2), the four digits are parsed into two dishltafeet. T3S applies within each foot, and
the surface pattern i2T3)(T2T3). In (3), syllables are parsed from left to tighdisyllabic
feet, and T3S applies within each foot. The unghssdlable on the right edge is then
incorporated into the foot preceding it at the and T3S applies again. The surface pattern is
(T2T3)(T2T2T3).
2.1.2.2 T3S depends on syntax

Unlike in flat structures, T3S in phrases and seegs that have internal structures heavily
depends on syntax, and T3S applies cyclically agvatin (4) — (7).

(4) Three adjacent T3*
a. [[oo] o]

[[laoshu] pao] (Lin 2007:212)
mouse run ‘The mouse is running.’
33 3 uT
2> (23) 3
2> (2 3) ST
*(32 3)

b. [o [o o]
[mai [mi  jiu]]] (Lin 2007:212)

buy rice  wine ‘to buy rice wine’

3 3 3 uT
> 3 @ 3)
2> (3 2 3) ST1 (Surface tones, Surface Pattern 1)
or (2 2 3) ST2 (Surface tones, Surface Pattern 2)

In (4a) and (4b), the application of T3S startifriihe innermost constituent, and then in the
next step the remaining syllable, which has nonlesesed yet, is incorporated into the
disyllabic foot that has been formed. T3S applies more time in (4a) in the next step when the

unfooted syllable (the third syllable) is incorp@ainto the disyllabic foot. Crucially, (T3T2T3)
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is ungrammatical in (4a). In (4b), T3S appliesha first cycle, and no further application of T3S

is needed in the second cycle. This is because Hrerno adjacent T3* after the unfooted

syllable (the first syllable) is incorporated intkee disyllabic foot that has been formed. In (4b),

there are two surface patterns. We will discuss V@#tion in the next subsection, Section

2.1.2.3. We now turn to four-syllable structures.

(5) Four adjacent T3*
a.

left-branching structure

[[[zhanlan]

exhibition
3 3
2> (2 3)
> (2 2
2> (2 2
*(2 3
*(3) (2

guan] zhang] (Chen 2000:383; Lin 212)
hall  director ‘exhibition hall direato

3 3 uT

3 3

3) 3

2 3) ST

2 3)

2 3)

b. right-branching structure

[xiao  [mu [laohul]]] (Lin 2007: 212)
small  female tiger ‘small female tiger’
3 3 3 3 uT

> 2 3 e 3)

> 3 3 2 3)

2> (2 3 2 3) ST1

or (3) e 2 3) ST2

or (2 2 2 3) ST3

c. mixed-branching structure (Lin 2007:207)
[[Mi [laoshu]] hao]
Mickey mouse good ‘Mickey Mouse is good.’
3 3 3 3 uT

2> 3 @ 3) 3

2> 3 2 3) 3

2> 3 2 2 3) ST
*(2 3 2 3)
22 2 2 3)

In (5a), (5b) and (5c), T3S applies cyclically froine innermost constituents, resulting in the

surface patterns of @T2T2T3), (T2T3T2T3), and (T3 2T2T3) respectively. The difference in

the surface patterns is accounted for by the syotdiéferences in these structures. (5b) has two
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additional patterns through different parsing. (&), T2T3T2T3) and (T3){2T2T3) are both
ungrammatical. For (5c),2T3T2T3 is ungrammatical, antRT2T2T3 may be marginal or
ungrammatical. The reason Wi T2T2T3 is marginal or ungrammatical is unclear.

I have shown in (4) and (5) how syntax plays aiatuole in T3S application. Next, we turn
to the issue of T3S variation.
2.1.2.3 T3S variation

In this subsection, data of T3S variation are presk Cases of two to four adjacent T3* will
be used in the discussion. T3S applies when theren@ adjacent T3* except that in cases
where the two adjacent T3* belong to different pidis domains, T3S is optional. Variation
arises when there is an optional rule or an alter@parse.

The examples in (6) and (7) exemplify obligatorg aptional T3S application respectively
in cases where there are only two adjacent T3*.

(6) Two adjacent T3*
a. Two T3* belonging to the same prosodic domain

[mai jiu] (Chen 2000:366)
buy wine ‘buy wine’

3 3 uT

(2 3) ST

b. Two T3* belonging to different prosodic domains
[Tou-nao] [jilan-dan] (Chen 2000:373, 416-417)

brain simple ‘simple-minded’

2 3 3 1 uT

(2 3) (3 1) ST1; no T3S

(2 2) 3 1) ST2; optional T3S applied

In (6a), we see a sequence of two T3* surfacE2ds3 in the output. In (6b), the two T3*
belong to different prosodic domains, and T3S dugdave to apply. ST1 is the surface pattern

when T3S does not apply. When optional T3S apploesss domains, we have the other surface
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pattern in ST2. In the simplest case of two adjadén, we already see T3S variation. Next, let

us consider three- and four-syllable cases. lwg# some examples we saw in (4) and (5).

Table 2.2 T3S variation

a. Three adjacent T3* b. Three adjacent T3*
[o0] o] [o [c
[[laoshu] pao] (Lin 2007:212) [mai [mi  jiu]]] (Lin 2007:212)
mouse run ‘The mouse is buy rice  wine ‘to buyrice
running.’ wine’
33 3 uT 3 3 3 uT
->(23) 3 >3 @ 3)
>(22 3) ST 2> (3 2 3) ST1
or (2 2 3) ST2
c. left-branching structure d. right-branching structure
[[[zhanlan]guan] zhang] (Chen 2000:383; [xiao [mu [laohu]]] (Lin 2007:212)
Lin 2007:212) small female tiger ‘small female
exhibition hall  director ‘exhibition hal tiger.’
director’ 3 3 3 3 uT
3 3 3 3 uT > 2 3 e 3)
>2 3) 3 3 >3 B3 2 3
>2 2 3 3 2> (2 3 2 3) ST1
>2 2 2 3) ST or (3) e 2 3 ST2
or (2 2 2 3) ST3

Lin (2007:212) points out that expressions witheéh&edded constituents on the left edge
usually have one surface pattern as (a) and (Ealohe 2.2 show, whereas expressions with the
embedded constituents on the right edge have rharedne surface pattern ((b) and (d) in Table
2.2).

Researchers do not always agree on the sourcpastiaular surface pattern. For instance, in
Table 2.2, the surface pattern ST2T2T3) in (b) and the surface pattern ST272T2T3) in
(d) are considered a fast speech pattern whemgerldomain is formed and T3S applies from
left to right in one step (Chen 2000; Lin 2007;I8h986; Shih 1997), but Duanmu (2000)
disagrees with the fast speech account and talepdtiern as a permissible alternative pattern

through a different parsing strategy. | take trexwthat the larger domain pattern is an
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alternative pattern because: (i) in the experimesttaly of Kuo et al. (2007) where slow, normal,
and fast speech T3S production were comparedatger domain pattern was found even in
slow speech; and (ii) evidence from our own experital studies (see 85.3.2.2) showing that
participants produced the larger domain patterm ¢iveugh the experiments were in the normal
speech setting, rather than the fast speech sefikagnples cited from previous literature will be
provided with the authors’ own views regarding drger domain pattern (fast speech pattern or
just a permissible alternative pattern).

Some claims of T3S variation in the T3S literatare based on the researchers’
grammaticality judgments. As can be expected, taezalialectal differences.

(7) [Gou [[bi ma] xiao]] (Zhang 1997: 315)

dog than horse small ‘A dog is smaller than a horse
3 3 3 3 uT
3) (4 2 3) ST1
(2 2 2 3) ST2
(2 3) @ 3) ST3

In presenting the reanalysis of the sentence inWang and Lin (2011) found that ST3 was
not grammatical for some native speakers of Manggarticularly for some (not all) Taiwan
Mandarin speakers, and there is a tendency fomgdijlandarin speakers to consider ST2 and
ST3 grammatical while Taiwan Mandarin speakers idenghem ungrammatical.
2.1.2.4 Summary

In this section, | have discussed several impoitasutes. Firstly, | show how T3S applies
when there is no internal syntactic structure {iat.structures). Secondly, | show that syntax
plays a crucial rule in T3S application in phraged sentences where there are hierarchical
syntactic structures. Thirdly, the phenomenon db Variation was presented and | also
discussed how grammaticality judgments may diffrduse of dialectal differences. Dialectal

differences regarding T3S variation have not at&éenuch attention, and the issue is worth
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investigating further. Variation, when interpreiacdanother sense, can refer to the situation
where speakers vary in their own production of 88ace patterns, producing different surface
patterns at different times, and this also hastadzounted for. We now turn to two major T3S
models and see how T3S is analyzed and how thevdi3&ion is accounted for.

2.2 Two major Tone 3 Sandhi Models

Two major T3S models are the Word-and-Phrase Udeelel (Chen 2000: Ch 9; Shih 1986;
Shih 1997) and the Stress-foot Model (Duanmu 20¥2Ch 11). The two models have the
same empirical coverage for multiple T3S patteimsvhat follows, | first review the Word-and-
Phrase Level Model, followed by review of the Sérésot Model.

2.2.1 Word-and-Phrase level Mode{Chen 2000: Ch 9; Shih 1986; Shih 1997)

Duanmu calls this approach the “stressless-footagm” (2000:242), to contrast his use of
stress in foot-building in his model. The Word-dPlakase level Model was developed by Chen
(2000), based on Shih (1986, 1997). Lin adoptsrtiudel for T3S in a chapter on tonal
processes (2007: Ch 9). | will refer to this moaekhe “Word-and-Phrase level Model” because
its major characteristic is the separation of thertlevel from the Phrase level with respect to
differences in T3S application mode (cyclic vs. foyulic).

To know how T3S applies, we need to know how theaia within which T3S applies is
defined. According to Chen (2000:366), connectexksh is broken into units which are referred
to as Minimal rhythmic units (MRUS), and T3S apation is obligatory within MRUS. In other
words, MRUSs are the prosodic domain, or T3S domwitiin which T3S must apply. Syllables
are grouped into binary MRUs from left to rightunstructured expressions, but the building of

the MRUs is sensitive to the morphosyntax in stied expressions (Chen 2000:367-369). Chen
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(2000:373) points out that intra-MRU T3S applicatis obligatory and takes precedence over
the inter-MRU T3S application, which is optional.

It should be emphasized that the formation of MRUstructured expressions has an
important condition which prevents certain elemérds being split into different prosodic
domains. Shih (1986, 1997) refers tdmsnediate Constituencgefined as “join immediate
constituents into disyllabic feet.” In his analyshen (2000:371) uses a constr&onhgruence
“Group X forms an MRU with its closest morphosyntamate.”

Building domains according tonmediate Constituengy the first step of T3S application.

For the next step, Shih (1986, 1997:98) claimsrestaintDuple Meter10 which is described as
“scanning from left to right, join monosyllabic fbles into binary feet.” Chen (2000:374)
suggests that MRUs are first built for “word-sizd@ts,” and then by “phrasal constructions.”

That is, T3S is dealt with at the Word level andrtlat the Phrase level. In the final step, by the

incorporation rulel,l any leftover unparsed syllable is incorporated amt adjacent binary foot
(Shih 1986; Shih 1997). Shih (1997:98) points bat evidence was found for unspecified
directionality for incorporation of the unparsedialyle, and more specifically, in a structure
where there is a disyllabic subject followed byealvand a disyllabic object, the verb can be
incorporated in either direction. Thus, Shih (199Fggests that the flexibility of directionality
be built into the rules, a modification of her @arlwvork (Shih 1986), where directionality

follows the syntactic branching.

10 The definition of this rule in Shih (1986) contathe phrase “unless they branch to the
(ﬁ)posite direction,” which was removed in the miedifversion of the rule in Shih (1997).

In Shih (1986), this rule of incorporating an urgeal syllable has the condition “according to
the direction of syntactic branching,” which wasmed in the modified version in Shih (1997).
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In the Word-and-Phrase level model, there are tagidoptional rules: (i) T3S is optional
across prosodic domains, and (i) there is a fasésh, where a larger domain is formed and T3S
applies from left to right iteratively.

In what follows, | mention several aspects thatheebe clarified. The notion dhmediate
Constituencyroposed by Shih (1986, 1997) is to apply T3Sicgtly within what Chen (2000)
states is a “closest morphosyntactic mate.” Thisesponds to the Word level in Lin (2007). At
the Word level, T3S is applied cyclically, nametyhottom-up parsing strategy. Lin (2007) says
that in this model, compound nouns as well as N@$ath regarded to be at the Word level,
though, syntactically, NPs are phrasal.

“... a noun with a modifier that describes or spesifihe noun such ago laoshusmall

mouse,’ (see Chen 2008B.3 for details) is also treated as a word, althasyntactically

such a complex noun is often classified as a ndwasg. That is, a simple noun, a compound

noun, and a complex noun [modifier + noun] ardrakted as words rather than phrases.”

(Lin 2007:207)

At the Phrase level, T3S is applied non-cyclicadtycept when no foot is formed at the Word
level, and in this case a disyllabic foot is fornfedthe smallest domain first, before parsing the
rest of the syllables from left to right. In otheords, unless no foot has been built at the Word
level, and foot-building has to refer to syntaxdom a disyllabic foot for the smallest
constituent, a left-to-right parsing strategy iedisvithout reference to syntax at the Phrase level.

To summarize, once the parsing is finished at tlredAevel, all the remaining syllables are
parsed into disyllabic feet from left to right. Aftthis step, if there is any remaining unparsed
syllable, it is then incorporated into a neighbgrfoot.

We now take a look at some simple examples anti@edheir surface patterns are derived

with the principles that have just been mentioWgd.first look how Flat Structures are analyzed
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in the Word-and-Phrase level Model, followed by tble syntax plays in this model, and finally,
I will discuss how T3S variation is handled in tmsdel.
2.2.1.1 T3S in Flat structures

In this model, disyllabic feet are built from Iédt right in flat structures. After that, if ther® i

any unfooted syllable, it is incorporated into tieghboring foot (Chen 2000:368; Shih 1986;

Shih 1997).
(8) Four T3-digits
[iu jiu jiu jiu] (Lin 2007:206)
nine nine nine nine ‘nine-nine-nine-nine’
3 3 3 3 uT
2 3) @ 3 disyllabic feet from left to right, T3S; ST1

Optional in fast speech:
2 2 2 3 ST2
*2 2 3) 3

(9) Five T3-digits
[iu jiu jiu jiu iy (Lin, 2007:206)

nine nine nine nine nine ‘nine-nine-nine-nine-nine

3 3 3 3 3 uT

2 3 @ 3 3 disyllabic feet from left to right, T3S

2 3 (2 2 3 incorporation of the unparsed syllable; ST1

Optional in fast speech:

2 2 2 2 3 ST2

(2 3 (2 3 ()

2 2 3) (2 3

In (8), we see an even number of syllables, pdyfelotided into two disyllabic feet. T3S

applies within both feet. In (9), two disyllabiceteare parsed, and T3S applies. The unparsed
syllable then joins the foot that precedes it andhk a three-syllable domain, and T3S applies
again (Lin 2007: 206). In fast speech, a larger @omarsing may be used (Chen 2000; Lin
2007; Shih 1997), and therefore (8) and (9) maylavadditional patterm2T2T2T3) and
(T2T2T2T2T3) respectively. According to Chen (2000:368) &tih (1997:98), the surface

pattern of T2T2T3)(T2T3) is ungrammatical.
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(10) Suo- ma- li- vya ‘Somalia’ (Chen 2000:369)
3 3 3 3 uT
2 3 @ 3 disyllabic foot from left to right, ST
In (10), we see that in the translation 8omalia the four syllables are parsed from left to
right in two disyllabic feet, and T3S applies wittgach foot. The procedure we see here is the
same as that in sequences of digits.
2.2.1.2 T3S depends on syntax
In this subsection, the analysis of phases aneésees is presented and we will see how
syntax plays a role in this model. Some of the gpbsaor sentences we saw earlier will be used

for illustration.

(11) Three adjacent T3*

[[laoshu] pao] (Lin 2007:212)

mouse run ‘The mouse is running.’

33 3 uTt

(23) 3 Word: disyllabic foot, T3S

(22 3) Phrase: incorporation, T3S; ST

(12) Three adjacent T3*
[mai [mi  jiu]] (Lin 2007:212-213)

buy rice  wine ‘to buy rice wine’

3 3 3 uT

3 @ 3) Word: disyllabic foot, T3S

3 2 3) Phrase: incorporation, T3S; ST1
Optional in fast speech:

3 3 3) one prosodic domain in fast speech
(2 2 3) T3S; ST2

In (11), T3S is applied first in the inner constilaoshu‘mouse,’” and T3S applies. When
pao‘run’ is incorporated into this foot at the Phréeeel, T3S applies again. The surface pattern
is (T2T2T3). In (12), the normal foot-building process agpland T3S gives (TI2T3), but
with optional fast speech domain building, one ¢adgmain is formed and T3S applies from left

to right in one step and produces ST2T2T3) (Lin 2007:213).
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(13) left-branching structure

[[[zhanlan] guan] zhang] (Chen 2000:383; Lin 2(12)
exhibition hall  director ‘exhibition hall direato

3 3 3 3 uT

(2 3) 3 3 Word: disyllabic foot, T3S

(2 2 3) 3 Word: incorporation, T3S

(2 2 2 3) Word: incorporation, T3S, ST

According to Chen (2000:383), the compound noufi8) is a complex word and T3S must
apply cyclically from the innermost constituettanlan‘exhibit,” and then to the next domain
zhanlan guariexhibit hall,” and finally, to the outermost domahanlan guan zhangxhibit
hall director.” The surface patternTi@ T2T2T3. The pattern derived through the optional fast
speech rule is alsb2T2T2T3.

(14) right-branching structure
[xiao [mu [laohu]]]  (Lin 2007: 212)
small female tiger ‘small female tiger.’
3 3 3 3 uT
2 3 e 3 Word: disyllabic foot, T3S
3 (3 2 3) Word: incorporation, no T3S
(2 3 2 3) Word: incorporation, no T3S; ST1
Optional in fast speech I:
3 3 3 3) one prosodic domain for [mu [laohu]]
3 @ 2 3 T3S from left to right
3 2 2 3) incorporation, no T3S; ST2
Optional in fast speech II:
3 3 3 3 one prosodic domain for all syllables
2 2 2 3 T3S from left to right; ST3

According to Lin (2007:213), in (14), through cycfoot-building, the normal pattern is
T2T3T2T3. In fast speech, eitheru laohufemale tiger’ orxiao mu lachusmall female tiger’
in the phrase forms a larger domain, and two aafthli patterns are (T2T2T3) and

(T2T2T2T3) respectively. Next, we turn to some sentences.
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(15) [[Mi [laoshu]] hao] (Lin 2007: 209)

Mickey mouse good ‘Mickey Mouse is good.’

3 33 3 uT

3 (23) 3 Word: disyllabic foot; T3S

3 23) 3 Word: incorporation; no T3S
3 2 3) Phrase: incorporation; T3S

In (15), at the Word level, a disyllabic foot isrpad for the smallest domdawshu‘mouse,’
and T3S applies. Next, the unfooted syllable igiporated into the disyllabic foot that has been
built. T3S does not apply since we do not havecsstjeT3* at this point. At the Phrase level, the
unparsed syllableao‘good’ is incorporated into the adjacent thredadyle foot, and T3S
applies (Lin 2007: 209). Now we consider a sentemitie a different structure in (16).

(16) [wo [xiang [mai [bi]]]] (Lin 2007: 215)

I want  buy pen ‘I want to buy pens.’

3 3 3 3 uT

3 3 3 3 Word: not applicable

3 3 @ 3) Phrase: disyllabic foot for the smallest domaidS
(2 3) (2 3) Phrase: disyllabic foot for the rest, T$31
Optional in fast speech:

3 3 3 3) one prosodic domain in fast speech

(2 2 2 3) T3S from left to right; ST2

In (16), T3S is not applicable at the Word level tie Phrase level, after the disyllabic foot
is formed for the smallest domain, the rest ofdyiéables are parsed from left to right. The
optional rule in fast speech yields the surfacégpatof T2T2T2T3) through left-to-right T3S
application in one step (Lin 2007:214-215). Cleatthe derived surface patterns differ in (15)
and (16) because of their structural differences.us see how T3S works in a longer sentence.
(17) [[Mi [laoshu]] [xiang [zhao  [hao [mi jiu]]l]] (Lh 2007: 221)

Mickey mouse want look for good rice wine ‘MekMouse wants to look
for good rice wine.’

3 33 3 3 3 3 3 uT

3 @3) 3 3 3 ) Word: T3S

(3 23) 3 3 3 2 3) Word: incorporation; TidS

(3 23) e 3) (3 2 3) Phrase: disyllabic foot from left

to right, T3S, ST
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In (17), disyllabic feet are formed f@oshu‘mouse’ andni jiu ‘rice wine’ at the Word level.
In the next stepiii ‘Mickey’ and hao ‘good’ are incorporated into their following feet this
point, foot-building and T3S application are cont@teat the Word level. At the phrase level, a
disyllabic foot is formed non-cyclically, from lefo right. We see in (17) that T3S is applied
with reference to syntax (a bottom-up strategyhatWord level, but without reference to syntax
(a left-to-right strategy) at the Phrase level.
2.2.1.3 T3S variation

In the Word-and-Phrase level model (Chen 2000: Chéh 1986 Shih 1997), there are two
basic optional rules: (i) T3S is optional acrosssadic domains, and (ii) there is a fast speech
where a larger domain is formed and T3S applias fedt to right in one step. Let us first look
at the examples we saw earlier in (11) and (1pgaeed below in (18) and (19), for illustrating
T3S variation.

(18) Three adjacent T3*

[[laoshu] pao] (Lin 2007:212)

mouse run ‘The mouse is running.’

33 3 uT

(23) 3 Word: disyllabic foot, T3S

(22 3) Phrase: incorporation, T3S; ST1
Optional in fast speech:

(33 3) one prosodic domain in fast speech
(22 3) T3S; ST2 (=ST1)

(19) Three adjacent T3*
[mai [mi jiu]] (Lin 2007:212-213)

buy rice  wine ‘to buy rice wine’

3 3 3 uT

3 @ 3) Word: disyllabic foot, T3S

3 2 3) Phrase: incorporation, T3S; ST1
Optional in fast speech

3 3 3) one prosodic domain in fast speech
(2 2 3) T3S; ST2
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While there is only one surface pattefi2{2T3) in (18), there are two surface patterns
(T3T2T3) and T2T2T3) in (19). This is because in (18) the cycliclaggiion and the larger
domain parsing in fast speech result in the sameesee off 2T2T3. In (18) and (19), we see
how syntax and the optional pattern interact, gjwifferent results— one without variants, and
the other with two variants in the output.

In addition to the optional rule for fast speecBSTis optional across prosodic domains. Lin

(2007) clarifies how they are different in the gational steps as we see in (20) and (21).

(20) [wo  [xiang [ma  huall] (Lin 2007:215)
I want buy flower ‘I want to buy flowers.’
3 3 3 1 Word: not applicable
3 3 3 1) Phrase: disyllabic foot foe tsmallest domain, no
T3S
(2 3) 3 1) Phrase: disyllabic feet for thst, T3; ST1
Optional rule between two T3* in different prosodiomains:
(2 2) 3 1) T3 across domains; ST2
Optional in fast speech:
3 3 3 1) one prosodic domain for all syllables
(2 2 3 1) T3S from left to right; ST3
(21) [xiao [mu [yezhul]]] (Lin 2007:215)
small female boar ‘small female boar’
3 3 (31) Word: disyllabic foot, no T3S
3 e 31) Word: incorporation, T3S
3 2 31) Word: incorporation, noSE3T1
Optional in fast speech
3 3 31) one prosodic domain in faseh
2 2 31) T8 from left to right; ST2

In (20), in normal speech, T3S is not applicablthatWord level. At the Phrase level, since
no foot has been formed yet, a disyllabic foobisrfed for the smallest domamai hua‘buy
flowers,” and T3S does not apply. In the next ssgtlables are formed from left to right, and

T3S applies within this foot, and STIZAT3)(T3T1) is derived. STZIRT2)(T3T1) surfaces
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when T3S applies across the domains. Alternatiaayyve see in ST3TRT2T3T1) results from
applying T3S from left to right in one step in fageech. ST2 and ST3 are of the same sequence
of T2T2T3T1, although their prosodic domains differ.

In (21), cyclic T3S application gives ST1 (TBT3T1). The parsing of one prosodic domain
in fast speech gives ST2ZT2T3T1) where T3S applies from left to right in orteps While in
(20) the sequencE2T2T3T1 can result from either one of the two path#imal T3S across
domains or one larger domain in fast speech), iy {{2ere is only one path in deriving
T2T2T3T1.

(20) and (21) have the same branching and the saqmeence of underlying tones, but their
structural differences, along with optional T3Segylaccount for the variants (20) and (21).
2.2.2 Stress-foot Mode(Duanmu 2000/2007)

Duanmu (2000/2007) suggests that the alternatiatrohg and weak beats is an important
property of stress and rhythm, and each alternagiovhat we call #oot. As stressis part of a
foot, a stress implies the existence of a foot, afabt implies there is stress (Duanmu
2000/2007:126). He assumes that there has to beaé) two beats in a foot, and that if a
syllable is stressed, it must be heavy (Duanmu 2007:130).

For Duanmu (2000/2007), T3S domains are set ua@8dapplies cyclically with reference
to syntax throughout the derivation, from the sestlconstituent to the sentence level. He
follows Cinque (1993) in the stress assignmentaden heads and non-heads in the syntactic
structure. For Mandarin, he suggests that the sifataonhead is on the left in compounds, but
on the right in most phrases and, therefore, sagsignment is on the left for compounds and on

the right for most phrases (Duanmu 2004:70). Tmgraknotion of the Stress-foot Model is (22).
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(22) Nonhead Stress (NHS): Syntactic nonheads mustdtea®s (Between a syntactic head and

a syntactic nonhead, the nonhead has more st(Bssinmu 2000/2007:130-131)

Duanmu (2000) usess in showing that the stress is placed on the aadh, based on
NHS stated in (22). If we take a DP (determinaiaph), for example, the concept that non-
heads get stress can be illustrated in (23).

(23) DP
X

[D NPP (X X)

In (23), the DP is constituted by a D (determirgr)l an NP (noun phrase). Suppose the D
and the NP in (23) are both monosyllabic, and foey a foot. The head of the DP is D, and the
NP is a nonhead. According to NHS (22), the NPndpd¢ine nonhead, should get stress, which is
marked by an X above the foot formed by the D &edNP. (24) schematically presents the
steps of how a nonhead gets stress, WidnmdNH referring toheadandnonheadespectively.

(24) X

X X
H NH> H NH

In (24), two syllables foheadandnonheadorm a foot. Recall that the existence of a foot
implies stress, and vice versa (Duanmu 2000/20@7: % a foot is formed, there has to be
stress. According to NHS (22), NH gets stress, wisanarked at the top line above NH in (24).
Simplified marking of NHS is used in examples (25pvided by Duanmu (2000/2007) in

illustrating the point of “Nonheads get stress.”

(25) Examples of “Nonheads get stress” (Duanmu 2000/2307
a. aDP (determiner phrase)

X
a house
[D NP]
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b. aPP (prepositional phrase)

X
in school
[P NP]
c. aVP (verb phrase)
X
eat dinner
\% NP]

In (25a) — (25¢)a, in, andeatare the heads of the DP, PP, andN&use schoo| and
dinner, sisters of D, P, and V respectively, are the heads and they must get stress according
to the Nonhead Stress principle stated in (22)eRdescribing how T3S operates in the Stress-
foot model are in (26).
(26) T3S (Duanmu: 2000/2007: 248, 250)
a. Feet are determined by NHS (in (22)) at all brasabfehe syntactic tree (not just the
lowest branches).
b. T3S s cyclic starting from each foot.
c. T3S need not apply between two cyclic branches.
d. A T3 can, but need not change to T2 before a T2cdi@me from a T3.

e. Inflat structures, feet are built by left-to-rigtdnstruction of syllable trochees.

In the following sections, we will see the procegfoot-building and stress assignment, and
how T3S is applied in this model. We begin with 8&uctures, followed by structured phrases

or sentences. Finally, we present how this modsbats for T3S variation.

2.2.2.1 T3S in Flat structures
Regarding flat structures, Duanmu has the same age®hih (1986, 1997) and Chen (2000),
stating that in polysyllabic names and digits, Higyc feet are built from left to right (Duanmu

2000/2007; Duanmu 2004:70).
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(27) wu  wu  wu wu Duanmu (2000/2007:239)

five five five five ‘five-five-five-five’
3 3 3 3 uT
(2 3) @ 3) ST
(28) vyi wu  wu qi Duanmu (2000/2007:239)

one five five seven ‘one-five-five-seven’
1 3 3 1 uT
(1 3) 3 1) ST1

or (1 2) 3 1) ST2

In flat structures, the Stress-foot Model has #aes prediction of two disyllabic prosodic
domains for (27) and (28). There is no mentiondf-aumber syllables in flat structures, so the

position of the model regarding the incorporatidam unparsed syllable is unclear.

2.2.2.2 T3S depends on syntax

We begin with two simple examples in Duanmu (200072).

(29) X
[hao jiu] Duanmu (2000/2007:249)
good  wine ‘good wine’
3 3) Foot
(2 3) T3S
(30) X
[mai jiu] Duanmu (2000/2007:249)
buy wine ‘buy wine’
3 (39) Foot (@ =empty beat)
3 (39) T3S cycle 1 (no effect)
2 (39 T3S cycle 2

In (29), the two syllables form a foot; with thealdebeingiu ‘wine,’ the stress is on the non-
headhao‘good.’ T3S applies in the disyllabic foot formbg hao ‘good’ andjiu ‘wine.’ In (30),
according to Duanmu (2000/2007), given that thediiu ‘wine’ is the nonhead, it gets stress.
Stress implies the presence of a footjsdvine’ must be in a foot. Since a foot must be

composed of two beats, Duanmu (2000/2007) propbseshere is aempty beaf{d) in the foot
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jiu ‘wine’ is in. T3S does not apply in the first cycluanmu (2000/2007) states that the second
cycle gives the surface forfr2T3 (2000/2007:249).

In some cases, such as three syllables in steccexpression$pot mergemeeds to be
applied.Foot mergethappens when a monosyllabic word that carriesrtai@ stress is followed
by another foot. Then the monosyllabic word andftioé can be merged and form one foot
(Duanmu 2000/2007: 180). If stress on the monadsidlevord is to be maintained, the stress
from the disyllabic word which the monosyllabic wWas merged with must be deleted when the

two words join, according to the foot merger prac@sDuanmu (2000/2007:133).

(31) X
X X X
[zhi3Y [ao3hu3> (3 [33]])~> v23 (Duanmu 2000/2007:249)
paper  (old)-tiger (“v” indicates T2 or T3)
‘paper tiger’

According to Duanmu (2000:249), in the inner betcNonhead Stress is placedlaa ‘old,’
and in the outer bracket, stress goezshidpaper.” Then, aghiis monosyllabicfoot merger
applies; the stress frolaohu‘tiger’ is deleted; and only stress ohi ‘paper’ remains when the
three syllables form one foot. Cyclic T3S applicatgives the surface pattern of 33 or
T2T2T3. The variable surface patterns result from {h#ooal rule which states T3S is optional
when a T3 is followed by a derived T2 (Duanmu 2Q00/7:250); therefore, T3S can optionally
apply in the first syllablehi ‘paper,’ resulting in the variation of either T3T3 orT2T2T3 in
the output.

In (32), the derivation athi laohu‘paper tiger’ is the same as that in (31), anthanlast

cycle,xiao ‘small’ gets stress through NHS. Because it is osghabic, foot merger applies, and

12 The numbers following the syllable indicate ungieid tones in Duanmu’s (2000/2007)
presentation.
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the result is one foot with four syllables. Cydigplication gives vv23, which af@T3T2T3,
T3T2T2T3, orT2T2T2T3 (Duanmu 2000/2007:250).

(32) X
X X X
[xiao3 [zhi3 [lao3hu3][p ([3 [3 [33]]))> vv23 (Duanmu 2000/2007:250)
paper  (old)-tiger
‘paper tiger’

In (33), stress is placed @han‘show,” andzhan lan‘exhibit’ is the nonhead wheguan
‘hall’, which is already stressed, joins it. Firyalthan lan guarexhibit hall’ is the nonhead and

should get stress by NHS, but it has stress alrgaglic application gives only one surface

patternT2T2T2T3.

(33) X X
[[[zhan3 lan3] guan3] 1i3p ([[[3 3] 3]3])> 2223 (Duanmu 2000/2007:250)
show-see hall inside

‘inside of exhibition hall’
(32) and (33) show the contrast of a right-brangtstructure and a left-branching structure,
and how their surface patterns differ becausea@if gtructural differences.
Lastly, let us look at how T3S applies in a sen¢éeind34), taken directly from Duanmu
(2000/2007). (35) shows how the sentence is predesgclically in stress assignment, starting
with the smallest constituershu‘book.’

(34) T3S in a sentence (Duanmu 2000/2007:251)

X X
[Wo3 [xiang3 # [mai3 shul G2 3)#3(19)
I want buy book (# icates boundary between cyclic branches)

‘I want to buy books.’

Optional rule:
(2 2) # 3 1 9 T3S is optional across T3S domai
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(35) steps of stress assignment for the sentence ira(@oyding to NHS

a. b. C. .

X X X X X

(X Q) [mai  shu] [xiang [mai shu]] [Wo [xiang [mai shu]]
[shu] buy  book want buy book I want buy book
book ‘buy books’ ‘want to buy books’ ‘I want to buy books.’
‘book’

In (34), the stress assignment in thed& shu'buy books’ is the same as the Wi jiu
‘buy wine’ in (30). Duanmu (2000/2007:251) argueattthe objecshu‘book’ is the nonhead of
mai shubuy books,’ so that it gets stress and forms aehtee foot with an empty beat. xrang
mai shu'want to buy books,inai shu'buy books’ is the nonhead, and should get stiéss.
already has stress (from the previous cycle). Atséntence levehi ‘you,’ the subject of the
sentence, is the nonhead and should get stressrdheg to Duanmu (2000/2007:251), the
monosyllabic subject pronowmo ‘I’ must form a foot with the following syllablgiang ‘want,’
and T3S applies within the two feet separately,tmgeat # which indicates the boundary
between cyclic branches. As can be seen in (3belje tare two stresses (on the first and last
syllables), indicating that there are two feethwvitte first and the second syllable being the first
foot, and the third and the fourth syllable beihg second foot. Even though stress assignment is
cyclic, there is prosodic grouping of the first tegllables at the end, despite that they are not a
constituent syntactically. In short, stress assigmins purely syntax-based in the Stress-foot
Model, but this approach does not ignore prosodilt-fermedness and does have the prosodic
component built in.

Finally, since T3S is optional between cyclic bitaes;, we have variable patterns. When T3S
does not apply across the two domains, we R&48T3T1, and when T3S does apply across

the two domains, we hav@T2T3T1.
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2.2.2.3 T3S variation

In this model, T3S variation arises through syntagiructures as well as the optional
application of T3S across domains. The right-brargktructure in (32) and the left-branching
structure in (33) in the previous section show tiatonly do the surface patterns differ, the
number of surface patterns also differ. This iegpd in (36) and (37) for convenience. The
multiple surface patterns in (36) arise becausei$3ptional when a T3 is followed by a

derived T2 (Duanmu 2000/2007:250).

(36) X
X X X
[xiao3 [zhi3 [lao3hu3]P> ([3[3 [33]]])=> vv23 (Duanmu 2000/2007:250)
small  paper (old)-tiger TAT3T2T3, T3T2T2T3, orT2T2T2T3)
‘small paper tiger’

37y X X
[[[zhan3 lan3] guan3]li3p  ([[[3 3] 3]3])> 2223 (Duanmu 2000/2007:250)
show-see hall  inside

‘inside of exhibition hall’

As mentioned earlier, Lin (2007:212) points out #egpressions with the embeddedness of
constituents on the left edge usually have oneepatthereas those with embeddedness of
constituents on the right edge have more than oriace pattern. The contrast shown in (36)
and (37) is supportive evidence.

Regarding T3S variation, the Stress-foot Modelnslar to the Word-and-Phrase level
Model in that bottsyntactic structureandoptional T3S across domaiase the causal factors of
multiple surface patterns. The differences betwbem are: (i) the fast speech account is used in
the Word-and-Phrase level Model, but not the StfressModel; and (ii) a T3 can, but need not
change to T2 before a T2 that came from a T3 irBthess-foot Model, but not in the Word-and-
Phrase level Model. (38) is an example that sho8& Variation because of optional T3S across

domains in the Stress-foot Model.
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(38) X X
[([xiul-gai3]) # ([gao3-jiand])P>(1 3)# (3 4) or (B) # (3 4) (Duanmu 2000/2007:250)
revise manuscript
‘to revise a manuscript’
In (38), the two disyllabic feet are formed for the words, followed by independent T3S
applications in these two feet, and due to the dannbetween the two feet, T3S does not have

to apply (Duanmu 2000/2007:250). The surface patf€t T3)(T3T4) in (38) will become

(T1T2)(T3T4) if the other T3S optional rule is applied@ss the two feet.

2.3 Some issues

Most of the previous T3S studies focused on dewetpp better T3S model that can account
for the multiple T3S surface patterns (Chen 20d99CDuanmu 2000/2007: Ch11; Shih 1986;
Shih 1997; Zhang 1997). From previous sectiongayktestablished that T3S is a phonological
rule that heavily depends on syntax. Both syntak@onsody play essential roles in T3S
application, and without either one it is impossitd build proper T3S domains within which
T3S applies. In the following sections, | will rew and discuss issues concerning the two T3S
models. Some general issues with T3S researclalsdlbe discussed after the review of the two
models.
2.3.1 Word-and-Phrase level Model

The Word-and-Phrase level Model provides a faiffgative way to capture T3S variation. It
is criticized for its fast speech account of vaitigh) however. Duanmu (2000/2007) argues
against the claim that fast speech explains amaria
Fast speech

Fast speech is often regarded as the parsinggtrat®ne large domain (Chen 2000; Lin
2007; Shih 1986; Shih 1997) or larger domains (ghE®07). The ‘fast speech’ account is

commonly accepted in the literature. The fast Spg@attern is derived by parsing the syllables in
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one large domain, and then applying T3S from tefight in one step, according to the Word-
and-Phrase level Model. Zhang (1997:308) statedt Hpeech” differently: “In a more casual or
faster style of speaking, a TS domain can be latger two syllables. It can be as large as an
intonational phrase, which roughly corresponds sgraactic clause.” Duanmu (2000/2007)
argues against the explanation of T3S variabiégutting from different speech rates showing
that for a given expression, the variant surfadeepas can be easily produced at the same
speech rate (Duanmu 2000/2007:247-248).

The examples used in the literature for illustrgfiast speech are often short sentences where
parsing all the syllables in one large domain gulyang T3S from left to right in one step is
easy. It needs to be further investigated whethaobthe effect of T3S application in one step
still remains if the number of syllable grows. kstance, it is probably much less likely that all
the syllables are parsed in one domain in a seatefien syllables than in a sentence of four
syllables.

Optional T3S across domains

In (39), ST1 is derived through normal parsing (iast speech parsing).

(39) [[Mi [laoshu]] [xiang [zhao [hao [mi jiu.]]]]](Lin2007:221)

Mickey mouse want look for good rice wine ‘MekMouse wants to look for
good rice wine.’

3 33 3 3 3 3 3 uT

3 @3) 3 3 3 g 3) Word: T3S

(3 23) 3 3 B3 2 3 Word: incorporation; TidS

3 23) e 3) B3 2 3 Phrase: disyllabic foot fromt hef

right, T3S; ST1

Optional T3S across domains:
(3 23) 2 2 B3 2 3 T3S applies across second and
third domains; ST2

Cases with optional T3S across domains in thealitee are often in the context of two

domains, such as in (T2T3)(T3F2)(T2T2)(T3T1). In ST1 in (39), we see that there are two
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adjacent T3* belonging to two domains (in the secand the third prosodic domains). If an

optional rule applies across the two domains, e (8T 2.

Fast speech or optional T3S across domains?

There are two optional rules in this model: the fgeech rule and T3S across domains. The
patterns predicted by these two rules sometimedugmthe same sequence as we saw in (20),
repeated here in (40).

(40) [wo  [xiang [mai  hua]]] (Lin B@:215)

I want buy flower ‘I want to buy flowers.’

3 3 3 1 Word: not applicable

3 3 3 1) Phrase: disyllabic foot foe #mallest domain, no
T3S

(2 3) 3 1) Phrase: disyllabic feet for tkstr T®; ST1

Optional rule between two T3* in different prosodiomains:

(2 2) 3 1) T3 across domains; ST2

Optional in fast speech:

3 3 3 1) one prosodic domain for all syllables

2 2 3 1) T3S from left to right; ST3

In (40), ST2 and ST3 are derived by different palis the sequences in the two patterns are
the same. In empirical data where both analysepasgible, it may be difficult to distinguish
which parsing strategy is used by the speaker. identences should be investigated to see

whether or not positing only one optional rule ealequately account for all variation patterns.

Directionality

Shih (1986) required that at the Phrase levelabids are parsed into disyllabic feet unless
they branch in opposite directions, and in addjttbe incorporation of an unparsed syllable is
made according to the direction of syntactic bramg:hin her later work (Shih 1997:98), the
component of directionality was removed due to en@ of irrelevance of directionality. The

sentence in (41) shows a case where the monosyilalld can be parsed with the subject or the
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object. For ease of presentation, | adopt the deomal process presented in Lin (2007) in the
following examples.

(41) [[Lao L] [mai [hao jiu]]]  (Shih 1997:85)

Lao Li buy good wine ‘Old Li buys good wine.’
3 3 3 3 3 uT
2 3 3 @ 3) Word: T3S
2 2 3) (2 3) Phrase: incorporation (leftwards)STST1
or (2 3) 3 2 3) Phrase: incorporation (rightvgrecho TS, ST2

Optional in fast speech:
2 2 2 2 3) one large domain in fast speechS;IST3

In (41), ST1 results from leftward incorporationtbé verbmai ‘buy’, whereas ST2 results
from rightward incorporation, and both are gramueatiLeaving the directionality unspecified
accounts for the flexibility of directionality imases like (41). It is not clear, however, to what
extent the irrelevance of directionality applieother sentences of the same or similar
structures. If this is found in some cases butmothers, the source of the variability should be
sought. If the choice of directionality can be méaely, we are left with the consequence that
there are two possible derivations at the poinhodrporation at the Phrase level. Whether or not

the two possibilities are always grammatical reggimore investigation.

Resistance of T3S in certain cases

In short proper nouns likéMi-[laoshd] (T3T3T3) ‘Mickey Mouse,” Ma[Yo-Yq] (T3T3T3)
‘Yo-Yo Ma (a cellist),” or even common nounge[laohu]] (T3T3T3) ‘wild tigers’ or Kiao
[laoshd] (T3T3T3) ‘little mice,” we would expect that pgng all three syllables in one domain
and applying T3S from left to right is possibledgm2T2T3) should be grammatical. However,

this pattern appears to be either ungrammaticalarginally acceptable.
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2.3.2 Stress-foot Model

This T3S model makes reference to syntax throughoot just at the word level, but
beyond the word level up to the highest, sentengakl. Syntax is crucial in this model in that
stress assignment is based on the relationshigvaiconstituents. Foot building is through the
NHS principle— nonheads get stress. Once the sagsgnment for the whole expression is
finished, if there are unfooted syllables, theyl ollow prosodic parsing (e.g. two unfooted
syllables will form a foot if there is stress asgd to either of these two unfooted syllables). An
advantage of this model is that there is no needssume that speech rate is the source of a
variant pattern (Duanmu 2000/2007:254). In addjtibere is no need to separate the phrases or
sentences into the Word level and the Phrase level.
Syntactic and prosodic components

Regarding stress assignment, the approach is psyabactic. However, prosody also plays
an important role as we saw in (34), repeated 2 ipélow.

(42) T3S in a sentence (Duanmu 2000/2007:251)

X X
[Wo3 [xiang3 # [mai3 shul G2 3) # 3 (1 9)
I want buy  book (# indicatemundary between cyclic branches)

‘I want to buy books.’

Optional rule:
(2 2 # 3 (19) T3S is optional across T3S domains

The presence of stress indicates the presencéof @©Quanmu 2000/2007); the stressvem
‘I indicates the presence of a foot. Subsequenttly;!’ is parsed withxiang ‘want’ that follows
it. At this final stage, the approach relies onspay. Although the stress assignment is purely
syntax-based, foot-building is not completely syAbased, particularly as we see in (42) that the
first two syllables are grouped in a disyllabic fomt because they are a syntactic constituent,

but because of prosodic well-formedness.
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Empty beats

In the examples provided by Duanmu (2000), the gropats occur ‘in the final position,’
including sentence-final position (e.g. Sentenocefiwo(l) xiang(want) mai (buy) shu(book)
@ ‘I want buy books’ and at a major boundary (gigng (want)MAI (emphatic: BUY) &
gupiao(stock) ‘want to buy stocks’). The empty beatshi@ phrase/sentence-final position might
be related to the lengthening effect in this positHowever, Dell (2004) argues that empty
beats in this model are a serious weakness antjhesathat the environments where one can

invoke empty beats need to be precisely indicdbedl 004: 55).

Prosodic domains

T3S application does not appear to be restrictéhinva foot in (30), for instance, repeated

here in (43).
(43) X
[mai jiu] Duanmu (2000/2007: 249)
buy wine ‘buy wine’
3 (39) Foot (@ =empty beat)
3 (39) T3S cycle 1 (no effect)
2 (39) T3S cycle 2

Unlike the Word-and-Phrase level Model where thegé in (43) would be parsed in a foot
([mai jiu] ‘buy wine’ (T3T3)>(T2T3)) and T3S applies within a foot, we see thahaStress-
foot Model, T3S can apply outside the fadai ‘buy’ is unfooted, but it still undergoes T3S.
Dell (2004:50) points out that, “...some syllables Baft out of foot structure, and this does not
prevent them from undergoing tone sandhi.” How otéd syllables are handled and the
prosodic domain within which T3S applies are noy\wdear. The issue with respect to the

domain, or foot, within which T3S applies will negdbe made clear.
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2.4 Conclusion

In this chapter, | have presented two T3S modealshave discussed how each model
accounts for T3S in flat structures, phrases, antesices. Although the prosodic domain within
which T3S applies largely depends on syntax, @ edies on prosody. Multiple T3S surface
patterns are accounted for by optional rules aalrnative parse. For the purpose of the central
focus of the thesis, | adopt the Word-and-Phrasel odel in predicting surface T3S patterns
and summarize what is needed for children to aeqL®S.

To acquire T3S, children will need to learn botklyand non-cyclic parsing strategies, and
importantly, to be able to use them at the righele. Children need to learn that for flat
structures, a non-cyclic parsing strategy is uaad,for NPs, a cyclic parsing strategy is used. At
the sentence level, they need to integrate thestvadegies. In addition to these, they also have to
learn the optional rule or an alternative parsectviproduces multiple T3S patterns. The
experimental studies in this dissertation invesigehether or not children know how to apply
T3S non-cyclically in flat structures, and cycligah NPs, and how to integrate the two

strategies in sentences.
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CHAPTER 3

PREVIOUS CHILD ACQUISITION STUDIES ON TONES AND TON E SANDHI

3.0 Introduction

The acquisition of tones or tone sandhi rules lmastiracted much attention. Although tones
have been extensively studied in Mandarin (Cha@1@6en 2000; Cheng 1973; Duanmu
2000/2007; Lin 2007 among others), how childreruaegexical tones and tone sandhi rules
remains an area we do not know very much about.ufre(i989:82, 85) points out that a child
acquiring a language has to learn what kind of lagg it is: lexical tone (e.g. Chinese),
grammatical tone (e.g. Sesotho and other Bantwkayeg), stress/intonational (e.g. English), or
accentual (e.g. Japanese) and by age 2, Sesothkirgpehildren are well aware of their
language being a grammatical tone language. Mamdagaking children have also been
reported to acquire tones early as well (genetallgge 2) (Chang 199Clumeck 1977
Clumeck 1980Jeng 1979Jeng 1985Li & Thompson 1977Li 1978 Zhu 2002 Zhu & Dodd
2000). There have not been many studies on thesiwop of sandhi rules (tonal changes in
certain contexts), specifically, the T3S rule inrMarin. The main purpose of this chapter is to
summarize the findings reported in previous studretones and tone sandhi rules, with the
focus placed on the acquisition of T3S.

Section 3.1 gives an overview of children’s acdigsiof tones and tone sandhi, including
findings on acquisition of tones and tone sandl@sin several languages. In Section 3.2,
previous studies on children’s acquisition of Matmléones and T3S will be reviewed and
discussed. Section 3.3 concludes the chapter wigh@t of major findings of previous studies

on Mandarin tones and T3S, and areas which stltine be investigated.
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3.1 The acquisition of tones: an overview

Previous studies have shown that Mandarin-speadiitdren’s tonal acquisition is
completed before segmental acquisition (typicajlyabe 2) (Chang 199Clumeck 1977
Clumeck 1980Jeng 1979Jeng 1985Li & Thompson 1977Li 1978 Zhu 2002 Zhu & Dodd
2000). Studies on tonal acquisition of other lamgasareport similar findings of early acquisition
of lexical tones. In their study on phonologicadjaisition of Cantonese-speaking children, So
and Dodd (1995) found that contrastive use of tamesquired by age two.

Demuth conducted many studies on children’s adipisof Sesotho, a Southern Bantu
language, and reports the acquisition of lexicaéso(High tone and Low tone) by age 2
(Demuth et al. 2010; Demuth 1989; Demuth 1993; Dari995; Demuth 2003; Demuth 2007).
Sandhi rules are acquired later, such as the High $preading rule, acquired by age 3. Sandhi
rules that involve OCP (Obligatory Contour Prinejphre acquired later (Demuth 1995; Demuth
2003). Demuth (1989.993) suggests that the sandhi rules possibly imfieel acquisition of
lexical tones. In tonal languages, tonal ruless@ordhi rules) may greatly differ between
languages.

Mandarin T3S is a type of tone sandhi rule diffefeom the Sesotho sandhi rules. In this
thesis we concentrate on the acquisition of T38inméng in the next section with some

background on Mandarin-speaking children’s acqoisiof lexical tones.

3.2 Previous acquisition studies on Mandarin toneand T3S

This section reviews previous studies on Mandanres and T3S, with focus on the latter.
3.2.1 Children’s acquisition of Mandarin tones

In this section, | review several studies on thguaition of Mandarin-speaking children’s

acquisition of phonology, including studies focusedthe segmental aspect, tonal aspect, or
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both. First, | describe chronologically the emeigeof studies on phonological acquisition in
Mandarin-speaking children. Then, the findingshefse studies will be presented and discussed.

Chao (1951) was an early study that reported plogicdl acquisition of a Mandarin-
speaking child. A small number of studies on chitduisition of Mandarin phonology (Clumeck
1977; Jeng 1979; Li & Thompson 1977; Li 1978) wewsaducted in late 1970s. Sporadic case
studies of Mandarin-speaking children’s tonal grsental acquisition appeared in the 1980s
and early 1990s (Clumeck 1980; Erbaugh 1992; J68§)1 Almost a decade had passed before
a pioneering large-scale study of Chinese childr@hionological acquisition was carried out in
Beijing, China (Zhu & Dodd 2000). This study gavbeeter picture of the acquisition order of
segments and tones, based on over 100 childrenscEbe of the study provides a large amount
of empirical and systematic data, unlike most Maimdehild acquisition studies which were

based on a small number of subjects.

Prosodic development in infants

Chen and Kent (2009) studied Taiwanlégsiefants’ (0; 7 —1; 6) prosodic development. Due
to the fact that the babies’ production of the tmwmatours do not always map to the lexical tones

(especially in the babbling stage and before produihe first word), prosodic patterns are

13 Mandarin and Taiwanese are both spoken in Taiwéh,the former being the major

language used in class instruction in schools arlkde majority of media. In everyday life, either
Mandarin or Taiwanese can be the major languageespdepending on the regions in Taiwan.

A tendency is that Taiwanese is spoken more thamdistan in southern Taiwan. The study of
Chen and Kent (2009) is relevant to both Mandanth Baiwanese since, as babies grow up, they
may use either language as the major languageseobath languages equally well, although this
is less likely. If the language input is one of thmority languages, such as Hakka, the child will
of course acquire Hakka (not Taiwanese), along thighmajor language, Mandarin.
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categorized akigh, mid, orlow, along withfalling, rising, andlevel contoursnstead of lexical
tones (T1 — T4])4 in this study.

Falling contours were found to occur more oftemthaing or level contours in infants and
in child-directed speech (no significant differenand high prosodic patterns are produced
significantly more often than mid and low prosopatterns in infants and in child-directed
speech. Chen & Kent (2009:80) also found that itsfaised significantly more mid prosodic
patterns and fewer low(er) patterns than adultes&Hindings indicate that falling contours and
high(er) prosodic patterns were more easily acqduared acquired early.

From Chen and Kent (2009), we know that fallinging, and level contours were all found
in infants as were high, mid, and low prosodicgrais. This study shed some light on what kind
of contours and prosodic patterns appear to bereidsin others in the prosodic acquisition of
Taiwanese infants. Most likely, the prosodic depetent of the infants is closely related to the
later acquisition of four lexical tones and the T8&. Now we turn to the acquisition of

Mandarin lexical tones.

Early acquisition of lexical tones

Previous studies agree that the acquisition ofsameomplete before the acquisition of
segments (Clumeck 197Clumeck 1980Jeng 1979Jeng 1985Li & Thompson 1977Li 1978,
Zhu 2002 Zhu & Dodd 2000). T1 (High level tone) and T4 (Hifgitling tone) are reported to be
acquired before T2 (Mid rising tone) and T3 (Lowplng tone) (Clumeck 1980eng 1979
Jeng 1985). Li (1978: 311) studied his son (froto 3 years old) and daughter (from 13 to 20

months), and suggests that children acquire toessearly and accurately. In the study of his

14 . . .
The contours and prosodic patterns referred thighstudy do not translate directly to the four
lexical tones in Mandarin.
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two sons’ phonological development carried outaiwkn, Jeng (1979) reports that T2 and T3
are acquired by them at about the same time, &trh®nths for one son, and between 16.5 and
18.5 months for the other son. In another studyy J2985), ok child from 0;9-2;6 in Taiwan,

T1 and T4 are acquiregrly whereas T2 and T3 developed from 1;0 and were completed by 2;3.

In Chao’s (19513tudy conducted in the US, his own granddaughter’s (2;4) spontaneous speech
was observed for a month, and T2 and T3 are reptwtbe produced.

Clumeck (1980) in his longitudinal study of the abacquisition of two Mandarin-speaking
children (Child P: 2;3-3;5 and Child J 1;10-2;1ed only words uttered in isolation or in
utterance-final position in order to avoid possibbntextual effect on pitch. Both children
showed a lower accuracy in T2 and T3 than in T1Bh@Clumeck 1980:268, 270). He found
that both children were able to produce all foure®accurately throughout the period of study,
although there were errors. Both children were mteloto reach almost complete mastery of T1
and T4, but have much greater difficulty in T2 8i8] and T2 and T3 were mostly allophones of
each other in those errors (Clumeck 1980:268-21419.findings suggest that the four lexical
tones could be produced accurately by one ehilgirly as 1;0. Clumeck (1980:269) reports that
Child P’s production of T2 and T3 had achieved atibe accuracy of T1 and T4 at the end of
the study, and for Child J there was no evidenaeTR and T3 had been mastered by the end of
the study. Clumeck (1980) points out that, in teahperception, while T1 and T4 are stable in
these two children, there is variation between i@ &3. In summary, T1 and T4 appear to be
easier than T2 and T3 for these two children.

Li and Thompson (1977) studied 17 Manda#aking children from 1;6 to 3;0 in Taiwan.
Free speech data as well as children’s respong@sture-naming tasks were used. Zhu and

Dodd (2000) carried out an experimental study d M2andarinspeaking children (1;6—4;6) and
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a longitudinal study on four children (from age antivo to about two years of age) in Beijing,
China. Both Li and Thompson (1977) and Zhu and D@@@0) further distinguish the
acquisition order of T2 and T3 and suggest theiaitoqun order T1, T4 before T2, and T3 last.

Wong et al. (2005) investigate the perception awdyction of T1 vs. T2 and T1 vs. T4; T2
vs. T4 and T2 vs. T3 of thirteen 3-year-o{@sl 0-3; 4, mean age: 3;0) in the US. Seventy-two
pictures and 72 words, were used for the pictuiating task in the perception study and the
picture-naming task in the production study. Theynid accurate perception of the four lexical
tones by age 3, and acquisition of T1, T2, and diéde T3 (Wong et al. 2005). This finding is
slightly different than that of other studies whiiggest the acquisition order T1 and T4 before
T2 and T3 (Clumeck 1980eng 1979Jeng 1985) or T1 and T4 before T2, with T3 last&Li
Thompson 197;7Zhu & Dodd 2000).

Taken together, all these studies agree that TIT'drate acquired first and are stable from
early on. Also consistent is that T3 is acquiresd. [&here is less agreement on the acquisition
order of T2. Although the age of the children staidvaried in these studies and the specific age
at which T2 and T3 are acquired is not always hed| the findings of these studies point to the
completion of the acquisition of T2 and T3 betwage 2 and age 3. Overall, these studies agree
on early acquisition of four lexical tones and tthegtse lexical tones are not acquired

simultaneously. They reported slightly differengaisition orders of the four tones.

Why are T2 and T3 acquired later than T1 and T4?

From previous studies, we find that T2 and T3 acuaed later than T1 and T4. According
to Li and Thompson (1977), there is confusion betw&2 and T3 until the two-to-three-word
stage. Phonetic similarity is believed to causedilayed acquisition of T2 and T3 (Clumeck

1980; Li & Thompson 1977). Li and Thompson (197a)18roposed the Similarity Hypothesis
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and the Difficulty Hypothesis to account for thenfigsion between T2 and T3. The

Similarity Hypothesis refers to the perceptual fanitly between T2 and T3, and the Difficulty
Hypothesis refers to the greater physiologicalréffequired for rising tones (both T2 and T3
have a rising contour) than for the other two tofids a level tone, and T4, a falling tone). The
similarity is in the rising part of T2 and T3 — tp#&ch contour ‘35’ in T2 (Mid rising tone; 35)
and the tail portion '14’ in T3 (Low dipping ton214). The pitch changes from 3 to 5 and from
1to 4in T2 and T3 respectively may be very simalad cause confusion.

Clumeck (1980:274) agrees that the similarity & ahd T3 lies in the fact that both have a
rising end component which causes the difficultgvBitheless, Clumeck (1977; 1980) disagrees
with Li and Thompson’s (1977: 194) alternative agwoof difficulty in production, according to
which a falling contour can be produced faster thaising contour and may require less
physiological strength than a rising pitch. T4 falling contour while T2 is a rising contour, so
the fact that T2 is acquired after T4 could refioln a difficulty in production. Clumeck (1977)
reports that at 1;10, Child M in his study acquifélfirst, which indicates that the rising tone,
T2, is not hard to produce. Furthermore, he pantghat in Thai children’s acquisition of tones,
the rising tone is acquired before the high-levaktand the falling tone (Clumeck 1980:271). It

remains controversial as to precisely what causesl¢layed acquisition of T2 and T3.

Why is tonal acquisition completed before segmeadquisition?

Clumeck (1980:260) says that children have “relagase in approximating the phonetic
values of tones in the adult language.” He explthas, given that there are many more segments
than tones for children to acquire, it would beextpd that the acquisition of tones is completed

relatively quickly with ease. He acknowledges that T3S rule may cause difficulties in the
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process of tonal acquisition, suggesting that iy ta&te a longer time to arrive at the level of
consistent and correct use of tonal allophonesiious environments.

In a sequence of T2 and T3 in the same prosodi@igrecause of the T3S rule, the T2 in
the surface could be a ‘true T2’ (an underlyingstiZfacing as a T2) or a sandhi tone (a T2
derived through the T3S rule from an underlying. i3 can surface as a T2 or a T3 because of
the T3S rule. For instance, xirmo ma‘a small horse, a pony’ (T3 F3T2T3), the wordkiao
‘small’ is produced inr2, but the same worxiao is produced in T3 in ‘small’ iriao mao‘a
small cat, a kitten’ (T3T1 in both underlying toreesd surface tones). Upon encountering a T2
or a T3, there may be disambiguation for childiedd. They need to know if a T2 is a true T2
or if it is a derived T2 through the tone sandlterhey also need to know that a T3 does not
always surface faithful to its underlying form ahat a sandhi tone is a ‘disguised T3.” As
Clumeck (1980:269) argues that T2 words are aliagsd as T2, whereas T3 words are heard
as T2 or T3. He suggests that this possibly leadbitdren’s overgeneralization of the tones and
that it may take some time before they discovet @although they are phonologically contrastive,
in one environment, two tones alternate. This talset® the next discussion, the acquisition of
T3S.

3.2.2 Children’s acquisition of T3S

It has been established in the previous chaptéthkar3S rule is more than simply knowing
the rule that T3T3 T2T3. What Mandarin-speaking children encounter ix@nemely
complex rule application of T3S. In addition to faet that T2 and T3 are more difficult than T1
and T4 in nature—whether perceptually or in terfngroduction, or both—T3S also requires
building prosodic domains and mapping between syauta prosody. Mandarin-speaking

children also have to know the optional applicaté 3S: (i) in fast speech, and (ii) across
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prosodic domains. This is not all. T3S variabiligo presents a great challenge. That is, the one-
to-many mapping relationships between underlyimgs$oand surface tones in a sentence with

multiple potential cases of T3S are still to becdigered.

Early acquisition of T3S reported in previous sagli

Previous studies (Jeng 1979; Jeng 1985; Li & Thamd®77; Zhu 2002; Zhu & Dodd 2000)
suggest early acquisition of T3S. The existingifigd regarding children’s acquisition of T3S in
the literature are typically just a small portiditlee studies whose focus is the general
phonological acquisition and/or acquisition of midual tones. However limited, these findings
do provide useful information and help to better mderstanding and to advance our

knowledge of T3S acquisition.

When is T3S rule acquired?

In studying children’s language acquisition, an amant piece of information researchers
(and other people including readers, parents, andinguists) are interested in learning is: at
what age is the grammar under investigation acq@i&ome aspects of grammar may be
acquired instantaneously, while others may take tondevelop, and in that case there is a
period from the time of the emergence of the gramtmadult-like competence. If T3S does
take some time before it is fully acquired, we asken does the acquisition process begin; when
is T3S completely acquired; and how long doesk: tar children to develop adult-like mastery.
Previous T3S studies

The three most often cited papers are the piong&rork of Chao (1951), the first cross-
sectional phonological study of 17 Mandarin-spegkihildren by Li and Thompson (1977), and
the first large-scale cross-sectional experimetit W29 Mandarin-speaking children by Zhu and

Dodd (2000). We will begin with Chao (1951), a casely of his granddaughter at 2;4, and a
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study which continued for a month. It is the eatligerature to indicate interest in children’s
acquisition of T3S. With respect to T3S, Chao ()9&bvides the following examples.

(1) Biao you
watch  existential (thereis) ‘There iwach.’

3 3 uT
2 3 ST
*3 3 Child production
(2) BI you
pen exsitential (there is) ‘There is a pen.’
3 3 uT
2 3 ST
*3 3 Child (2;4) production (first try)
2 3 Child (2;4) production (self-correction a feaconds after
the first try)

Chao (1951) says that T3S is “only beginning tddaened,” and does not discuss it further
or offer his interpretation of what the data magicate. Nor did he claim early acquisition of
T3S. In the later literature, we see that the dagee interpreted differently by different
researchers. Hong (1980:11) reported that thisl ¢tad acquired sandhi rules. Jeng (1979:157)
stated that the child generally had no problem withtone sandhi phenomena, and in a later
paper, he says that this child was just beginrorigarn the rule (Jeng 1985:19). Wong and
collegues reported only “had some difficulties witle tone sandhi rules” (Wong et al.
2005:1066).

With (1) and (2) being the only pieces of T3S datthe Chao (1951) study, it is difficult to
conclude one way or the other. The child, at 2id ndt apply T3S in (1). She did not apply T3S
in (2) at first, but corrected herself a few seclader. This may indicate that at 2;4, she was
aware of the T3S rule, although she may not haee héle to apply it in an adult-like fashion.
The acquisition of T3S had started and, was possilthe process of being developed into

adult-like “proficiency.” Since no additional exatep concerning T3S were provided, we do not
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have enough information to piece together how naf¢he T3S rule the child had acquired. We
now turn to a few other studies that claim earlguasition of T3S.

Li and Thompson (1977) in a study of 17 childree &g — 3;0 report that the tone sandhi
rules are acquired, with infrequent errors, as sothe child’s multi-word utterances begin. In
the study of his son JW’s tonal acquisition frora 9;1;9, Jeng (1979) claims that he had no
problem with T3S. In a later study Jeng (1985) reptinat Child K (0;9 — 2;6) developed his T2
and T3, and tone sandhi rule from 1;0. He did magfifoto apply T3S correctly until he was 1;9
when he had good control of T3 and Jeng (1985)emthiat the emergence of T3S implies that
T3 is already acquired. Furthermore, he says tithbwt a 90% correct rate of T3, acquisition of
T3S is impossible. At 2;3, Child K’s acquisitiontohe sandhi rules was virtually complete
(Jeng 1985:20-22).

Zhu and Dodd (2000) carried out two studies, aszsextional experimental study with129
children aged 1;6 to 4;6 and a longitudinal study with four young childnemder age 2, and
reported similar findings on early acquisition &S. T3S errors were found occasionally in the
two younger age groups (1;6 — 2;0 and 2; 1 — Bherexperimental study. No T3S errors were
found in the free speech study. Acquisition of V&% reported to have stabilized by 1;9 for all

four children. (We will return to the Zhu and Dof®D00) study for a more detailed discussion.)

Evidence of T3S acquisition in previous studies

We saw that researchers interpret differently e pieces of evidence provided in Chao
(1951). In what follows, the evidence provided BSTstudies will be presented and discussed.
Not all these studies include sample sentencesnlyahose that were available in the literature
are presented here. The presentation of the phaasksentences from different studies are

slightly modified from their original presentatidéor the purpose of consistency, and also to
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provide information (such as the predicted surfaatterns) that can be compared to the patterns

produced by the children.

(3) [You [xiao [yu]]] (Li & Thompson 1977)
there are (existential) small fish ‘There are ¥ifih.’
3 3 2 uT
2 3 2 ST
*3 3 2 Child production
(4) [Hui [yao [ni]]] (Li & Thompson 1977)
will bite  you ‘will bite you’
4 3 3 uT
4 2 3 ST
*4 3 3 Child production

An important point Li and Thompson (1977) made e if the child correctly produced as
T2T3 a simple noun such amoniao(T3T3—> T2T3) (‘birdie,’ literally ‘small bird’), this cannot
serve as evidence that the child can actively aftygyrule—not until “he is able to make up his
own multi-word predictions” (Li & Thompson 1977:195 hey excluded cases suchx&moniao
(T3T3) ‘birdie’ as evidence that the child had acggh T3S. Two examples of T3S errors they
provided were (3) and (4) where T3S should have lagplied, but the child failed to apply the
rule. The age of the child/children who produceddBd (4) is not specified, but we know that
the 17 children in this study aged fronbXo 30. There are no sample sentences of correct
application of T3S.

Jeng (1979) reports that his son generally hadrablgm with T3S, with the data in (5) as

supporting evidence.

)
a [Wo [ye [yao [chu qu]lll] (Jeng 1979)
I also want to go out directional comp ‘| alsonw#o go out.’
3 3 4 1 4 uT
2 3 4 1 4 ST
2 3 4 1 4 Child production (at 21.5
months)
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b. wo de (Jeng 1979)

I possessive PRT ‘Mine.’

3 0 uT

3 0 ST

3 0 Child production (at 21.5 months)

(5a) and (5b) are evidence of T3 surfaced as a B3ion-T3 sequence, and a T2 in a T3-
sequence. Even though (5a) is clearly an exampl@8fapplication, it is the only piece of
evidence in the study. With the sole example ab@rel no description of other environments
where T3S application occurred (e.g. T3S applieal @rtain location in a novel sentence), it is
not clear if T3S had been acquired completely. $tudy of a different child, Jeng (1985)

provided phrases/sentences as in (6) — (8), w&mtimber of tokens.

(6) Hao yuan (Jeng 1985:22)

SO far ‘It's so far.’

3 3 uT

2 3 ST

2 3 Child (1;9) production (one token)

*1 3 Child (1;9) production (one token)
(7) Gei wo (Jeng 1985:22)

give me ‘Give me.’

3 3 uT

2 3 ST

2 3 Child (1;9) production (two tokens)
(8) Hao kongbu (Jeng 1985:22)

SO0 scary ‘How terrible! (How scary!)’

3 34 uT

2 34 ST

2 34 Child (1;9) production (one token)

In (6), the child applied T3S correctly at one tjrhat at another time T3S was not applied
andhao‘so’ was pronounced with a T1, instead of the ulyiteg tone T3, or the sandhi tone T2.
In (7) and (8) where there are also two adjacefit the child applied T3S correctly.

In the sample examples from the previous studiesgmted in (1) — (8), we see that there are
cases of correct T3S application in (2) and (53)-¢ases of non-application of T3S in (1) — (4),
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a case of self-correction in (2), and a case thatlved using a tone other than T2 or T3 in (6).
Sample examples in (1) — (8) provide rather helpfidrmation. Notice, however, that in all the
examples we see in (1) — (8), there are only twacat T3*, with one T3S application. A
sequence of two T3*, regardless of word categatesentential position, is unable to provide
the much needed information on how T3S is apphbedause by changing the first T3 toa T2 in
a T3T3-sequence, correct applications may surfaohild may know to change a T3T3
sequence to 82T3 sequence, but not know about cyclicity in T38. (€yclic and non-cyclic
strategies in T3S application). This argument istaaiminish the value of application of T3S in
cases where there are two adjacent T3*, but weldhmmi ignore the fact that T3S occurs in
environments with two adjacent T3* as well as atheith more than two.

Do children know how to apply T3S when there aredlor more adjacent T3* and T3S is
applied multiple times? Unfortunately, only somedsts (Chao 1951; Jeng 1979; Jeng 1985; Li
& Thompson 1977) provide the sample phrase/sensgoroeluced by children, so it is not
always clear what kind of evidence other studiesevii@ased on in their argument of early
acquisition of T3S.

Contrary to the belief that T3S is acquired edrbg (1996:300) says, “There is fairly good
agreement that children approximate the phonetigegeof tones fairly early, and articulatory
control of tone is completed before segmental agtiom. However, it is less clear that the
phonology of tone (including the various tone samdles, for example) is acquired in full any
earlier than the segmental system.” | agree witi.€1996) view and believe that more in-
depth studies should be carried out before we doraey conclusion.

Chen-Wilson (2003) also points out that childreryrhave learned T3S on the item-by-item

basis in her review of Zhu’s (2000) study of Mandapeaking children’s acquisiton of Chinese
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phonology. In other words, the results should berpreted with caution since it is not clear if an
utterance in which T3S applies correctly is indaadactive application, rather than a lexicalized
item that is acquired through common expressiomgily life. Researchers should try to avoid
using utterances that might be learned as “chuimkdiawing a conclusion for T3S acquisition.
The claim is weakened without sufficient evidentadive T3S application, and can be
misleading if the conclusion of early acquisitidnf@S is based on only a few tokens of data.

In what follows, I will briefly discuss what we cé@arn for future studies from previous
work regarding the acquisition of T3S.

Zhu and Dodd (2000)

The only existing large-scale child acquisitiondstef Chinese phonology is Zhu and Dodd
(2000). Refreshing and different, their study setew milestone and offers a rich resource for
research on phonological acquisition by Mandarieagng children which can greatly enhance
our understanding of their phonological developmAstthe focus of Zhu and Dodd (2000) is on
the segmental acquisition, T3S is not studied de@pvertheless, it would be unwise to
overlook their findings on the acquisition of torsesl T3S. Zhu and Dodd (2000) is a journal
article, which later was incorporated into a bobkpter in Zhu (2002), where more information
was provided. Zhu (2002) concerns both normallyetigying children and children with
functional speech disorders. In this review, ohly tlata regarding normally-developing children
will be discussed.

Zhu and Dodd (2000) contains two studies. In Studyicture naming and picture
description tasks included 129 children aged 1;6 to 4;6. They show that (i) errors of four
separate lexical tones are rare even in the yotiocgéd group, and (ii) five out of 21 children

from the 1;6 to 2;0 age group and three out of 24 from tRd to 2;6 age group occasionally
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made tone sandhi mistakes. In Study 2, they exalonggtudinal natural speech from four
children (0;10-2;0, 1; 0-2;0, 1;1-2;0, and 1;2-1;8). Natural speech data were collected in child-
parent interactions. Findings were that (i) T1 adcemerged earlier than T2, which is followed
by T3; (ii) tone sandhi rules stabilize (66.7% accuraateton) soon after their first emergence
(by 1,9 for all four children); and (iii) T3S errors were not found.

Regarding experimental materials, 44 words/phrtsssyoung children are likely to know
were used, including 39 nouns suchtaagang(T4T2) ‘sun, pingguo(T2T3) ‘apple,’bizi (T2TO)
‘nose’; four phrases/short expressiomexie(T4TO0) ‘thank you,zaijian (T4T4) ‘bye-bye,xi
lian (T3T3>T2T3) ‘wash (your) face’, andhua ya(T1T2) ‘brush (your) teeth’; and one color
word hong(T2) ‘red’” (Zhu 2002:201-202; Zhu & Dodd 2000:14).

In the picture-naming task, although the itemgaésting acquisition of consonants, vowels
and individual tones were well-selected, the useedtfain items on the list for testing application
of T3S poses some problems. For instashepuzhi(T3T3-> T2T3) ‘finger’, and i (T3) lian
(T3)—> (T2T3)” ‘wash (your) face’ may have been learned agdn chunks without further
analysis on the child’'s part, considering thesecaramonly used vocabulary. Regarding T3S
application within a word, Zhu and Dodd (2000) amkitedge that in such case, the word may be
produced without a child’s knowledge of the T3Srdiurthermore, it appears that they believe
that T3S might be acquired in an instantaneousdashather than through an acquisition
process that takes time:

“As Li & Thompson (1977) pointed out, a child wisoable to adjust tones in a single
word context may not necessarily have acquiredahe sandhi rule. It is likely that s/he
manages to learn the single words as adjusted faitheut being aware of tone sandhi
rule... the scarcity of tone sandhi errors in thegtonay be an artifact of the cross-

sectional design, in that tone sandhi rules magdogiired during a very short period of
time and such a study is unable to capture suchgesa’ (Zhu & Dodd 2000:21-22)
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In fact, if the items that might have been learasdrozen chunks are excluded, the two
nouns composed of two adjacent T3* (as well axti)emon expressions) in this study should
be excluded for testing the acquisition of T3S.dtlwer items from the list of the experimental
items provided by Zhu (2000) have a T3-sequeneedi.least two adjacent T3*) that will
trigger T3S. The additional information on the nanbf items used for testing T3S provided by
Zhu (2002: 204) shows that there are three iterad,ushich could be lexicalized items and had
not been excluded despite Zhu and Dodd (2000) gaagmneed with Li and Thompson (1977)
that T3S in a noun does not serve well as evideh@&S acquisition.

Another source of T3S data in Zhu and Dodd (208@é picture-description task.
Unfortunately, no sample T3S production data, eitoerect or incorrect T3S applications, were
presented. Therefore, we do not know in what envirents T3S was applied correctly in most
age groups, as they repot that all age groups ekwetne two youngest age groups make T3S
errors occasionally. We also do not know how tlererwere made (e.g. under-application or
over-application), and in what kind of environmethtsy occurred. Children’s T3S production
data (correct applications or incorrect applicagiorcluding under-application, mis-application
or over-application) provide information that wouldlp us learn how children process the T3S
rule. It would have been very helpful if some saenihrases/sentences for T3S acquisition had
been included by Zhu and Dodd (2000) and Zhu (208#)ough the findings on the acquisiton
of T3S presented by Zhu and Dodd (2000) might &&dH, their work makes a significant
contribution to our understanding of Mandarin-speglkhildren’s acquisition of phonology as

well as their developmental patterns.
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3.3 Conclusion

In general, previous studies show that Mandarirakipg children acquire lexical tones by
age 2, with T1 and T4 being acquired before T2 BRdT3S has been reported to be acquired
early. The definition of what counts as mastery 88 is very fuzzy. It is unclear what was used
in those studies as evidence for adult-like usehvit carefully examination of the T3S
phenomenon, the arguments can be misleading ostated. A more in-depth study of children’s
acquisition of T3S is needed to consider whetherobichildren can apply T3S in novel
contexts; whether they can correctly use a non-cyclic parsingtegy in flat structures and a
cyclic parsing strategy in NPs; and whether or not they can integrate the twdesiras at the
sentence level. Do they know the T3S optional rates produce different T3S patterns as adults
do? These are the questions that have not beerestsim previous studies, and these are

guestions the current work seeks to answer.
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CHAPTER 4

NATURAL SPEECH

4.0 Introduction

To understand children’s acquisition of T3S, spoatais speech of child-adult interaction
provides valuable information through which we &zarn, for instance, how the child and adult
apply T3S in various syntactic contexts, the valiigtin T3S application in adults and children,
and the approximate frequency of the T3S input.

Although T3S is the most extensively studied tcereddi phenomenon in Mandarin, very
little is known about T3S in the context of childrpnt interactions. This study seeks to fill in
some gaps. First, T3S application in the caretakpech has not been studied or described in
previous research. Second, we do not have deta&fexts on children’s application of T3S
within a word or across words, within constituentscross constituents. Furthermore, we don’t
know the frequency of T3S in the input. It woulddmod to have a general idea of how much
T3S input a child receives, and the types of T3S8iegtion (e.g. cyclic or non-cyclic,
application or non-application of optional T3S) ahd T3S variability in the input. Finally, do
children and adults behave similarly in spontanespeech with respect to T3S?

The questions we address in this chapter are tlosving: what is the frequency of T3S
application produced in spontaneous speech samptdsldren and caretakers (the number of
T3S applications is compared to total syllablesipoed by each participant)? How do children
and caretakers apply T3S at different levels (withiords, within constituents, and across
constituents)? Is there T3S variation within anchas speakers?

The chapter is organized as follows. Section 4oViges additional information on T3S

(which was not included in Chapter 2) that is ral@o our discussion in this natural speech
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study. Section 4.2 briefly discusses T3S in natspakch. Our hypotheses and predictions are in
Section 4.3. In Section 4.4, the methodology usdatie study is described. Section 4.5 presents
the results. Section 4.6 discusses the result$irgidgs. Section 4.8 concludes the chapter with

a summary of our findings.

4.1 Additional linguistic background

The Word-and-Phrase level Model (Chen 2000; Sh861$hih 1997), reviewed in Chapter
2, is used in demonstrating and discussing the leasemtences produced in our natural speech
study. Before we discuss the natural speech dataristudy, a point regarding T3S at the Word
level which is relevant to the analysis of the natgspeech data will be addressed first. For ease
of presentation, | follow Lin’s (2007) derivationalocesses.

According to themmediate constituengwinciple (Shih 1997:98), in the Word-and-Phrase

level Model immediate constituents are joined sytlabic feet, such as in (1) and (2).

(1) [Gou [yao [[hao-xin] ren]]] (Shih 1997:97-99)

dog bite  good-natured person ‘Dogs bite a goodsedtperson.’

3 3 31 2 uT

3 3 (32) 2 Word: no T3S

3 3 (31 2) Word: incorporation, no T3S

(2 3) (31 2) Phrase: T3S; ST1

(2 2) (31 2) Phrase: T3S across domains; ST2
or (3) (2 31 2) derived by cyclic applicationf S

Shih (1997:98) suggests that the two syllables-xin‘good-natured’ are joined to form a
foot because they are immediate constituents. &Wrd level, there is no T3S. At the phrase
level, the first two syllables are parsed and farfoot, and T3S applies. We have ST1
(T2T3)(T3T1T2) (STl is not listed in the Shih 19971 ltus included here as the model predicts
this pattern as well). If optional T3S applies asrthe domains, we have STI272)(T3T1T2).

Shih (1997:97) argues that for the first two moriagyc syllables, prosodic restructuring occurs
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as these two syllables form a domain and such bperean ignore a very strong syntactic
boundary (subject-predicate boundary in this casejording to Shih (1997:97), the parsing of

ST3 is derived by cyclic T3S application in ternfisgntactic structure.

(2) [[ta [[da zhong] shou]] le] (Shih 1997:108)
he hit swollen hand aspect marker ‘He hit his hand it became swollen.’
1 3 3 3 0 uTt
1 @2 3 3 0 Word: T3S
1 2 3 3 0) Phrase: no T3S
@a 2 3 3 0) Phrase: no T3S; ST1
a 2 2 3 0) Phrase: T3S across domains; ST2
*1 3) (2 3 0) ungrammatical

In addition to the immediate constituents conditigrwhich an adjectiveao-xin‘good-
natured’ is parsed first at the Word level, thet tverb + resultative complement” is also dealt
with at the Word level, by thenmediate constituemondition (Shih 1997:108). Shih suggests
that by thammediate constituerondition the verlga ‘hit’ and the resultative complement
zhong'swollen’ in (2) should be grouped together fiosicause the resultative complement is the
complement of verb, the sister of the verb in Yr&actic structure.

As we see in (2), althougta zhongdhit-swollen’ (‘it was hit and it became swolleny
composed of a verb and a resultative complemeistdiéalt with at the Word level because of
theimmediate constituentondition. ST1 is not included in Shih (1997), lulisted in (2) as it
is a possible pattern, predicted by the model. Wk applies across domains, we have ST2. In
the unacceptable pattern in (2), the verb andoitsptement are not dealt with first (i.e. they do
not form a foot at the Word level). The first twglablesta ‘he’ andda ‘hit’ are grouped
together from left to right at the Phrase levealjuieing in the immediate constituerda ‘hit’ and
zhong'swollen’ to be separated, and such parsing iscetable. Let us look at one more

example in (3).
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(3) [I[xiuli] hao] [biao]] (Chen 2000:395-396)

repair fine  watch ‘repair the watch so that it ksfine nOV\:}S (that the
watch works fine is the result of the repair’

13 3 3 uT

13 3 3 Word®: no T3s

(12 3) 3 Word: T3S

(12 2 3) Phrase: incorporation, T3S, ST

In (3), we see a disyllabic verb, followed by auleative complement. In this example,
parsing of the syllables begins with the lexicamixiuli ‘repair,” and T3S does not apply.
Similar to (2), where the unit of a verb followey & resultative complement is handled at the
Word level xiuli ‘fix’ + hao‘fine’ is dealt with at the Word level, and T3Spdips. At the Phrase
level, biao ‘watch’ is incorporated in the preceding foot, a5 applies again. The surface
pattern is TI2T2T3.

The discussion above is relevant to the analysisdestussion of sentences in the current
study. | will follow the immediate constituents aition (Chen 2000; Shih 1986; Shih 1997) in
the analysis of the data. For instanaeao(T3T3)> (T2T3) ‘bathe, take a shower’ is taken as a
lexical item and parsed at the Word level, rathantthe Phrase level.

4.2 T3S in natural speech

In order to study T3S, adjacent T3* are neededusa3S is triggered only in such

environment. If there are two T3-sequences in #meessentence, interrupted by one or more

than one non-T3 syllable, T3S operates separatétywvthese two T3-sequences, and never

15Chen (2000:394-395) says that there are two additioterpretations of the meanings of the
sentence: (ihao ‘fine’ modifies the noun ‘watch’: §iuli] [hao[biaq]]] ‘to repair a fine watch,’
and (ii)haoas an aspect marker indicating having finishedetbimg [[[xiuli] haq biac]

‘finished with fixing the watch.” These two readsgre not the intended meaning for his
analysis in (3).

16 Chen (2000:395) uses “Lexical MRU (Minimal Rhythndlait)” which corresponds to the
foot building at the Word level in Lin (2007).
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goes across the non-T3 syllable(s) as illustratgd), a sentence of an adult participant in this
study.

(4) Two T3- sequences interrupted by a non-T3
[[Wo [ye [hao [xiang [qu xizao]]]]] wo]  (Adult CL)
I also really want go take ashower PRT ‘| aksally want to go take a
shower!’ (speaking for an animal
while playing with the child)

3 3 3 3 4 _33 0 uT

3 3 3 3 4 23) 0 Word: T3S

2 3 2 3) 4 (23) 0 Phrase: disyllabic feet; T3S
(2 3) (2 3) 4 23 0 Phrase: incorporation

(2 3) (2 3) 4 23 0) Phrase: incorporation; ST

In (4), the non-T3 syllablgu ‘go’ interrupts the sequence of T3*, resultingwo separate
T3-sequences. T3S applies within each of the twsé&tiences without going across the non-T3
syllablequ ‘go.” T3S inxizao‘take a shower’ is a case of application at thadevel as
discussed in Section 4.2. The other two T3S apica in the first two prosodic domains are
cases of T3S application at the phrase level. Aeser with many adjacent T3* as we see in (4)
does not occur very frequently. On the other haades of two adjacent T3* within words or
across words are fairly common as shown in (5)(&hdespectively.

(5) Two adjacent T3* — within a word

[shuimu] ‘jellyfish’
33 uT
(23) Word: T3S; ST

(6) Two adjacent T3* — across words
[[hao] [shao]]

SO little ‘so little’

3 3 uT

3 3 Word: no T3S

(2 3) Phrase: disyllabic foot, T3S; ST

In (5) and (6) where there are two adjacent T3&,fttst T3 surfaces as a sandhi tone, T2.

For a lexical item that has two underlying T3* ag$5), the surface tond®2T3 are always what
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children hear in the input. In (8)ao‘so’ when parsed with another T3 in the same pii@so
domain surfaces asl&, but in (7) remains as its underlying tone whdlofeed by a non-T3.

(7) No adjacent T3* no T3S application
[[hao] [duo]]

SO much ‘so much’

3 1 uT

3 1 Word: no T3S

(3 1) Phrase: no T3S; ST

Hao ‘'so’ remains as its underlying tone T3 in (7) ®itkhere is no T3-sequence to trigger
T3S application. (6) and (7) are simple examplas $how a short phrase in a T3-sequence and a
non-T3 sequence respectively. Contrastive exantijgke$6) and (7) may be simple, but such
examples as well as multiple T3S applications inage complex context such as in (4) are
essential for children to figure out what the umygieg tones are and when and how to apply T3S
correctly.

By studying what children hear in the input, nolyasio we learn how adults actually apply
the rule, we also have a better understanding at wind of T3S input children receive and how
they apply T3S. We know that T3S is triggered whbeze are at least two adjacent T3*. Since
there are four lexical tones in Mandarin Chinese,drobability of having all syllables in T3 in a
sentence is relatively low.

In the current study, all the T3-sequences prodbgechildren and adults in natural speech
are extracted to investigate how T3S is appliedamous contexts. In the next section, we

present hypotheses for investigating T3S in nagpakch.

4.3 Hypotheses and predictions
The age range of child participants is 4 to 6 yesge. Since these children are older than

those in previous spontaneous speech studies, pexiethat these children will have little
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trouble with T3S application. More specificallyethwill have no trouble applying T3S
cyclically at the Word level and non-cyclicallytae Phrase level.

Because these children are older and presumabiy@re mature not only in their
phonological development but also in their syntadévelopment, they probably can produce
longer and more complex sentences than the youwhgedren in previous studies.

In what follows, “within constituents” refers torgactic units such as a verb phrase. “Across
constituents” refers to units that are not typicgliouped together syntactically as in the case of
a unit formed by a subject and a verb, even tha@ugh a unit is not uncommon in prosodic
parsing. We hypothesize that T3S application ocooee frequently within constituents than
across constituents. For instance, T3S applicati@n'subject + verb’ unit (i.e. a non-constituent)
is expected to be less frequent than T3S applicatia ‘verb + object’ unit (i.e. a constituent).

Finally, if adult speech has multiple T3S pattems,expect that children’s speech will also.
Since we cannot compare identical sentences apasgsipants in spontaneous speech, we will
observe whether there are identical or very sinsdartences across speakers. We hypothesize
that there will be T3S variation in identical omdar sentences. Our hypotheses are summarized

in (8).

(8) Hypotheses for T3S in spontaneous speech in 4y&a6-olds and their caretakers
H1: Children age 4 — 6 can apply T3S cyclically & ¥ord level and non-cyclically both
in constituents and across constituents at theeSeatlevel.
Ho: T3S application occurs more frequently within stituents than across constituents.
H3: Variability in T3S application is expected duethe various strategies that can be

used.
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4.4 Method

For the recording of the interactions between #retaker and the child, we provided a set of
toy wild animals, farm animals, farm vehicles, anplay mat which had sections of meadows,
farmlands, barns, a pond, etc. The child and thetalker could play with these toys, but were
free to play with their own toys and engage in@dgl play session if they wish.
4.4.1 Subjects

Seven children age from 4;5 to 6;6 and five cdesmaparticipated in this study (Table 4.1).
Three recordings are recordings of one child arelaametaker. One recording is of twin boys
(BR 6;6 and ER 6;6) playing with their mother (AOUT), and one recording is of a boy (CH
4:5) and a girl (LI 4;6) who are cousins playinghwihe girl's mother (Adult CZ). The children
had no known language or hearing deficits at time f the recording. Three of the adult
participants are elementary school teachers.

Table 4.1 Study 1: Distribution of the subjects

Children Children’s Caretakers Time
age Duration (minutes)
Child CH 4;5 Adult CZ 35
Child LI 4;6 Adult CZ 35
Child IU 4;6 Adult LU 30
Child ES 5;5 Adult CL 30
Child GK 5;9 Adult EE 36
Child BR 6;6 Adult TT 25
Child ER 6,6 Adult TT 25

4.4.2 Data Collection and transcription

The data were collected in Miaoli, Taiwan. The dteh and the caretakers were audio- and
video-recorded at participants’ homes for approxaétyahalf an hour. After setting up the
equipment, the investigator and the research assisbrmally left or stayed on the other side of

the room to make sure that the interaction betwieerthild and the mother would be as natural
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as possible. All subjects’ responses were recootieal Marantz PMD660 with an Audio-
technica miniature clip-on microphone (AT831B CardiCondenser Lavalier microphone).

A research assistant specialized in phonology &oagtics transcribed all the recordings
following CHILDES (Child Language Data Exchange 8y$) conventions (MacWhinney 2000).
All the sentences were transcribed in Mandarin €$anand the surface tones produced were
recorded. Since Mandarin Chinese was used in @nsdription, the underlying tone of each
character is evident as each character has a léaieaassigned to it. Surface tones provide the
information on how the sentences were said.

4.4.3 Coding procedures

For the purpose of examining T3S application indren and adults, all the sentences with
T3-sequences were extracted and further analyzattirén’s repetition of the caretakers’
utterances was excluded from the analyses.

Sequences of adjacent T3* were considered T3Samients which trigger the application
of T3S. The minimal number of adjacent T3* thaggers T3S application is two. However, if
the two T3* belong to different prosodic domain8STapplication is optional. There is no upper
limit of number of adjacent T3* to be counted aB3asequence. Each occurrence of adjacent
T3* was regarded as one single T3-sequence. Arsaata spontaneous speech may have no
T3-sequence at all, or it could have one or moae thne T3-sequence (i.e. only one T3-
sequence or more than one T3-sequence, interrbgtede or more than one non-T3 syllable).

For each T3-sequence that triggers T3S, the T3kcappn by the speaker was categorized
at three levels— (i) Word level, (ii) within constents, and (iii) across constituents. Examples

of for these levels are in (9) — (11).
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Where there are multiple patterns predicted forpitm@ses or sentences produced by children
and adults, the pattern that was produced will beked ‘used.’ For instance, ST1 and ST2 may
both be predicted to be grammatical patterns, B8@2 was used by the speaker, “ST2 (used)”
will show. It should be emphasized that this dogsnmean that ST1 is ungrammatical. It may be
used by other speakers, or the same speakerseatiotles. It only means that it was not used by
the speaker at the time of the recording.

(9) Within words
a. [keyi] ‘can (auxiliary)’ (LI 4;6)

33 uT
(23) T3S; ST

b. [nali] ‘where’ (LI 4;6)
33 uT
(23) T3S; ST

c. [suoyi] ‘so’ (ES 5;5)
33 uT
(23) T3S; ST

d. [zhiyou] ‘only’ (GK 5;9)
33 uT
(23) T3S, ST

e. [laohu] ‘tiger’ (BR 6;6)
33 uT
(23) T3S; ST

In (9), T3S applies within the lexical items. Euide that the data in (9) are not underlyingly
T2T3 arekeshi‘but’ (T3T4), nar ‘where’ (T3T0),suode'income’ (T3T2),zhiyao'as long as’
(T3T4), andaoshi‘teacher’ (T3T1). In these examples, the firstayle is a T3, and it does not
undergo T3S because it is followed by a non-T&ddition, each character is assigned an
underlying tone, so it is clear what the underlyioges of items in (9) are. In (10), T3S applies
in syntactic constituentgei wo'‘let me’ andzhao wdgive back (the change; the amount of

money) to me’, and these are cases of T3S apglicatithin constituents at the sentence level.
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(10) Within constituents

a. |[[Gei wo] kan] (ER 6;6)
let/allow me see ‘Let me see.’
3 3 4 uTt
2 3 4 Word: no T3S
@ 3) 4 Phrase: disyllabic foot, T3S
(2 3 4) Phrase: incorporation, no T3S; ST
b. [Ni [yao [[zhao wo] [shi kuail]]] (GK5;9)
you haveto give back me ten dollar ‘You have to give me ten dollars back.’
3 4 3 3 24 uT
3 4 2 3 2 4 Word: TdS
3 4) yd 3) 2 4 Phrase: disyllatget, T3S; ST

There are adjacent T3* in both (11a) and (11b). @8&s not apply within words in (11a)
and (11b). At the Phrase level, when the subjeartqunwo ‘I’ is incorporated into the foot that
follows it, T3S applies. In (11a) and (11b), T3Plags across the subject-predicate boundary,
andwo ‘I’ surfaces as 2.

(11) Across constituents

a. [Wo [xiang wan]] (LI 4;6)
I want play ‘| want to play.”
3 3 2 uT
3 3 2 Word: no T3S
3 3 2) Phrase: disyllabic foot for smallestr@in, no T3S
(2 3 2) Phrase: incorporation, T3S; ST
b. [Wo [xihuan [wanju che]]] (U 4;6)
I like toy car ‘I like toy cars.”
3 31 24 1 uT
3 (31) (24) 1 Word: no T3S
3 (31) (24 1) Word: incorporation, no T3S
2 31) (24 1) Phrase: incorporation, T3S; ST
c. [[Nali] [you [[rou] [hao chi]]] a] (ES 5;5)
where have meat to eat PRT ‘Where can | find neaat?’
33 3 4 3 1 0 uT
(23) 3 4 3 1 0 Word: T3S
(23) 3 4) 3 1) 0 Phrase: disyllabic foot, no T3S
(23) 3 4) 3 1 0) Phrase: incorporation, no TS$1
(22) 3 4) (3 1 0) Phrase: T3S across domains; ST&ljus
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In (11c),you‘have, rou ‘meat’, hao‘good, and ¢hi ‘eat’ appear with the structurgdu
‘have’ + noun +hao’lit. good’ + verb” which is commonly used to exgss, for instance, ‘there
is something to drink/eat/read/say’. There aredfa@jacent T3* in (11c). At the Word level,
T3S applies in the wordali ‘where.’ This is a case of T3S application witaimvord. At the
Phrase level, T3S applies acrosdi ‘where’ andyou ‘there is,” which is a case T3S application
across constituents.

Once all the data had been coded, total T3S apiplnca total correct applications, and T3S
applications at different levels were counted facteparticipant. Each T3S production was
counted as one T3S token, including the same igdsultiple times. T3S type counts refer to
the number of different phrases or contexts the in8&nces occurred in.

The sentence in (12) illustrates how the numbé&r38 applications is counted.

(12) [[Gei [wo]] [wu-shi kuali]]

Give me five-ten dollar ‘Give me fifty dollars.’

3 3 32 4 uT

3 3 (32) 4 Word: no T3S

3 3 (32 4) Word: incorporation, no T3S

(2 3) (32 4) Phrase: disyllabic foot, T3S; ST1 (ubgdsK 5;9)
(2 2) (32 4) Phrase: optional T3S across domains; ST2

(used by IU 4;6, Adult LU, Adult EE)

In (12), ST1 has only one sandhi togei(give’) that undergoes T3S, so ST1 has one T3S
application. ST2 has two sandhi tongsi(give’ andwo ‘I'), so ST2 of Child 1U, Adult LU and
Adult EE has two T3S applications.

Finally, examples of how T3S is counted at thedHewels will be presented. Recall that
each case of adjacent T3* is counted as one T3esequWithin each T3-sequence, there can be

one T3S application as in (13), or there can beerttoain one T3S application at different levels

as we see in (14).
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(13) One T3S applicatiowithin a word

[nali] ‘where’ (LI 4;6)
33 uT
(23) T3S; ST

(14) Two T3S applicationwvithin constituentsandacross constituents

[Wo [xiang(yao) [xiao de]]] (BR 6;6)

I want small one ‘I want the small one.’

3 3 3 0 uT

3 3 3 0) Word: no T3S

2 3) 3 0) Phrase: disyllabic foot, T3S; ST1

(2 2) 3 0) Phrase: T3S across domains; ST2 (used)

In (13), the first syllable undergoes T3S, and T8S application occurs within a word. The
example in (13) is counted as one T3S-sequenceyrand3S application within words.

There are two surface patterns for (14), and BB) (@roduced ST2. In (14), T3S is not
applicable at the Word level. At the Phrase lewsl;I’ and xiang ‘want’ are parsed in one foot,
and T3S applies within this foot. STIZAT3)(T3TO) is derived. When optional T3S is applied
across the two prosodic domains, we have SPI2)(T3TO0). In this case, the first two syllables
undergo T3S. T3S applies across the subject-pitedicaundary and/o ‘I’ surfaces as the
sandhi toneT 2. This is a case of T3S application across coresttaibecauseo xiang‘l want’
is not a syntactic constituent. The second sylltidé also surfaces as the sandhi t6ges a
case of T3S application withincanstituentbecaus&iang xiao de‘want the small one’ is a
syntactic constituent (i.e. the VP is a syntactingtituent, as opposed to, for instarnee,xiang
‘I want’ which is not a syntactic constituent). Teeample in (14) is counted as one token of T3-
sequence (that is, adjacent T3*), but two T3S appbns.

In (14), ST2 is derived through optional T3S acrsmains. Alternatively, left-to-right
parsing in fast speech will producE2T2T3T1). However, Child BR (6;6) produced this in a

natural speech setting, not the fast speech sefthmgfast speech parsingAT2T3T1) and ST2
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(T2T2)(T3T1) are both strings di2T2T3T1 when we look only at the sequence of the tones
produced without the prosodic domains they are in.
4.5 Results

In this section, we first report the productionT@*, including adjacent and non-adjacent
T3* produced by each participant in Table 4.2.

Table 4.2 Study 1: Number of T3 (adjacent and ndjaeeent) and total syllables produced

Participants T3: T3: T3: Total N % of T3
Non-adj Adj total ofo
Adult cZ+' 753 258 1011 4655 21.72
(1011/4655)
Adult LU 582 275 857 3301 25.96
(857/3301)
Adult CL 467 222 689 2912 23.66
(689/2912)
Adult EE 295 219 514 2131 24.12
(514/2131)
Adult TT 546 160 706 2589 27.27
(706/2589)
CH (4;5) 24 12 36 176 20.45
(36/176)
LI (4;6) 136 39 175 770 22.73
(175/770)
U (4;6) 237 106 343 1395 24.59
(343/1395)
ES (5;5) 323 103 426 1635 26.06
(426/1635)
GK (5;9) 320 135 455 1817 25.04
(455/1817)
BR (6;6) 135 57 192 790 24.30
(192/790)
ER (6;6) 146 39 185 838 22.08
(185/838)

17 Adult CZ is the mother of LI (4;6) and the careta&ECH (4;5). The two children LI and CH
are cousins and they play together.

18 Adult TT is the mother of twin boys BR (6:6) an& I6:6).
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The production of adjacent T3* is further dividedatwo, threg andfour or moré19
adjacent T3*. Table 4.3 shows the number of tokd#nwo, threg andfour or moreT3*
produced by each participant.

Table 4.3 Study 1: Number of T3-sequences: tweethand four or more T3*

uT Two T3*: 3z Three T3*: 33: Four or more T3*:3333(: % of T2
ST |23(3)3| # # 223|323 # |# |2223]2323|3)(323[3223| # |# |(TotalT2/
T3 | T2 T3 [T2 T3 |T2 | Total T3*)
Adult 47.67
CZ | o5/ 8 |206| 95|19 |7 |48(25| 1| 0 0 0 | 4 | 3] (123/258
Adult 49.82
LU |115] 3 |23€|115 |9 |4 | 3¢ (22| 0 | O 0 0| 0 | 0] (137/275
Adult 49.10
CL 88| 2 |18C| 88 | 5|4 | 30|15 | 1 1 1 0 | 12| 6 | (109/222
Adult 48.86
EE2 85| 3 |17€¢| 85 | 6|4 (30|16 | 2 | O 0 0 | 13| 6 | (107/219
Adult 48.7¢
TT 57/ 2 |11€| 57 | 5| 513015 O 1 0 2 | 12| 6 | (78/1€0)
CH 58.3¢
(4;252) 3/ 0] 6 3 12|0| 6 (4 0|0 0 O]l 0|0 (7112
LI 53.85
(4,6) | 14/ O | 30| 15|13 |/ 0| 9 |6 0|0 0 0| 0] 0] (21/39
V] 50.0(
(46) | 44 0 | 88| 44 |3 ]3]18]|9 0|0 0 0| 0| 0] (53/106
ES 48.5¢
(555) 140/ 1 |82| 40|34 ]21/10| 0 | O 0 0| 0| 0] (50/103
GK 48.8¢
(5;9) | 52| 2 |10€| 52 | 2 | 3 |15 |7 1|0 0 2 | 12| 7| (66/135
BR 52.6:
(66) | 12/ 0 | 24| 12 |74 |33|]18] 0| O 0 0| 0] 0] (3057
ER 53.8¢
(6:6) | 14 0 | 28| 14|01 ] 3 |1 210 0 0| 8| 6] (21/39

(# T3= total number of underlying T3;#2= total number of sandhi tone (i.e. T3 that surfiace
asT2; “3)(3” or “3)(323” indicate the two adjacent T3* belong to differ@nosodic domains. )

19 There is only one case of five adjacent T3* pradliby one adult (Adult EE). There are no
cases where the number of adjacent T3* goes befywmnd

20 For the category of three T3*, Adult CL also prodd@ sequence of (T2T3)(T3T4)

21 For the category of “four or more T3*, Adult EEopiuced two sequences of four adjacent
T3* (4 T3* x 2 = 8 T3*) and one sequence of fivgaagnt T3* (5 T3* x1 =5 T3%).

22 Child Li (4;6) made a T3S error in a two-T3 sequenbere she produced *T3 instead of

T2T3. There are 15 two-T3 sequences, with a tot80afinderlying T3* and 15 sandhi tones.
Within the 15 sandhi tones, one is a misapplication
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Table 4.4 shows the T3S frequency (total numbé&r38 applications divided by total
syllables produced) for each participant.

Table 4.4 Study 1: T3S frequency

Caretakers Total T3S Total T3S | Children Total T3S  Total T3S
applications syllables (%) applications syllables (%)
produced produced

Adult CZ 132 4655  2.84 | CH (4;5) 7 176 3.98

LI (4;6) 20 770 2.60
Adult LU 153 3301 4.63 | IU (4;6) 57 1395 4.09
Adult CL 123 2912  4.22 | ES (5;5) 58 1635 3.55
Adult EE 91 2131  4.27 | GK (5;9) 72 1817 3.96
Adult TT 90 2589  3.48 | BR (6;6) 24 790 3.04

ER (6;6) 20 838 2.39

(T3S % = Total T3S applications/Total syllablesdgwroed)

The numbers of T3S applications in Table 4.4 agentimber of times the T3S rule is applied
and an underlying T3 changes to a T2. The firsstioe is whether or not T3S frequency of
children and adults are similar. In Table 4.4, we that the T3S frequency for each child and
adult is under 5%. All children except for CH (4t@ve a slightly lower T3S frequency than
their caretakers. However, the T3S frequency dtloém highly resembles that of adults. Next,
we turn to how children did when they produced T3S.

Table 4.5 presents all the child and adult parictp’ overall production of T3S, token
counts and correct rates. Each different case 8fi$3egarded as a type. Each type may be said
one time only, or multiple times. “Token countsTiable 4.5 refers to total tokens of T3S

applications.
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Table 4.5 Study 1: T3S correct rates

Caretakers Type Token Correct Correct| Children Type Token Correct Correct
counts counts tokens rate counts counts tokens rate
(%) (%0)
Adult CZ 85 132 130 98.48 | CH (4;5) 4 5 5 100
LI (4;6) 11 18 17 94.44
Adult LU 85 142 142 100 |1U (4;6) 19 53 53 100
Adult CL 68 115 115 100 | ES (5;5) 41 57 57 100
Adult EE 52 80 80 100 | GK 41 65 64  98.46
(5:9)
Adult TT 61 88 87 98.86 | BR (6;6) 19 22 21 95.45
ER (6;6) 13 16 16 100

(Correct % = Total correct tokens/ Total tokens)

All children and adults have a 100% or near 100%eot rate. Two T3S errors were found
in Adult CZ and Adult TT as shown in (15a) and (LBspectively.

(15) T3S errors in adults

a. [Ni [hui [na [shenme dongxi]] [[gen tamemidi zhu]]]] (Adult C2)
you will take what thing with hem togetheook ‘What will you take
(out) to cook with
them?’
3 4 2 30 11 1 10 13 3 uT
3 4 2 (30 (12) 1 (10) (13) 3 Word: no T3S
3 4 2 (30 (12) 1 (10) (13) 3 Phrase: no T3S
3 4 2) (30 (12) (1 100 @ 3) Phrase: incorporation;
T3S; ST
*34 2) (30) (12) (1 10) (13 3) ST (used; tvaens)
b. [Zhuan [hen yuan]] (Adult TT)
spin very round ‘(It) spins round and round; §pins and it's round.’
3 3 2 uT
3 3 2) Word: disyllabic foot for the smallestrdain, no T3S
(2 3 2) Phrase: incorporation, T3S; ST

*3 3 2) ST (used; one token)

The small number of T3S tokens in some childranhsas Child CH (4;5) who had only 5
T3S tokens, may not be very telling. Also, Child(4j6) produced a large number of T3S tokens,
but many of them were of the same types, so the ¢gpints were much lower. This was the case

for three caretaker adults CZ, LU, and CL as weik not surprising as repetition of the same
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sentence is common in child-parent interactionsté&ees such as “..egwo(give (something)
to me)” and Wo xiang.. (I want...) are two common sentence types with tidahT3 strings
that were said multiple times by some of thesedcén and their caretakers. Overall, children
appeared to apply T3S without much difficulty.

Let us now look more specifically at T3S applicatat different levels-within words
within constituentsandacross constituent3 able 4.6 shows the number of T3S applications at
the three levels by subjects. The percentageafch &vel by subjects is presented in Figure 4.1.

Table 4.6 Study 1: Number of T3S applications witiwiords, within constituents, and across
constituents

Application levels

Within ~ Within Across T3S applications

Participants Words constituents  constituents total

CH (4:5) 3 2 2 7

LI (4:6) 11 4 5 20

IU (4:6) 12 41 4 57

ES (5:5) 19 07 12 58
GK (5:9) 13 57 2 72
BR (6;6) 3 15 6 24
ER (6:6) 6 10 4 20
Adult CZ 48 60 25 132
Adult LU 34 83 36 153
Adult CL 42 66 15 123
Adult EE 9 61 21 91
Adult TT 27 48 15 90
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Figure 4.1 Study 1: Percentages of T3S applicattdhree levels by subjects
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For interpretation of the references to color iis #tnd all other figures, the reader is referred to
the electronic version of this dissertation.

In Figure 4.1, the number of T3S applications witivords is greatest in two four-year-olds
CH (4;5) and LI (4;6). As mentioned earlier, theadif 3S counts make these results very
preliminary. Except for these two children, T3S laggtions appear to occur most frequently
within constituents. T3S applications at all thieeels are attested in all the participants.
However, there is not a clear trend of increasgearease of T3S application with age at any
particular level.

The second question asked is whether or not childges 4 — 6 can apply T3S cyclically at
the Word level and non-cyclically at the constitulewel. Unfortunately, we are unable to
conclude whether or not children ages 4 — 6 copjyal 3S cyclically within words due to the
lack of evidence of multiple T3S applications witla lexical item. In almost all the Word-level

lexical items used by the children there were astroaly two adjacent T3*, such ksyi(T3T3)
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‘can,’ suoyi(T3T3) ‘so,’nali (T3T3) ‘where,’'lachu(T3T3) ‘tiger,’ xizao(T3T3) ‘take a
shower/bath,yongyuan(T3T3) ‘forever,’buru (T3T3)dongwu(T4T4) ‘mammals (lit. breast-

feeding animals).” All of these underlying T3T3 seqces surface 32T3 sequences. These

vocabulary items most likely are learned as frodannk523 (see Appendix A for a complete list
of possible frozen chunks). The only example withrerthan two adjacent T3* at the Word level
in children’s data wakli-laoshu‘Mickey Mouse’ (T3T3T3> T3T2T3) produced by ES (5;5),
and as a proper noun (it may be a lexicalized it&ndpes not serve as a good piece of evidence
that the child did apply T3S cyclically. Due to tlaek of child spontaneous speech data of cyclic
T3S application in multiple-layered morphosyntastiazictures, such as compound nouns or NPs
where cyclic application is required, we are undblbave a conclusive argument regarding
children’s cyclic T3S application within words.

With respect to strategies, they also can apply i@scyclically both within constituents
and across constituents. To know whether or nddmen apply T3S non-cyclically, T3S
applications at the Phrase level are examined.i@hcT3S applications in sequences of three
or more T3* must be examined. Correct T3S applcain a sequence of two T3* is insufficient
becaus@2T3 can be derived from either cyclic or non-cygarsing as illustrated in (16) where
T1 is used for the first syllable, but T2 or T4,ighare also non-T3*, will give the same

prediction regarding how T3S is applied.

23 Although disyllabic lexical items which have a segae of T3T3 underlyingly and surface as
T2T3 are most likely to be learned as frozen chuitks,not clear whether or not separate
monosyllabic T3-lexical items, when combined (saslvo ‘I'/ ni ‘you’ andxiang‘want’ to

form “l/you want...” which are common in child-paranteractions), are also learned as frozen
chunks.
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(16) [T1[T3[T3...]

a. acyclic parsing strategy (bottom-up)
T1 (T2 T3)> (T1T2T3)

b. anon-cyclic parsing strategy (left-to-right)
(TLT3) T3> (T1T2T3)

In (16), we see that even though derivational mses of cyclic and non-cyclic parsing
strategies differ, the surface patterns in (164d)(@6b) are the same. If the two adjacent T3* are
the first two syllables, and the third syllableisaon-T3, the surface pattern will BE2T3T1)
through both cyclic and non-cyclic parsing stragsgi

In what follows, I will show how a sequence of eddt three T3* at the Phrase level allows
us to see more clearly what parsing strategy id aséhis level. Several cases produced by some
children will be discussed.

T3S application in three adjacent T3* from threer&ichical layers can offer us some
evidence as shown in a simplistic way in (17). Déyic T3T3 lexical items (e.xizaoT3T3>
(T2T3) ‘bathe/take a shower’) preceding or followingther T3 are excluded from the
discussion of (17) because T3S always applies i@ T&xical items before it applies to a third
T3.

(17) [T3[T3[T3...]]]

a. acyclic parsing strategy (bottom-up)
T3 (T2 T3)> (T3T2T3)

b. anon-cyclic parsing strategy (left-to-right)
(T2T3) T3> (T2T2T3)

As we see in (17), a cyclic parsing strategy pitsdi€3r2T3) while a non-cyclic parsing
strategy predictsIRT2T3). A small number of sentences were produceddgiren in this
study that fit the description of the T3-sequemcé€li7). Sample sentences are in (18) — (20),

with the adjacent T3* underlined. The derivatiopadcess in (18), (19), and (20) follows the

Word-and-Phrase level Model (non-cyclic parsinthatPhrase level).

87



(18) [[Mama,] [wo [ye

[xiangyao wan]]]]

(LI 4:6)

Mommy | also want play ‘Mommy, | also want to play

3 3 3 34 2 uT

(32) 3 3 (34) 2 Word: no T3S

(32) 3 (34) 2 Phrase: disyllabic foot, T3S

(32) 2__3) (34 2) Phrase: incorporation, no T381 S

(32) 2_2 (34 2) Phrase: T3S across domains; ST2 (used)
(19) [Wo [yao [zhao [wo [baba] [mama]]]]] (ES 5;5)

I want look for my daddy mommy‘ | want my mommagd daddy.’

3 4 3 3 32 32 uT

3 4 3 3 (32) (32) Word: no T3S

(3 4) e 3) (32) (32) Phrase: disyllabic feet, T3S; ST1

3 4) (2 2 (32) (32) Phrase: T3S across domains, ST2

(used)

(20) [[Wo [xiang [[hen duo zhi] [hen duo zhi]]]]Jye] (BR 6;6)

I want very many CL very many CL PRT ‘I want mamany (of the
animals)’

3 3 3 1 1 3 1 1 0 uT

3 3 @3 1 1°@ 1 1 0 Word:noT3s

(2 3) 3 1 1) 3 1 1) 0 Phrase: disyllabictfolB3S

(2 3) 3 1 1) 3 1 1 0) Phrase: Incorporatiom, T3S,
ST1

(2 2) 3 1 1) 3 1 1 0) Phrase: T3S across dospnain
ST2 (used)

In (18), (19), and (20), non-cyclic parsing at Btease level predicts the three-T3 sequence
to surface as eithef2T3)(T3..) or T2T2)(T3..). The former has two adjacent T3*, but since
they belong to two different prosodic domainssigrammatical. The three children who

produced the examples in (18) — (20) use2iTR)(T3..) which does not have any adjacent T3*.

24 Mama‘'mommy’ is underlyingly T1TO originally, but it lsaundergone some change in
Taiwan Mandarin speakers, especially in childresh iarchild-directed speech whereama
‘mommy’ is T3T2 underlyingly. Later in the discussisection, | will return to discuss the new
forms (new underlying tones) in some vocabularyditydinship terms) which Yeh (2010)
investigates. | will also discuss how these newnforelate to this current T3S study.

25 The parsing ohen duo zhivery many CL (classifier)’ is simplified here, thout going
through the cyclic parsing for simple nouns, compmbnouns, or NPs at the Word level in the
Word-and-Phrase level model. Cyclic parsing foefj dud [zhi ‘very many CL’ is
(T3T1)T1>(T3TLTL).
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Although the sentences in (18) — (20) are evidéhaethese children know how to apply
T3S non-cyclically at the Sentence level, due edtarcity of similar data in the current study,
we cannot claim that children do know to use noclicyparsing at the phrase or sentence level.

In order to test our second hypothesiso-M3S application occurs more frequently within

constituents than across constituents— the frequeht3S being applied within constituents
and across constituents is compared. Let us téb@kaat examples in (21) and (22). Application
of T3S (ST2) and non-application of T3S (ST1) avthlgrammatical in these examples. If T3S
applies more easily within constituents than acoosstituents, we should find a higher T3S
application rate in the former than in the latter.

(21) Within constituents

[Ta [you [wasi Iu]]] (Adult C2)
he has gas stove ‘He has a gas stove.’
1 3 31 2 uT
1 3 31 2 Word: no T3S
1 3) 31 2 Phrase: no T3S; ST1
T
non-application
(1 2) 31 2 Phrase: T3S across domains; ST2 (used)
7
application

(22) Across constituents
[[lachu] [ye [shi [liang zhi]]] ye] (Adult CL)
tiger also are two CL PRT ‘There are also tworkfje
33 3 4 3 1 0 uT
(23) 3 4 3 1) 0 Word: T3S
(23) (3 4) 3 1) 0 Phrase: disyllabic foot, no T3S
1 ST1 (used)
non-application

(22 (3 4) (3 1) 0 Phrase: T3S across domains; ST2
T
application
In (21), T3S is not applicable within words. T3Sdmot apply across the two prosodic

domains in ST1. The non-application is grammatiemause the two adjacent T3* belong to
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different prosodic domains. ST1 is a case of nguliegtion within a syntactic constitueydu

wasi lu‘has a gas stove.” Adult CZ'’s production is ST&jwthe application of T3S across the

two prosodic domains. This is a case of T3S apjpdicavithin a syntactic constituent.

In (22), T3S applies within a word. At the Phraseel,ye shi‘also are’ form a disyllabic

foot and T3S does not apply across the first tvespdic domains. This is ST1 that Adult CL

used. ST2 is also a grammatical pattern where pp8es across the first two prosodic domains.

As we see in (21) and (22), application and norliegion of T3S can occur within constituents

as well as across constituents.

Application and non-application of T3S within cahstnts and across constituents were

examined for each participant. T3S applicationga&teconstituents and across constituents are

calculated separately (T3S application % = totpliaption of T3S/(total application of T3S +

total non-application of T3S)) for each individuklshould be emphasized that all these tokens

used for the calculation of the rate of T3S appilicaare grammatical patterns (i.e. application

or non-application of T3S in these contexts aré lotrect, and T3S errors were not included in

such calculation). Table 4.7 shows the T3S appdinaates within constituents and across

constituents by subject.

Table 4.7 Study 1: T3S application rates (%) wittdmstituents and across constituents by

subject
Caretakers  Within Across Children Within Across
constituents  constituents constituents  constituents
Adult CZ  83.8¢(60/72) 86.21(25/29) CH (4;5) 10C(2/2) 10C (2/2)
LI (4;6) 10C (4/4) 10C (5/5)
Adult LU  95.4((83/87) 9Q (36/40) U (4;6) 10C (41/41) 66.67(4/6)
Adult CL  95.6f (66/69) 83.3:(15/18) ES (5;5) 10C(27/27) 75(12/16)
Adult EE  96.8:(61/63) 95.4f(21/22) GK (5;9) 98.2¢(57/58) 28.57(2/7)
Adult TT  94.1Z(48/51) 62.5((15/24) BR (6;6) 10C(15/15) 66.67(6/9)
ER (6;6) 10C (10/10) 8Q (4/5)
Average 92.98 84.21 Average  99.36 70
(adults)  (318/342) (112/133) (children)  (156/157) (35/50)
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As seen in Table 4.7, all adults have applicatioth @on-application of T3S within
constituents and across constituents. Except fotAZ¥Z, all adults have a higher T3S
application rate within constituents than acrossstituents. Adult TT's T3S application rate for
across constituents much lower than that favithin constituentgwithin constituents: 94.12%;
across constituents: 62.50%), but the differene®igreat in other adults.

Almost all children applied T3S all the time withtonstituents as we see a 100% T3S
application rate in all children except GK (5;9)agle T3S application rate within constituents is
close to 100%. Children applied T3S across coresitgi70% of the time. There was very little
T3S data for two 4-year-olds, CH (4;5) and LI (4$) that the 100% within constituents and
across constituents for them may not be as meaniagffor other participants. In fact, for all
children, the data for T3-sequences across coastilare very few; therefore, these percentages
of Table 4.7 may not accurately reflect how eacthei actually applies T3S across
constituents. Children vary greatly regarding aggilon of T3S across constituents (e.g. GK 5;9:
28.57%, ER 6;6: 80%, and LI 4;6 100%).

If we compare adults’ and children’s average rafespplication and non-application of T3S
within constituents and across constituents, ieappthat while adults do show little tendency of
applying T3S more in one case than the other (witbnstituents: 92.98% vs. across
constituents: 84.21%; a 8.77% difference), childappear to apply T3S more within
constituents than across constituents (within ¢estts: 99.36% vs. across constituents: 70%; a
29.36% difference). While adults apply T3S fairipsarly within constituents and across
constituents, children seem to distinguish themalnbst always apply T3S within constituents,
but apply T3S only 70% of the time across constitsieThis may indicate that children are still

developing to the stage where adults apply T3Simitbnstituents and across constituents rather
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similarly. Children may not yet apply T3S as freahd automatically as adults would across

constituents. Our second hypothesis-s: F3S application occurs more frequently within

constituents than across constituents— cannot ibreced for the following reasons.
(i) Adults data: T3S application occurred only Blig more frequently within constituents than
across constituents (by a 8.77% difference).
(i) Children’s data: Although T3S application aced a lot more frequently within
constituents than across constituents in childogra(29.36% difference), due to the relatively
small amount of across-constituent data from eadt,durther investigation will be needed to
confirm whether or not children do apply T3S muabrenfrequently within constituents than
across constituents.

We now turn to T3S variation attested in the spoedais speech data. Despite the fact that
sentences produced in spontaneous speech areniatleal for the purpose of comparison
across subjects, sentences of similar T3S envirateweere extracted for testing our third

hypothesis—H: Variability in T3S application is expected duethe various types of strategies
that are available. We expect that there will b& Variation in identical or similar sentences.
We begin with one sentence that was produced hypanicipants.

(23) [[Gei  [wo]] [[wu-shi] kuai]]

Give me five-ten dollar ‘Give me fifty dollars.’

3 3 3 2 4 uT

3 3 (3 2) 4 Word: no T3S

3 3 (3 2 4) Word: incorporation, no T3S

(2 3) (3 2 4) Phrase: disyllabic foot, T3S; ST1 (ubgdsK 5;9)
(2 2) 3 2 4) Phrase: T3S across domains; ST2 (uséd By6,

Adult LU, Adult EE)
In (23), Child GK (5;9) did not apply T3S across ttrosodic domains, but Child IU (4;6),
Adult LU, and Adult EE all did. Next, we will focusn sentences that begin with a T3-subject

pronoun.
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Pronouns occur frequently in mother-child interaas, which allow us to compare speakers’
parsing strategies. Frequently used T3-subjectquiaswo ‘I’ and ni ‘you’ provide a chance for
us to compare across subjects how T3S is applisdntences with subject pronouns.
Furthermore, they allow us to observe and to bettelerstand the cliticization of the pronouns
in T3S application. In what follows, we focus orrieas sentences containing a T3-subject
pronoun. The predicted pattern(s) and the attgs#iérn(s) are both listed for comparison.
Where there is more than one surface pattern,dtierp produced by the speaker(s) will be

noted (e.g. ST1, ST2 (used), ST3).

(24)
a. [Ni [gei  wo]] (IU 4;6, GK 5;9, Adult LU)
you give me ‘You give (something) to me.’
3 3 3 uT
3 3 3 Word: no T3S
3 @ 3) Phrase: disyllabic foot for the smallest damai
(3 2 3) Phrase: incorporation; ST1 (used)
(2 2 3) Larger domain in fast speech, T3S; ST2
b. [Wo [gei ni]] (IU 4;6, GK 5;9)
I give you ‘| give (something) to you.’
3 3 3 uT
3 3 3 Word: no T3S
3 @ 3) Phrase: Disyllabic foot for the smallest domai
(3 2 3) Phrase: Incorporation; ST1 (used)
(2 2 3) Larger domain in fast speech, T3S; ST2

In (24), based on the Word-and-Phrase level medaisyllabic smallest domain has to be
parsed first at the Phrase level because no feob&éan formed at the Word level as there are no
nouns, and pronouns are clitics. After the disytlamallest domain has been parsed at the
Phrase level, the subject pronoun is incorporatediurther T3S application needs to apply at
this point since there are no adjacent T3*. STIT@TRB) was the pattern used in three different

individuals. According to the Word-and-Phrase leweldel, one large domain can be formed in
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fast speech and T3S applies from left to righthst ST2 T2T2T3) is also possible for (24a)
and (24b). Given that a three-syllable sequengeite short, it should be easy to form a three-
syllable domain and apply T3S non-cyclically, butls pattern was not found in our participants
although it is a possible pattern. Next, we look) (@hich has (24b) inside the longer sentence.
(25) [[Wo [[gei [ni]] [shi kuai]]] [jiu [haole]]] (Adult EE)

I give you ten dollar then sufficient ‘I'li\ge you ten dollars, and that will be
enough (that is what | am willing to pay).’

3 3 3 2 4 4 30 uT

3 3 3 2 4 4 (30) Word: no T3S

2 3) 3 2 4 4 (30)  Phrase: disyllabic foot, T3S

2 2 3) (2 4 (4 30) Phrase: incorporation, T3S; ST1

B @ 3 2 49 (4  30) ST2 (used)

In (25), the first three syllables are the samg4d%. Unlike in (24), there are syllables parsed
at the Word level in (25), so that at the Phrasell&3S should apply non-cyclically, starting
with the first two syllablesvo gei‘l give,” followed by the incorporation of the tdi syllableni
‘you.” Such procedure predict$ZT2T3) for the first three syllables in (25); howeVEBT2T3
was produced for the first three syllables, idaitio the pattern in (23) and (24).

The surface pattern in (25) indicates that the eyalic parsing from left to right at the
Phrase level did not occur. One possibility is tietause of the strong syntactic boundary, the
subject pronoun makes a degenerate foot by its#ibwt being parsed with a neighboring foot,
despite the fact that pronouns are prosodicallykveew are prone to cliticize. The idea of
“strong syntactic boundary” was mentioned in anmepda of Shih (1997:97-99) that we saw

earlier, repeated in (26).
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(26) [Gou [yao [[hao-xin] ren]]] (Shih 1997:97-99)

dog bite  good-natured person ‘Dogs bit a goodueal person.’

3 3 31 2 uT

3 3 (32) 2 Word: no T3S

3 3 (31 2) Word: incorporation, no T3S

(2 3) (31 2) Phrase: T3S, ST1

(2 2) (31 2) Optional T3S across domains, ST2
or (3) (2 31 2) derived by cyclic applicationf S

When optional T3S applies across the domains, we Ba2 T2T2)(T3T1T2). Shih
(1997:97) argues that the first two syllables, imspdic restructuring, can ignore a very strong
syntactic boundary and form a foot. According t@hSh997:97), ST3 is derived by cyclic T3S
in terms of syntactic structure. Given that thera strong syntactic boundary, an alternative
explanation for ST3 is that it is a subject-pretigaarsing.

Non-cliticization of the pronoun was found in cliéd as well, as (27) shows.

(27) [Ni [[gei [wo]] [liang kuai]]] (GK 5;9)
you give me two dollar ‘Give me two dollars.’
3 3 3 3 4 uT
3 3 3 3 4) Word: no T3S
(2 3) 3 (3 4) Phrase: disyllabic foot, T3S
(2 2 3) (3 4) Phrase: incorporation, T3S; ST1
(2 2 2) 3 4) Phrase: T3S across prosodic domains; ST2
3) @ 2 3 4) ST3 (used)

In (27), the monosyllabic foot that ‘you’ is in cannot be derived from non-cyclic pagsat
the Phrase level. Sentences in (25) and (27) peasadinter evidence that, at the Phrase level,
syllables are parsed from left to right. In ST32), although prosodically weak, the subject
pronoun stands alone in its own monosyllabic dom&mentioned, the speaker possibly
preferred maintaining the subject-predicate boupndad not apply T3S across it. It appears that
a monosyllabic foot followed by a disyllabic fosthetter than a ternary foot in these cases. For
(25) and (27), if we compare the prosodic domainST3 which the speakers used with the

syntactic constituents, we found that prosody amtax align rather nicely.
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While we found sentences where T3S does not amgpbsa the subject-predicate boundary
when it could in (25) and (27), we also found numasrexamples of T3S applying across the

subject-predicate boundary where the subject sajzronoun as in (28) — (30).

(28) [[Wo [xiang [[dakai] lai]]] ye] (ES 5;5)
I want open directional comp PRT ‘I want to opbis up!
3 3 31 2 0 uT
3 3 (31) 2 0 Word: no T3S
2 3) (31) (2 0) Phrase: T3S; ST1
2 2) (32) (2 0) Phrase: T3S across domains;
ST2 (used)
(29) [[Ni [ye [xihuan [wanju che]]]] wo] (Adult LU)
you also like toy car PRT ‘You also like toy dars
3 3 31 24 1 0 uT
3 3 31 24 1) 0 Word: no T3S
(2 3) (31) 24 1 0) Phrase: T3S; ST1
(2 2) (31) 24 1 0) Phrase: T3S across domains;
ST2 (used)
(30) [Na [[wo [keyi [mai gou]]] ma]] (Adult EE)
then I can buy dog question PRT ‘Then can | buys@b
4 3 33 3 3 0 uT
4 3 e3) 3 3 0 Word: T3S
(4 3) 23) 2 3) 0 Phrase: disyllabic foot, T3S
4 3) (23) (2 3 0) Phrase: incorporation, no TS¥1
(4 2) 22 (2 3 0) Phrase: T3S across domains;
ST%6 (used)

Sentences in (28) — (30) show cases where T3Seapudross the subject-predicate boundary.
The non-application of T3S across the subject-pegdiboundary in (25) and (27) involve three
and four adjacent T3* respectively. The applicadi 3S across the subject-predicate boundary
in (28) and (29) involve three adjacent T3*, and3A) five adjacent T3*. In the very long
sequence of T3* in (30), the subject-predicate blamrwould have been a good ‘break’ for the

T3-sequence to be divided into domains. That i§ @8t to apply across such boundary so that

26 For this speaker, optional T3S was applied in lloghsecond syllable and the fourth syllable.
If only one optional T3S occurs, namely {TIQ(T2T3)(T2T3TO) or (T4T3)(TZ2)(T2T3TO),
the patterns are also grammatical.
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the sequence of five adjacent T3* is at least dawone T3 to the left of the boundary and four
T3* to the right of the boundary. Attested for AUBE was &2T2T2T2T3 sequence where
T3S was applied across three prosodic domainsaagnsim ST2. An alternative account for this
adult speaker’s surface pattern is the larger dopaising strategy. If this is the case, there is
only one extremely large domain for the whole secéeand T3S applies from left to right. It is
not clear whether this speaker was using a largerath parsing and applied T3S from left to
right in one step, even though it was not a fagesh setting.

We have just discussed the application and nonicgtan of T3S across the subject-
predicate boundary in sentences with a subjectqumonThe grouping of the subject pronoun
with the following syllable is not well-formed ietms of syntax because such unit is not a
syntactic constituent. However, in terms of prosats preferred that a monosyllabic subject
pronoun joins a neighboring syllable to form a &rfpot, so it does not stand by itself as a
degenerate foot. Violating syntactic well-formednesthe parsing satisfies prosody, whereas
violating prosodic well-formedness in the parsiafsdies syntax. Neither choice is perfect. Both
“syntax-over-prosody” and “prosody-over-syntax” es are attested in the participants in this
study.

Earlier we saw an example of five adjacent T3*30)( the greatest number of adjacent T3*
and the only case in our data. One question wetragis: does the number of adjacent T3* the
subject pronoun is in affect the cliticization bétsubject pronoun? The sentences with T3-
subject pronouns followed by at least one T3 atmeted. Except for Child CH (4;5), the rest of
the participants had some of such sentences. #abkhows the frequency of cliticization of the

subject pronoun with two, three, and four adjade3it
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Table 4.8 Study 1: Frequency (%) and Number oicizetions of subject pronouns in two, three,

and four adjacent T3*

Number of Two Three Four
adjacent T3* (T3-pronoun+ (T3-pronoun + T3T3) (T3-pronoun + T3T3T3
T3

Participants :
CH (4:5) - (@) - (@) - (@)
LI (4;6) 100 (3/3) 100 (2/2) - (@)
U (4;6) 100 (4/4) 33.33 (1/3) - (@)
ES (5;5) 100 (6/6) 33.33(1/3) - (@)
GK (5;9) 100 (2/2) 0 (0/3) 0 (0/1)
BR (6;6) 66.67 (2/3) 80.00 (4/5) - (@)
ER (6;6) 100 (1/1) 0 (0/1) 100 (2/2)
Adult Cz 100 (19/19) 0 (0/4) - (@)
Adult LU 100 (33/33) 66.67 (2/3) - (@)
Adult CL 100 (7/7) - (@) 100 (1/1)
Adult EE 100 (7/7) 0 (0/4) - (@)
Adult TT 100 (7/7) 20.00 (1/5) 33.33(1/3)

When there are only two adjacent T3*, adults alwaygized the subject pronoun, and

children behaved very similarly. There was only oase where a child BR (6;6), did not
cliticize the subject pronoun. This same child@lried the subject pronoun in the other two
cases where there were two adjacent T3*.

The number of sentences which begin with a T3-stifgonoun followed by two or three
T3* (i.e. three or four adjacent T3*) are not vemgny, as shown in Table 4.8. Despite the small
number of three or four adjacent T3* appearingha¢hild and adult speech we collected, the
data seem to indicate that the subject pronounuhrtess consistently cliticized where there are
three or four adjacent T3* than where only two adja T3* occur. Sentences in (31) and (32)

are sample sentences with the subject pronounee nd four adjacent T3* respectively.
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(31) Three adjacent T3*
a. Subject pronoun undergoes T3S
[[Wo [xiang [liang zhi]]] ye] (LI 4;6)
I want two CL PRT ‘|l wanttwo (of the animals)V

3 3 3 1 0 uT

3 3 (3 1) 0 Word: no T3S

(2 3) 3 1) 0 Phrase: disyllabic foot, T3S

(2 3) 3 1 0) Phrase: incorporation, no T3S, ST1

(2 2) 3 1 0) Phrase: T3S across domains; ST2 (used)
b.  Subject pronoun does not undergo T3S

[Ni [hen chao]] (GK 5;9)

you very noisy ‘You are very noisy.’

3 3 3 uTt

3 3 3 Word: no T3S

3 @ 3) Phrase: disyllabic foot for smallest domaiB8ST

3 2 3) Phrase: incorporation, No T3S; ST1 (used)

(2 2 3) Larger domain in fast speech; ST2

(32) Four adjacent T3*
a. Subject pronoun undergoes T3S
[Wo [ye [xiang [xuan [san zhi]]]]] (ER 6;6)

I also want choosethree CL ‘Il also want to chdbsee (animals).’

3 3 3 3 1 1 uT

3 3 3 3 (1 1) Word: no T3S

(2 3) @ 3) (1 1) Phrase: disyllabic feet, T3S, ST1

(2 2) (2 3) (1 1) Phrase: T3S across domains, ST2 (used)
b. Subject pronoun does not undergo T3S

[Ni [[gei [wo]] [liang kuai]]] (GK 5;9)

you give me two dollar ‘Give me two dollars.’

3 3 3 3 4 uT

3 3 3 3 4) Word: no T3S

(2 3) 3 (3 4) Phrase: disyllabic foot, T3S

(2 2 3) (3 4) Phrase: incorporation, T3S; ST1

(2 2 2) 3 4) Phrase: T3S across domains; ST2

3) @ 2 3 4) ST3 (used)

The sentences in (31a) and (32a) show that thesutjonoun is cliticized to the following
syllable and undergoes T3S whereas the senten¢@shihand (32b) present cases where the

subject pronoun did not undergo T3S. In (31b),siigiect pronoun surfacing with its underlying
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tone can be accounted for because after the sybj@abun has been incorporated into the
disyllabic foot that follows it, there are no madjacent T3*, so T3S needs not apply. Is it
possible that only children leave the subject puonas a degenerate foot, but not adults? Such

parsing was found in adults as in (33).

(33) [Wo [ging nimen] [dao [wo jia] [he-he cHa]]] ba] (Adult CZ)
I invite you (pl.) arrive/go I/my home drink-drirtka PRT ‘Why don’t you come
over to my place for a

cup of tea?
3 3 30 4 3 1 11 2 0 UuT
3 3 (30) 4 B3 1 1 1 2 0 Word:noT3S
2 3 (30) 4 3 1 a 1 (2 0) Phrase: disyllabic foot,
T3S
2 3 (30) (4 3 1) a1 (2 0) Phrase: incorporation;
no T3S; ST1
2 2 (30) (4 3 1) (121 (2 0) Phrase: T3S across
domains; ST2
3 @ 30) 4 3 1) (1 1) (2 0) ST3 (used)

ST3 of (32b) and (33) seems to have a better pyesypatax alignment, similar to those of
(25) and (27).

We hypothesized that there would be variability 86 application due to different parsing
strategies. In various sentences presented in<233) which involve T3-subject pronouns, we
have seen variability regarding how the monosytlaibject pronoun is parsed. The attested
surface patterns indicate that sometimes the supjenoun is parsed with its following syllable
to form a foot, and sometimes it stands alone deganerate foot. Leaving the subject pronoun
as a degenerate foot is possibly a different pgrsirategy (e.g. cyclic parsing or subject-
predicate parsing). A subject pronoun is not alw@yized to its following domain, and it
appears that it is much less consistently clitidizénere there are three or four adjacent T3* than
where only two adjacent T3* occur. Although T3Si&hility is not limited to cases with subject

pronouns, the data we see in these sentencesuwhigtcs pronouns that are available to us reveal
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T3S variability exhibited in children and adultsurQhird hypothesis—g Variability in T3S

application is expected due to the various typgsaoding strategies that are available— is

confirmed.

Lastly, it is worth looking into application andmapplication of T3S in the context of only
two adjacent T3*. We know that when two adjacent B&ong to different prosodic domains,
T3S application is optional across the two domalin® number of cases where T3S does not
have to apply when there are two adjacent T3* whiglong to different prosodic domains is
listed in Table 4.9. The application and non-a@lan of T3S in sequence of two T3* are
presented in two categoriagithin constituentsandacross constituents

Table 4.9 Study 1: Two adjacent T3* that belondifterent prosodic domains

T3T3 Within constituents Across constituents Total
T3S applied T3S not T3S applied T3S not
T3T3> applied T3T3> applied
T2T3 T3T3~> T2T3 T3T3~>
Participant T3T3 T3T3
CH (4;5) 0 0 2 0 2
LI (4;6) 0 0 0 0 0
U (4;6) 1 0 0 0 1
ES (5;5) 2 0 1 1 4
GK (5;9) 8 1 0 1 10
BR (6;6) 0 0 2 0 2
ER (6;6) 0 0 0 0 0
Adult CZ 11 7 1 1 20
Adult LU 10 3 0 0 13
Adult CL 8 2 2 0 12
Adult EE 10 2 2 1 15
Adult TT 3 1 3 1 8

(The numbers in the table refer to number of ca$epplication and non-application within
constituents and across constituents.)

As we see in Table 4.9, there are few sentencieinhild data that contain two adjacent
T3* that belong to different prosodic domains. GK9) and ES (5;5) are the only two children
that have more than two such cases. ES (5;5) an(b{@Kare also the only two children that

show evidence of application and non-applicatio @® in a sequence of two T3* that belong to
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different prosodic domains. Without more such T&&®nments produced by other children,
whether or not they know that T3S application i@l in two T3* that belong to different
prosodic domains is unknown.

Each of the adults shows both T3S application ardapplication in the environment of two
adjacent T3* which belong to different prosodic dons. We found that T3S tends to be applied,
rather than not applied, across prosodic domaitts within constituents and across constituents.
Since children’s data were too little, we focustloa adult data now. Table 4.10 shows the
percentages of each adult’s application and notiegtipn of T3S within constituents and
across constituents as well as the average pegeefdathe adults as a group.

Table 4.10 Study 1: Adjacent T3* that belong to fpvosodic domains (%)

Adult Within constituents Across constituents
participants
T3S applied T3S not applied T3S applied T3S not applied
T3T3> T3T3> T3T3> T3T3>
T2)(T3 T3)(T3 T2)(T3 T3)(T3
AdultCZ | 61.11(11/18) 38.8¢ (7/18) 5C (1/2) 5C (1/2)
Adult LU | 76.92(10/13) 23.08(3/13) n/a n/a
Adult CL | 80(8/10) 20(2/10) 100(2/2) 0 (0/2)
Adult EE | 83.33(10/12) 16.67(2/12) 66.67(2/3) 33.33(1/3)
Adult TT | 75(3/4) 25 (1/4) 75 (3/4) 25 (1/4)
Average | 73.6¢(42/57) 26.32 (15/57) 8C (8/10) 20(2/10)

There are a lot more cases of adjacent T3* thaingedo different prosodic domains within

constituents than across constituents. In a sequartevo adjacent T3* both within (e.qg.

[(T1T3)(T3T4)]) and across constituents (e.g. [(BI(T3T4]]), the chance of T3S being

applied is much higher than it not being applied.

Within constituents, application of T3S is aboutthtimes the non-application of T3S

(73.68% vs. 26.32%). This shows that adults prefepply T3S in the sequence of two T3*

although such application is optional (in T3S asrdsmains). Across constituents, application
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of T3S is four times the non-application of T3S¥B0s. 20%). This shows that even if the two
T3* belong to different prosodic domains, and tle iomains are not in the same syntactic
constituent, they still prefer to apply T3S than twoapply T3S.

Taken together, in a sequence of two T3* that lgetortwo prosodic domains, adults prefer
to apply T3S both within constituents and acrossstituents. One out of three to four times on
average, the adults did not apply T3S in the cantdrere two adjacent T3* belong to different
prosodic domains. Consequently, children receiveernbthe application of T3S than the non-
application in the input for the environment in aiitwo adjacent T3* belong to different
prosodic domains. We would expect children’s dateeflect adults’ preference, but we will
need more of children’s data in order to learn Wwlebr not this is true.

The investigation of the adult data revealed adastsbited variability as they did not
consistently apply or not apply T3S. Variabilityatharises from optional T3S across domains as
well as from cliticization of pronouns and diffetgrarsing strategies in sentences that contain
subject pronouns presented earlier gave us a goodre of evidence to support our third

hypothesis—H3: Variability in T3S application is expected duetlie various types of strategies

that can be used.

4.6 Discussion

In this section, we will discuss our findings inaiein several aspects.

T3S application at different levels
Children age 4 — 6 exhibited a high rate of corfi&®$ applications in spontaneous speech.
Regardless of low counts of T3S instances in sdmidren, T3S applicatiowithin words

within constituentsandacross constituentsere all attested in all child and adult particifz
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Due to the lack of data of cyclic T3S applicatioithm words and insufficient data of non-
cyclic T3S application at the Phrase level, no tsion can be drawn regarding whether or not
children indeed know to use cyclic and non-cydrategies at the Word level and at the Phrase
level respectively. To test cyclicity at the Woed¢l, lexical items which are composed of only
two adjacent T3* do not serve as evidence, as tit@®s always surface d2T3 which
children hear and produce. Novel NPs or compounmhsthat are composed of multilayers are
needed. They can give us more informative evidemceow children parse syllables in their
T3S application.

As for T3S application at the Phrase level, we tbarsmall number of sentences (see (18),
(19) and (20)) that support children’s knowledgehaf non-cyclic strategy. However, evidence
of only several sentences is inadequate to makeldima. More importantly, we found that the
surface patterns in some sentences of childreradualtis did not match the non-cyclic parsing
strategy at the Phrase level in the Word-and-PHeast Model. These are sentences that begin
with a subject pronoun which appears to stand adsree degenerate foot rather than being
parsed with its following syllable in forming a ¢gar prosodic domain. A different parsing

strategy of subject-predicate parsing or syntaxetgmrsing may account for these sentences.

Subject pronouns

Chen (2000) discussed object pronouns taken #ssdlit T3S application (Chen 2000: 402-
403). There is no mention of the status of suleahouns in the T3S literature. A pronoun
cliticizes because of its prosodically weak natimesuch case, we would expect to see a subject
pronoun form a foot with its following syllable, bihis did not always occur in our spontaneous

speech data. This may indicate that a Mandarirestipyonoun may behave as a typical clitic
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and cliticize, or may act like a regular noun atahd alone in its own domain in the subject
position.

One may ask what motivates a pronoun not to jsifoitowing syllable in forming a foot,
but to be in a degenerate foot by itself. A passiis that, on the one hand, a prosodically
weak element like a pronoun should cliticize, lout the other hand, there is a strong subject-
predicate boundary (see some discussion in §4aR}hlk subject pronoun prefers not to cross
over. Crossing over to cliticize honors prosodngsia degenerate foot is not preferred), and not
crossing over to cliticize and remaining as a degate foot honors syntax (maintains the strong
subject-predicate boundary). If speakers weredhrfaintaining the subject-predicate boundary,
then there is an additional parsing for the stmecta (34).

(34) Subject pronoun + give + recipient

[ni/wo [gei ni/wol]

you/me  give you/me ‘I give you/you give me.’
3 3 3 uT

3 3 3 Word: no T3S

3 (2 3) Phrase: disyllabic foot, T3S

Two possible parsings in the next step:
Incorporation of the subject pronoun:
(3 2 3) Phrase: Incorporation, no T3S; ST1

No incorporation of the subject pronoun:
3) (2 3) Phrase: No incorporation, no T3S; ST2
(an additional possible parsing)

(2 2 3) Larger domain in fast speech, T3S; ST3
As we see in (34), the surface pattern STIZATA is predicted to be (TIRT3) in one
domain, and the other possible parsing suggest@®)¢§r2T3) in two domains. Since the
surface pattern (TRR2T3) and (T3)T2T3) produce the same sequencd 283, which parsing
was actually used for the production is uncleat mght not be easy to know. Although the

three-syllable sentence in (34) can be easily parsa three-syllable prosodic domain in one
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step, the absence of STR2T2T3) in our data might reveal other factors (sucthagesistance
of the subject pronoun to undergo T3S in certaimexts). Speakers might even us&@Z83 if
they were asked to speak faster; however, thisseebe tested.

We now look at one of the sentences in our daeséted in (27), repeated here in (35))

which clearly shows the subject pronoun being ghesea degenerate foot.

(35) [Ni [[gei [wo]] [liang kuali]]] (GK 5;9)
you give me two dollar ‘Give me two dollars.’
3 3 3 3 4 uT
3 3 3 3 4) Word: no T3S
(2 3) 3 (3 4) Phrase: disyllabic foot, T3S
(2 2 3) (3 4) Phrase: incorporation, T3S; ST1
(2 2 2) 3 4) Phrase: T3S across prosodic domains; ST2
(3) @ 2 3 4) ST3 (used)

According to the Word-and-Phrase level Model, atPhrase level disyllabic feet are parsed
from left to right, so in (35), the initial syllabhi ‘you’ has no choice but to undergo T3S as it
would be parsed with its following syllable whichalso a T3. The pattern used by GK (5;9) is a
subject-predicate patte'o ‘I’ stands alone as a degenerate foot without tgmlag T3S. The
pattern is possibly a case of cyclic applicatite lihe example in (26), or the child prefers to
separate the subject from the predicate and prodineesubject-predicate pattern. A pattern like
this will need to be addressed as it is a phenom&mofound in adults as well as children.

If the subject pronoun can stand alone as a deggnfaot in (35), it should not be very
surprising that such parsing can occur in (34) a. \w1 (34), the parsing (T3)T3) may
indicate that the alignment of syntactic boundaaies prosodic domains is well attended to (that
is, the parsing of the subject pronoun being a degee foot in (34) and (35) is a better

alignment of both syntactic constituents and prasddmains).
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To summarize, in building the prosodic domains imitlthich T3S applies, syntax-
dependency and well-formedness of the foot strecoe both crucial, but there is more to how
speakers parse the syllables into feet. Basedeoddta in our study, these speakers seem to
attend to the alignment of prosodic domains andiesyit constituents, and sometimes at the cost
of leaving the subject pronoun as a degenerate lfodiealing with subject pronouns, variable
strategies (cliticization and non-cliticization) se€found in the participants of this study. If a
Mandarin subject pronoun does have a dual statc#i(aand cliticizes or a non-clitic and does
not cliticize), then it follows that the cliticizah or non-cliticization of subject pronouns is one
of the sources for T3S variability.

In short, the subject-predicate boundary and tigmadent of prosody and syntax may play
important roles in how speakers build the prosodicmains and cause subject pronouns to
behave inconsistently as a clitic or not. Furtineestigation will be needed to test this
assumption. In future studies we should examink tia frequency of a subject pronoun as a

clitic or non-clitic in both child and adult prodimn.

T3S application across the subject-predicate bomnda

Regarding T3S variability, for particular sentencasnetimes one surface pattern appears to
be stronger than another which was absent in dar, da in the senten®¥éo gei ni'l give you’
or Ni gei wo'you give me’ (see (24)). In this three-T3 sequeefaur participants (Child IU 4;6,
Child GK 5;9, Adult LU, and Adult EE) produced thattern T32T3, and the other possible
patternT2T2T3 was absent.

In the environment of more than two adjacent T3%sas where T3S applies across a subject-
predicate boundary often include a subject prorfollowed by an adverb (e.ge‘also’) or an

auxiliary (e.gxiang‘want’), both of which, being monosyllabic, forndesyllabic foot with the
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preceding pronoun. Crucially, this foot is commofdijowed by a disyllabic lexical item
beginning with a T3 (e.glakai T3T1 ‘open,’xihuanT3T1 ‘like,” keyiT3T3 ‘can (aux)’). Given
that T3S applies at the Word level first, the lekitems are dealt with before T3S applies at the
sentence level. It is understandable why the stipjenoun and the monosyllabic T3-syllable
that follows it are parsed as a disyllabic foottMyut this, the two syllables would be left as
degenerate feet. Successive degenerate feet arecbahen the two syllables can form a perfect
disyllabic foot even though such prosodic domaosses over the subject-predicate boundary.
Put differently, if the subject-predicate boundeay be maintained (that is, if there is such
option), speakers tend to maintain the boundaryifBuaintaining the boundary causes prosodic
ungrammaticality, T3S is applied across the boundar

We have mainly discussed T3S application in cas#scbntains T3-pronouns in the subject
position. Whether or not T3S applies across thgestipredicate boundary appears to depend
largely on whether or not the speakers have aompti the sentence is grammatical, whether
speakers apply T3S across the subject-predicatedaoy or not, they tend to choose to honor
the subject-predicate boundary by not applying a8®ss the boundary. If, however, not
applying T3S across the boundary will result inuaacceptable T3S output, they will apply T3S

across the boundary.

Optional T3S application in two adjacent T3* thaldng to two prosodic domains

When two adjacent T3* belong to different prosadiienains, T3S application is optional.
Both application and non-application (See Tabl®¥viere found in all adults and two children
(ES 5;5 and GK 5;9), with application more frequigran non-application.

On average, for adults, application of T3S is 7%6G&d non-application is 26.32% within

constituents. Across constituents, the applicadioth non-application of T3S are 80% and 20%
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respectively. Application of T3S is preferred batithin constituents and across constituents. In
any sequence of two T3* that belong to two différdomains, approximately one out of three to
four times there will be a non-application of T&%the input to child language acquisition, the
non-application of T3S in the environment of oMyptadjacent T3* belonging to two prosodic
domains can be noise that makes the data lesp&mams. With T3S variability in adult speech,

children do not have unambiguous data.

Optional T3S across prosodic domains in sequendbésmultiple T3*

Regarding optional T3S application across prosddimains when there are more than two
adjacent T3*, it was difficult to compare the beioawf children and adults without adequate
and systematic data, which cannot be controlledfoatural speech studies. A sentence
produced by four participants in (23), repeate(B®), offers some helpful information for
comparison.

(36) [[Gei  [wo]] [wu-shi kuai]]

Give me  five-ten dollar ‘Give me fifty dollars.’

3 3 3 2 4 uT

3 3 B 2 4 Word: no T3S

3 3 3 2 4) Word: incorporation, no T3S

(2 3) 3 2 4) Phrase: disyllabic foot, T3S; ST1 (6R)

(2 2) B3 2 4) Phrase: optional T3S across domains; ST2

(IU 4:6, Ault LU, Adult EE)

In (36), both adult speakers applied T3S acrosgwsodic domains. One child did and one
child did not. With few sentences produced by ceiidand adults in our data that are
syntactically identical or similar and with multgpadjacent T3* (at least three adjacent T3*), no
further comparisons can be made across child amid @atticipants in this regard. The T3S

variants arise in (36) because of optional T3Ssprosodic domains.
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Application or non-application of T3S within comgénts and across constituents

On average, adults apply T3S within constituentsaoross constituents fairly similarly
(within constituents: 92.98% vs. across constitsieBd.21%; a 8.77% difference), but children
appear to apply T3S more within constituents tr@oss constituents (within constituents: 99.36%
VS. across constituents: 70%; a 29.36% differenégults handle these similarly, as the data
show that they apply T3S only slightly more freqtewithin constituents than across
constituents.

Unlike adults, children may be more limited to wisain the immediate environment and
looking across constituents may not be as easyéon as for adults. That children apply T3S
within constituents more than across constitueratg imdicate that they differentiate the two.
Although our child data show that T3S is appliedefoequently within constituents than across
constituents by approximately 30%, the amount dtictata was relatively small, so that
whether or not children do distinguish “within ctihgents” from “across constituents” and apply
T3S more in the former than in the latter needsetconfirmed when more child data becomes

available.

The new falling-rising (T3-T2) sequence in Taiwaanlarin (Yeh 2010)

In child-directed speech, reduplications are comnYah reports (2010) a new falling-rising
(T3-T2) sequence in some vocabulary, mostly kinggims. This new pattern is relevant to our
study of T3S application. | will briefly talk abotfieh’s (2010) study and then present examples
from our natural speech study to show supportindece of this new form as well as the new
pattern’s interaction with the T3S rule.

Yeh (2010) conducted an experiment to compare tloagtic naturalness of Rising-Falling

(T2T3) and Falling-Rising (T3T2) tonal patternsrtiRgpants were asked to read the stimuli
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created from the base syllables for six kinshimterAn example Yeh (2010) provided was the

syllablejie, taken fronjie jie 44 ‘sister.’ In writing, there are different charactdor this
same syllablgie ¥ (T3) ‘sister’,jie fi# (T3) ‘to solve, to untie’jie 4 (T2) ‘a knot.’ These
words are used to form disyllabic stimuli. As peigants read the stimuli in a carrier sentence,

depending on what characters they read the tonduption would differ: (i)ie jie 44 ‘elder

sister’ T3T3> T3TO (the Neutral tone sandhi), ji¢ jie #### ‘to solve’ T3T3> T2T3 (Tone 3

untie a knot’ T3T2 (UT=ST). For (iii), where thewéorm is expected, the participants were
reminded to produce it in a childlike manner (ahiéd would produce it).

Yeh (2010) says that the results of the experinhstudy show that the new T3T2 pattern,
the opposite pitch contour of the T2T3 pattern Whgcderived from the T3S rule, has
significantly fewer pitch changes than the T2T3grat, and appears to be more natural
phonetically (with ‘phonetic naturalness’ beingidetl as fewer pitch changes, longer duration
of rising (T2) syllables and shorter duration dfifey (T3) syllables).

The new pattern T3T2 is relevant to our currentgtoecause it applies to kinship terms
frequently used in child-directed speech. As Ydil(® points out, in the following examples
the “original pattern” changes to “the new patternfnama'mother’ (T1T0> T3T2),shushu
‘uncle’ (T2TO-> T3T2),jiejie ‘sister’ (T3TO> T3T2),didi ‘(younger) brother (TAT® T3T2).
Notice that the initial syllable in the new formT8, regardless of its original underlying tone.
Certain non-kinship nominal reduplications, suclg@as‘dog’ (T3), givesgou-gou‘dog, doggie’
the surface form of T3T2, rather than the T2T3 T&$ would predict. In addition to the T3-T2
sequences which Yeh'’s (2010) experimental studydes onshenméwhat’ is one of the

limited number of lexical items which have undergtonal changes and surface as T3-T2

111



sequences. Unlike other vocabulary that has thefoewof T3T2 only,shenméwhat’
interestingly also has T3TO as its new form. Thameffor Taiwan Mandarin speakers as shown
in (37), there are three underlying tones altogeitreshenméwhat’: T2TO (original lexical

tone), T3T2 (one new form), and T3TO (the other f@wwn). The new tonal patterns, T3T2 and

T3TO, are double underlined.

(37) shenme ‘what’
20 UT1 (original form)
32 UT2 (New form 1 in Taiwan Mandarin)
30 UT3 (New form 2 in Taiwan Mandarin)

While the reduplication of kinship terms tends &orbore restricted to child-directed speech,
the new forms o§henméwhat’ in (37) are widely used across age groump$aiwan, and both
forms were attested in our child and adult dat43If), the new forms are marked as T3T2 and
T3TO underlyingly rather than as surface pattesmabse speakers did not use the original
underlying tones T2TO0 when this lexical item int#sawith an adjacent T3. Instead, the new
forms T3TO and T3T2 were used as underlying (egical) forms as we see in (38) and (39)

respectively. In these casesstienmeéwhat’ preceded by a T3 syllable, T3S is triggered

(38) [Kan [ni [yao [mai shenmel]]]] (GK 5;9)
see you wantto buy what ‘See what you want ta’buy
a. 4 3 4 3 20 UTghenméwhat’ in original form)
4 3 4 3 (20) Word: no T3S
(4 3) (4 3) (20) Phrase: no T3S; ST1
b. 4 3 4 3 30 UTghenméwhat’ in new form)
4 3 4 3 (30) Word: no T3S
(4 3) (4 3) (30) Phrase: no T3S
(4 3) (4 2) (30) Phrase: T3S across domains; ST2 (used)
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(39) [Yang [shenme]] (Adult TT)

raise what ‘Raise what?’
a. 3 20 UT ghenmeéwhat’ in original form)
3 (20) Word: no T3S
3 20) Phrase: incorporation, no T3S; ST1
b. 3 (32) Word: no T3S
(2 32) Phrase: incorporation, T3S; ST2 (used)

In (38) and (39), T3S applies because the new féomshenmeéwhat’ (T3TO and T3T2)
begin with a T3, and therefore, create a T3-sequémat triggers T3S. Whether or not a Taiwan
Mandarin speaker haBenmeéwhat’ with the new form of T3T2 or T3TO, both fas begin with
a T3 and trigger T3S when following an underlyir®y T3S application in these cases cannot be
accounted for without assuming the new lexical soofesshenméwhat.” The majority of current
Taiwan Mandarin speakers appear to use T3T2 or E3Their lexical tones f@henmeéwhat,’
rather than the original lexical tones, T2TO. lbghll be noted that the predicted surface forms
and the attested surface patterns resulting frendigtinct new forms of T3T2 or T3TO are all
grammatical.

To summarize, the tonal changesirenmeéwhat’ in Taiwan Mandarin speakers explain
why T3S is applied in cases where T3S seems tmbecessary if we simply look at the original
lexical tones. T3S application in cases like (38) €39) are counted as correct. It should be
noted that in this current study, all the childeemd caretakers are native speakers of Taiwan
Mandarin. Mandarin speakers of other regions mayawe the new forms of certain vocabulary
that has been discussed earlier. Mandarin spefkensother regions may also have different
grammatical judgments regarding what counts asuagnatical T3S output. The findings of this
study apply to Taiwan Mandarin speakers and maypply to Mandarin speakers of other

regions.
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4.7 Conclusion

In this section, | summarize the findings of thegamt study with respect to T3S in
spontaneous speech.

Three levels of T3S application were examinedithin words within constituentacross
constituentsT3S application at all three levels was attesteall child and adult participants.

Due to the lack of multi-layer structures at therd/level produced by both children and
adults, no conclusion can be drawn regarding cyii3i§ application within words. At the Phrase
level, we found cyclic and non-cyclic T3S applicati But there were also cases that could not
be accounted for by the non-cyclic parsing stratghis level. It appeared that children and
adults do not always parse disyllabic feet fromtefright at the Phrase level, as we saw in the
case of a subject pronoun parsed as a degeneoatediher than parsed with the following
syllable. We suggest that the subject-predicatetdary and a better alignment of syntactic
constituents and prosodic domains are the possileces of participants’ use of the parsing
strategy.

The number of adjacent T3* appears to affect tlweoehof maintaining the subject-predicate
boundary or applying T3S across the boundary tm f@binary foot. Based on our spontaneous
speech data, when a T3-subject pronoun is folldweanother T3, the subject pronoun often
surfaces as a sandhi tofi@, as the result of being parsed with the followivayd regardless of
the word category (e.g. an adverb, and auxiliarg werb). Subject pronouns are much less
likely to cliticize in sequences where there aredhor four adjacent T3* than in sequences
where there are only two.

In a sentence beginning with a monosyllabic T3 ptonfollowed by a VP which contains a

monosyllabic T3 verb and a monosyllabic T3 prondhs,attested pattern in both children and
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adults is T3 2T3, even thougi 2T2T3 is a possible pattern as well. Both patterngeaedicted
by the Word-and-Phrase level Model. The absentlkedi2T2T3 pattern is interesting because,
presumably, in a three-syllable sequence, pardingrae syllables in one domain is relatively
easy. In longer sentences which also have a mdabgypronoun followed by two or more than
two T3*, we found the subject pronoun is sometip&sed as a degenerate foot, and sometimes
it forms a prosodic domain with its following sybla(s). It seems that a monosyllabic subject
pronoun has a dual status, behaving like a clitmetimes, and at other times behaving like a
monosyllabic noun that is not prosodically weak aad stand alone as a degenerate foot. In
summary, the behavior of a subject pronoun in B38triguing. It does not consistently join
other syllable(s) in forming prosodic domains.fiéxibility as to what kind of prosodic domain
it is in (whether it stands alone in a monosylldoiat or joins other syllables in forming a
prosodic domain) is still to be examined.

Optionality is one of the sources of T3S variatidfhere optional T3S is allowed, variation
is attested across two prosodic domains: withinardss constituents. Different parsing
strategies that result in different T3S surfacegoas were attested. For instance, in the context
of adjacent T3* belonging to different prosodic dons both within constituents and across
constituents, adults apply T3S about three to fioues as frequently as not. The shifting
between application and non-application of T3S poed variation. Because of insufficient child
data for this context in our investigation, it iskmown whether or not children behave similarly
to adults in this regard.

It is a great challenge to obtain desired T3S mous syntactic structures across child and
adult speakers, although the limited data in thidysand the analysis we conducted provide

some information on T3S in child-parent interacsiom fill in some gaps in the T3S acquisition
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literature. More mother-child natural speech daia loe collected in future studies to confirm the
findings of this study as well as to answer certpiastions we are unable to answer due to limits
of the data we collected.

As T3S data are quite limited in natural speechseek also to investigate T3S application
in children and adults through a series of expemnisiePresented in the next three chapters are
T3S experimental studies of non-cyclic T3S appiarain flat structures, cyclic T3S application

in NPs, and cyclic and non-cyclic T3S strategiethatsentence level.
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CHAPTER 5

FLAT STRUCTURES

5.0 Introduction

It has been established in previous chapters tB&theavily depends on syntax. Most
utterances people produce, short phrases or lonigrsmes, are in the form of hierarchical
syntactic structures. There are times, howeveryvthere is no internal structure, such as a
string of digits in phone numbers or a foreign @mopoun translated into the target language.
“Louisiana,” for instance, is translated &8yixiannd in Mandarin Chinese. No syllable in the
sequence of five syllables is in a syntactic positiigher than others. We refer to these
structures without internal structures as “flatistures.”

T3S requires setting up the prosodic domains witdiich T3S applies. Typically, syntax
and prosody both play vital roles in the buildirfgsoch domains. In a flat structure, all the
syllables in the string are in principle at the sdevel.

A flat structure serves as a perfect opportunityntestigate T3S with the focus on the
prosodic facets only. What does T3S depend on e is “no syntax” for it to refer to?
Exactly how T3S application relies on prosody iilding the T3S domain is what this study
seeks to answer. We focus on three major area83mapplication in flat structures: (i) binary
parsing, (ii) the incorporation of an unparsedadyl, and (iii) directionality of foot building. In
addition, we are interested in children’s developtakpattern in acquisition of T3S in flat
structures and what it tells us about children’y whgrouping syllables into larger units.

The organization of this chapter is as followsSkrction 5.1, central issues regarding how
T3S is applied in flat structures is discussedatai, based on what we know from previous

theoretical studies. Some findings relevant todtaictures from an experimental study will also
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be reviewed and discussed. In Section 5.2, we askegearch questions, followed by our
hypotheses and predictions. Section 5.3 includesiéisign of our experiment on flat structures,

the results and discussion. Section 5.4 concludsshapter.

5.1 T3S in Flat structures

We know that both syntax and prosody are cruca&hehts in T3S application. In a flat
structure, with no obvious internal syntactic stiwe, one solution for T3S application is to
depend solely on prosody.

A disyllabic foot is a preferred foot structureNtandarin Chinese, and such binary foot
comprises the basic T3S domain within which T3Strapgly (Lin 2007:205-206). Exactly how
is the string of syllables grouped to form one arenprosodic domains? We test how children
and adults parse syllables into feet in flat sticet. We ask the following questions:

(i) Is binary parsing the main foot-building s&gy in flat structures?

(i) Is an unfooted syllable incorporated intoeighboring foot in cases where there is odd
number of syllables?

(i) What is the directionality of foot-buildinop flat structures?

(iv) Is there a developmental pattern in childseatquisition of T3S?

5.1.1 Previous theoretical studies on T3S in flatrsictures

Syllables in flat structures are parsed from leftight in binary feet, and any leftover
syllable is then incorporated into the neighboffimgt according to the Word-and-phrase level
Model (Chen 2000:368; Shih 1986; Shih 1997). ThesStfoot Model has the same view: in
polysyllabic names and digits, disyllabic feet bodt from left to right (Duanmu 2000/2007;

Duanmu 2004:70). There is no mention of incorporatf an unfooted syllable in Duanmu
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(2000/2007). (1) - (2) are examples of T3S appleain flat structures from Chen (2000) and

Lin (2007).

(1) Flat structure: translation of ‘Somalia’ (Chen 2(8ED)
Suo ma i ya ‘Somalia’
3 3 3 3 uT
(2 3) @ 3) ST

3 ¢ 2 3
*(2 2.3 (3
*(2 3 & O

(2) Flat structure: four T3-digits (Lin 2007:206)
jiu jiu jiu jiu ‘9999’
3 3 3 3 uT
(2 3) @ 3) ST

In (1), the binary parsing from left to right pretdi the surface patter@3)(23). It is not clear
whether or not the large domain parsing2#233) is regarded as a possible surface pattern by
Chen (2000). In (2), we see that the sequenceuwfdigits have the same prediction of two
binary feet as the four-syllable translation ofn&dia.’ In the context of parsing syllables into
feet in fast speech, a larger domain can be cré@eein 2000; Lin 2007; Shih 1986; Shih 1997).
Therefore, 2223) is also a possible output. In (3), we see thatwo adjacent T3-digits belong
to different domains.

(3) Flat structure: two T3-digits that belong to twéfelient domains (Duanmu 2000/2007:239)

qi wu wu qi 7557

1 3 3 1 uT

(1 3) (3 1) ST1 (No T3S application across domsiain
(1 2) 3 1) ST2 (T3S applies across domains)

In (3), there are two possible surface patterns &WLST2 because the two T3-digits belong
to different prosodic domains, and T3S does noehawapply, though it can (Duanmu
2000/2007:239). Next, let us look at how the swefpattern is derived in a five-digit sequence.
In (4), we see a case with odd number of syllabesre binary parsing will leave one syllable

unparsed.
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(4) Flat structure: five digits (Lin 2007:206)
jiu jiu jiu jiu jiu ‘99999’

3 3 3 3 3 uT
2 3) @ 3) 3 Disyllabic feet, T3S
(2 3) (2 2 3) Incorporation, T3S; ST

In (4), binary feet are built from left to righglfowed by incorporation of the unfooted
syllable to its neighboring foot. The prediction28)(223), a binary foot followed by a ternary
foot. Lin (2007) points out that if the directiortglis from right to left, then the unfooted
syllable would have been on the left edge (Lin 2208). In Chen’s (2000) OT (Optimality
Theory, Prince & Smolensky 1993/2004) analysis ftéiastructure composed of five
consecutive digitsvu ‘five’, (23)(223) is the optimal output, whil€23)(23), (3)@3)(23), and
(23)(23)(3) are not (Chen 2000:368). Notice that thetrigHeft binary parsing followed by
incorporation, which results i”223)(23), is one of the non-optimal outputs. Even a sagiyi
good output (3%3)(23) which does not violate two adjacent T3* is umgnaatical due to
violation of left-to-right parsing.

Shih (1997) also regard243)(23) as an ungrammatical pattern (Shih 1997:98).stlggests,
“In the absence of any existing structure, suca st of digits or nonsense syllables, prosodic
reconstructing proceeds from left to right. Thesdiionality is shown in domains containing odd
number syllables: it is the last foot that accomated an extra member” (Shih 1997:98). In
other words, for Shih (1997), the ternary foothe flat structure signifies that an unfooted
syllable is accommodated.

According to the Word-and-Phrase level Model (CR800; Shih 1986; Shih 1997), fast
speech have larger domains, so tB223) is potentially a grammatical surface patternt Ou
experiment investigates how T3S is applied in ndspaech rather than in fast speech.

Nevertheless, this larger domain parsi2ga23) will be considered as a possible output as well.
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Table 5.1 summarizes what are grammatical and omgedical patterns in sample flat
structures with some examples that were presemtdidrain this section. The predictions are
based on the Word-and-Phrase level Model (Chen; 288G 1986; Shih 1997).

Table 5.1 List of grammatical and ungrammaticatgyas in flat structures

Flat structures | jiu jiu jiu | Suo mali ya | jiu jiu jiu jiu | gi wu wu gi | jiu jiu jiu jiu jiu
‘999’ ‘Somalia’ ‘9999’ ‘7557 ‘99999’
uT 333 3333 3333 1331 33333
Surface (223) (23)(23) (23)(23) (13)(31) (23)(223)
pattern(s) (2223) (12)(31) (22223)
Ungrammatical *(23)(3) | *(3)(223) *(3)(223) *(1221) *(223)(23)
pattern(s) *B)(23) | *(2)(3) *(223)(3) *(3)(23)(23)
(23)(3)3) | *(2)(3)(3) *(23)(23)(2)
*(23)(23)(3)
*BR)(2RB)(3)

In the next section, | will review an experimergaldy that tested how T3S is applied in flat
structures.
5.1.2 Kuo et al.’s (2007) study

Kuo et al. (2007) present an acoustic experimesttaly where the participants were asked to
produce the sentences at three speech sht®snormal andfast Two-, three-, and four-digits
are embedded sentence-initially in carrier sentemdech are question and answer pairs. An
example of a question and answer pair is gived)nAccording to Kuo et al. (2007: 231), T3S
applies in the digits first, and then, T3S appéiesoss the syntactic boundary, which is reflected
in the derivations in (5). | provide a more detaieord-for-word gloss for the sentences for the
purpose of clarity and illustration of relevantanhation on T3S involved here. All the possible
patterns that are derived through the Word-andgehievel Model (Chen 2000; Shih 1986; Shih

1997) are added for comparing the attested patterthe predicted patterns.
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(5) Four-syllable flat structures in carrier senten@¢aso et al. 2007:214-217)
a. Q:lLiangliang liang liang you meiyou

two two two two thereis thereis %Z)tls there two-two-two-two.g"8
3 3 3 3 3 2 3 uT
@ 3) @ 3 @ 2 3°  Disylabic feet, T3S: ST1
(2 2 (2 3) (3 2 3 T3S across domains, T3S; ST2
(2 2 (2 2) 3 2 3 T3S across domains, T3S; ST3
e 2 2 2 3 2 3 Larger domain in fast speech, T3S;
ST4
b. A:Liangliang liang liang you
two two two two thereis ‘There is two-two-twwo.’
3 3 3 3 3 uT
@ 3) @ 3) 3 Disyllabic feet, T3S
(2 3) (2 2 3) Incorporation, T3S; ST1
(2 2) (2 2 3) T3S across domains, T3S; ST2
@ 2 2 2 3) Larger domain in fast speech, T3S; ST3

Notice that the last two syllables in (5a) arel@vant for T3S application because the

negation particlenei‘not’ is a T2. Upon reaching this syllable, theisg of multiple consecutive

27 Presentation of these experimental sentencesfesetit from the Kuo et al. (2007) paper in
order to provide the relevant information for theadission in this section. An example of the
original presentation of the testing sentencew Ti3-digits embedded in the carrier sentence is
below, where “L” indicates the low tone (T3) and’‘iRdicates the Rising tone (T2):

LiangL liangL liangL liangL youL meiR youL?

‘Is there X (X= number sequence, which isifRthis case)?’ Kuo et al. (2007: 214).
The tones are indicated by letters such as L (I®8y,0r R (Rising, T2). For consistency in this
dissertation, numerals are used instead. In addipimsodic domains for the attested surface
forms have been added, so that we can see theespeaétrsing strategies more easily.

28 “Is there X (X range from 2 — 4 digits)?” is thanslation provided by the authors in the Kuo
et al. (2007) study. I personally think that theisture tested in this study corresponds to a
topicalized structure, with the “X” is being moviedm the sentence-final position to the
sentence-initial position. If this is correct, “¥,there (it)?” may be a more appropriate
translation. The structure is relevant and poténtfects how the sentence is parsed in a
sentence that is topicalized. Nevertheless, thgrai translation is reported as is.

29“Y ou mei you (yotthere is’ + mei youthere is not’) ‘Is there...?’ is parsed in a prosodi
domain in one step here for simplification. Theiwkional steps are [T3 [T2T3f# T3
(T2T3)~> (T3T2T3).

122



T3* discontinues. Since the last two syllablesSa)(are irrelevant, they were excluded from the
reports of the findings.

Within the sequence of adjacent T3*, all syllat#&sept for the final syllable/¢u‘there is’)
were extracted for phonetic analysye| ‘there is’ is the final syllable in the T3-sequerand
always surfaced as a T3, so this syllable wasnadtided in the phonetic analysis) (Kuo et al.
2007). In their report of the surface patterns fsequencegou‘there is’ is presented as L
(Low tone) in parentheses to distinguish it frora thgit-sequence preceding it (e.g. RRRR(L))
for indicatingT2T2T2T2T3, with the first four syllables being digits atie final syllable being
a non-digit.

It should be emphasized that the underlined past{ordicating consecutive T3*) in the
guestion and answer pair in (5a) and (5b) are ic&n(.e. the syllables of the whole sentence in

(5b) are identical to the first five syllables baj). Kuo et al. (2007) reported that most subjects

broke the sequence of five T3 into two spdfeT3)(T2T2T3)°, indicating the strong binarity
effect. In addition, speakers who had the parsfr{§ T3)(T2T2T3) for (5) at the slow speed
consistently used the same parsing at the fastis@eee speaker had a large domain parsing of
(T3) in both slow and fast speech rate (Kuo et@0.72215-218).

The sample example from (Kuo et al. 2007), showd)nhas a sequence of four digits, but a
sequence of two and three digits were also testétki same carrier sentences. In those cases
where there are two and three digits, followed/by ‘there is,” Kuo et al. (2007) reported that
starting with the low speed, all subjects showt-tefright sweep,” resulting in all digits’

underlying T3* changing to the sandhi tofi@) andyou ‘there is’ stays intact as it is the last

30The boxed sequence of tones indicates the seqoéddgts, followed by an unboxed T3,
which is an existential venou ‘there is.’
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syllable with a T3 in the sequence (2007:215). Tah a sequence of three adjacent T3* and

four adjacent T3*[{2T2T3) and T2T2T2T3) are the attested patterns.

In addition, one of the robust findings of thisdstus that the derived T2 and the underlying
T2 differ in that the former is slightly lower intph though they have the same shape, and
therefore, these two are acoustically distinct (letial. 2007:222). There are some points worth
mentioning.

First, the results show that bothXT3)(T2T2T3) and [T2T2T2T2T3) are attested in slow
and fast speech rate in the first five syllable&bin with the former being the dominant pattern.
This challenges a widely accepted view that ongel@omain only occurs at fast speech rate,
and multiple domains occurring at normal or slog@eech rate. Although a prosodic domain
can grow larger as the speech rate increasesstim have to. The relation between size of
prosodic domains and the speech rate is not onauske and effect.

Second, for a sequence of three T3* (two T3-digii®ewed byyou ‘there is’), after the two-
digits are parsed, it is relatively easy for adtdtgncorporate a third T3 into a binary foot that
has been formed. Potentially, under the interpietaif the structure as a topicalized sentence
(see footnote 28), a major syntactic boundary betvike two digits angou ‘there is’ should be
considered, and in that case, T3S does not haaeply. The fact that most participants of the
study did apply T3S indicates that for a three-8@uence, to apply T3S across the domains is
preferred, either because the sentences are top shbecause there is an effect of constantly
repeating the same carrier string.

Third, two syllables constitutes a binary foot. Baslightly larger foot, a three-syllable foot,
it is referred as a super foot (Chen 2000; Lin 2@hih 1986; Shih 1997). As such a foot is only

a little larger than a typical binary foot, it istrsurprising that for a sequence of three T3* (two
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T3-digits followed byyou ‘there is,” a T3), all the syllables are groupeddther to form one foot,
or the prosodic domain. The prosodic domain appedss stretched further to four syllables in
a three-digit sequence followed pgu ‘there is,” a T3, since (Kuo et al. 2007) reportied

patterns to b&2T2T2T3. In (Kuo et al. 2007), a four-syllable domairpeprs to be an upper
limit beyond which syllables are divided into mplé domains, as we see in (5). For a sentence
with very many consecutive T3* (five and beyondfhaugh theoretically possible, speakers
may not necessarily use the “left-to-right sweegshion of changing all the T3* into sandhi tone
except for the last one in the sequence. Rathédidg the longer sequence of T3* into more
than one domain appears to be preferred by theiparts in this experiment (by breaking the
sequence of five T3* into two spafiBT3)(T2T2T3) where the boxed tones refer to a flat
structure followed by a T3 vegwou ‘there is’).

Lastly, Kuo et al. (2007) acknowledge in the endsdhat in the five-T3 sequence in (5), the
first four T3* are in an unstructured environmaearid the last T§ou‘is there’ is outside this
environment; therefore, Kuo and colleagues suggésb-step derivation with the first step
dealing with digits only; in the second step, T®Plees across a syntactic boundary (Kuo et al.
2007:231): [[3333][323P[(2223)][(323)]~>[[(2222)][(323)]]. Given that the first four syllables
are digits, and can potentially be divided into twoary feet, followed byou mei yo(T3T2T3)

‘is there?” it is possible to have two binary feeffour T3-digits], followed by you mei youis
there?’ (T3T2T3)]. It would be interesting to selether or not this possible pattern,
[(23)(23)][(323)] for (5a), is acceptable or produced liyev speakers, although it is not attested

in the seven subjects in Kuo et al. (2007).
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5.1.3 Re-thinking the linguistic environment for irvestigating flat structures

In the Kuo et al. (2007) study, two, three, and foigits are embedded in the sentence-initial
position of carrier sentences which are questi@haswer pairs. In other words, the flat
structure— the adjacent digits — is part of a secgewhich is not a flat structure. Would
parsing of the flat structure be affected by theieasentences? Depending on what follows the
flat structure, we see different number of poss#bidace patterns in (5), repeated in (6) below

for convenience.

(6)
a. Q:lLiangliang liang liang you meiyou
two two two two thereisthereisnot ‘Isiaéwo-two-two-two?’
3 3 3 3 3 2 3 uT
@ 3) @ 3) 3 2 3) Disyllabic feet, T3S; ST1
(2 2 (2 3) (3 2 3 T3S across domains, T3S; ST2
(2 2 (2 2) 3 2 3 T3S across domains, T3S; ST3
e 2 2 2 3 2 3 Larger domain in fast speech, T3S;
ST4
b. A:Liangliang liang liang you
two two two two thereis ‘There is two-twodwwo.’
3 3 3 3 3 uT
@ 3) @ 3) 3 Disyllabic feet, T3S
(2 3) (2 2 3) Incorporation, T3S; ST1
(2 2) (2 2 3) T3S across domains, T3S; ST2
@ 2 2 2 3) Larger domain in fast speech, T3S;
ST3

There are more possible surface patterns in (@) ith(6b). This is mainly because that in
the questionyou mei youls there ...?’ is a three-syllable unit that coblel a foot by itself,
whereas in the answamu ‘there is’ is monosyllabic and may be too lighfdéom a foot itself,
and consequently, it is incorporated into the pdeagfoot formed by digits. In short, in the
identical T3-sequences in (6a) and (6b), the I8snTthe sequencgdu ‘there is’) must join its
preceding foot in (6b), but not in (6a) becausectreier sentences differ in the number of

syllables.
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There is no mention of whether or not there arsipgrdifferences between the T3-
sequences extracted from the question and frorartbeer. Without considering the effect of
two different carrier sentences types, the tendeficpeakers’ parsing of one way or the other
may be biased. Although it may not be as relevatité question asked by Kuo et al. (2007),
how speakers parse the T3-sequence in (6a) andv(@h)l provide valuable information for
those interested in larger domain parsing. To spndespite the fact that the T3-sequences
extracted from question and answer pairs are ic@ntiow the sentence-initial sequence of

digits is parsed is potentially affected by whakdes it.

5.2 Research questions, hypotheses, and predictions

Our study investigates how T3S is applied in plakdtructures of two, three, and five digits.
Our purpose is to learn how flat structures arsgxhin children and adults. Since a flat structure
has no internal structure, is left-to-right bingarsing strategy used in building T3S domains?
We test three major factors in T3S applicationab $tructures—nbinary parsing, incorporation of

an unfooted syllable, and directionality of footilding.

5.2.1 Research questions and hypotheses
Our three main research questions are repeated hel@) for convenience, followed by

four hypotheses our experimental study tests.

(7) Research questions:

a. Is binary parsing the main foot-building strategylat structures?

b. Is an unfooted syllable incorporated into a neightgpfoot in cases where there is odd
number of syllables?

c. What is the directionality of foot-building in flatructures?
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d. Isthere a developmental pattern in children’s &itian of T3S? Is T3S acquired at an

early age? When is T3S acquisition completed?

As mentioned earlier, in Mandarin, a disyllabictf@a preferred foot structure, and such
binary foot comprises the basic T3S domain withimolw T3S obligatorily applies (Lin
2007:205), so a disyllabic foot makes a perfect staucture. We hypothesize that syllables are
grouped according to the binary parsing strategg,tast the hypothesis in two-, three-, and five-
syllable flat structures. Based on the Word-andaBdtevel Model (Chen 2000; Shih 1986; Shih
1997), we hypothesize that if there is an unpasséidble at the end, it is incorporated into a
neighboring foot. In addition, following the existy T3S models, it is hypothesized that the
directionality is from left-to-right.

Regarding children’s acquisition of T3S, no exigtif3S studies investigate children’s T3S
acquisition in flat structures. Various T3S acdiosi studies were reviewed in the previous
chapter. Contrary to the findings of these studiesfound in our pilot study (Wang 2008) that
children can change a T3 to a T2 when it is folldwg another T3 early on, but it takes time for
children’s to perform in an adult-like way. We hypesize that T3S acquisition begins early, but
develops with age. Our four major hypotheses amnsarized in (8).

(8) Four hypotheses

Binary parsing (H1): Binary parsing precedes other parsing strateBiesury feet are built
iteratively until no more binary foot can be biile. zero or one syllable left at the end).
Incorporation (H 2): If there is an unparsed syllable, it is incorpedinto a neighboring foot.
Directionality L to R (H 3): Binary feet are formed from left to right. That évery two
syllables form a binary foot, going from left t@hni.

Developmental Hypothesis (l4): Mastery ofT3S develops with age. It is not acquired
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instantaneously at an early age.

5.2.2 Predictions of T3S application in flat struatires

With binary parsing, even number of syllables careenly divided into disyllabic feet, but
not odd number of syllables. Directionality of fdmtilding is crucial since left-to-right parsing
and right-to-left parsing strategies predict difietr surface patterns in odd number of syllables in
flat structures. Shih (1986; 1997) proposes ledftight prosodic parsing in flat structures, and
such view is supported in later studies (Chen Z8&8): Duanmu 2000/2007:238; Lin 2007:206).
In the subsections that follow, the predictionsraszle for flat structures that are composed of

two, three, and five syllables.

5.2.2.1 A two-syllable flat structure
For a structure that consists of two T3-digits saslifive-five,” the prediction for T3S
application is in (9).
(9) A two-syllable flat structure
(e]9)

(o0) Binary parsing

Prediction of T3S application:

wu wu

five five ‘five-five’
3 3 uT

(2 3) ST

Two syllables form a perfect binary foot within whiT3S applies. Non-application of T3S

will result in ungrammatical surface form.

5.2.2.2 A three-syllable flat structure
In cases where there are three syllables, accotditige Word-and-Phrase level model (Chen

2000; Shih 1986; Shih 1997), after a disyllabictfloas been parsed from left to right, the
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leftover syllable is predicted to be incorporatetbithe disyllabic foot as we see in (10a).
According to the Word-and-Phrase level model, tteved output (23) in (10b) is
ungrammatical because binary parsing should be keftno right, not from right to left.
(10) A three-syllable flat structure
a. [e]e1e)

(oco)o  Binary parsing from left to right

(coc)  Incorporation

Prediction of T3S application:

wu wu wu
five five five ‘five-five-five’
3 3 3 uT
@ 3) 3 T3S
(2 2 3) T3S; ST

b. ooo

o(oo)  Binary parsing from right to left
(coc)  Incorporation

Prediction of T3S application:

wu wu wu
five five  five ‘five-five-five’
3 3 3 uT
3 e 3) T3S
*(3 2 3) No T3S; ST
C. 0G0

(coc)  athree-syllable foot built in one step (largentin in fast speech)

Prediction of T3S application:

wu wu wu
five five five ‘five-five-five’
3 3 3 uT

@ 2 3) T3S; ST

If a three-syllable foot is built in one step as see in (10c) without the step of incorporation,
a three-syllable foot is formed and T3S appliesifieft to right. The surface pattern in (10c) is
the same as that of (10a). That is to s&2,T@T3) can surface from either source. Therefore, a

three-syllable sequence will not allow us to disaguate by which parsing strategy the surface
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pattern T2T2T3) is obtained. Given that three-syllable is faghort, and might be easily parsed
in a three-syllable foot in one step, a surfacenfof (T2T2T3) may in fact be generated through
such parsing.

To summarize, we expect that in a flat structueg tonsists of three syllables, a three-
syllable prosodic domain will be built. If the sack pattern i$2T2T3, it could be derived
through left-to-right parsing followed by incorptica, or it could be by way of setting up one
domain in one step. If the surface pattern i$21B3, then it is derived from right-to-left binary
parsing followed by incorporation. In order to tdsectionality, it is necessary that we extend

the number of syllables.

5.2.2.3 A five-syllable flat structure

How do we know when and how an unfooted syllabie¢srporated into a neighboring foot?
As previously mentioned, the binary foot that tigarsed syllable is incorporated into signifies
the directionality (Chen 2000; Lin 2007; Shih 198&jh 1997). A four-syllable flat structure
does not allow us to test directionality since bynaarsing from either direction will predict the
same surface output2T3)(T2T3). A five-syllable flat structure, much like tkieree-syllable
structure, is ideal for testing directionality. FFrayw, let us assume that binary parsing strategy is
used, and when there is a leftover syllable aBercase of odd number of syllables, it is
incorporated into a neighboring foot. For odd numidfesyllables, there should be multiple
binary feet plus one ternary feet, which is theiltesf incorporation, at either edge as illustrated

in (11).
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(11) Odd number of syllables composed of multiple birfagt and one ternary foot
a. Left-to-right parsing

L0001 21 (e]e)e)

(Binary foot)(Binary foot)(Binary foot) ...Ternary foot)

b. Right-to-left parsing
[0 000000
(Ternary foot)... (Binary foot)(Binary foot)(Binary foot)

The derivations for a left-to-right parsing stratemd a right-to-left parsing strategy are in
(11a) and (11b) respectively. The ternary footndtee right edge in left-to-right parsing, and on

the left edge in the right-to-left parsing. We ntn to a five-syllable flat structure.

(12) A five-syllable flat structure

a. 00000
(o0)(oo)o Binary parsing from left to right
(00)(c00) Incorporation

Prediction of T3S application:
(T2T3)(T2T3)T3 T3S

(T2T3)(T2T2T3) T3S; ST

b. ooooo
o(o0)(o0) Binary parsing from right to left
(0006)(00) Incorporation

Prediction of T3S application:
T3(T2T3)(T2T3) T3S
*(T3T2T3)(T2T3) No T3S; ST

C. 00000
(coooo) five-syllable foot built in one step (largerrdain in fast speech)

Prediction of T3S application:

T3T3T3T3T3 uT
(T2T2T2T2T3) T3S: ST

If foot-building is from left to right, the leftovesyllable should be on the right edge, and

then it is incorporated into a neighboring footdan a ternary foot as in (12a). Hypothesis H

Direction L to R will be supported in this case.wver, if foot-building is from right to left, the

leftover syllable should be on the left edge, amasgquently it is incorporated into the
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neighboring foot to form a ternary foot as in (12Bnce at this point, there are no adjacent T3*,

T3S does not apply. If this is the case, HypothEgi®irection L to R will be rejected. It should

be noted thatT2T2T3)(T2T3), the reversal of two feet in the predicted acefpattern
(T2T3)(T2T2T3), is ungrammatical according to the Word-andaBarevel model.

As an unparsed syllable should be incorporatedanmteighboring foot, the surface pattern
(T2T3)(T2T2T3) implies a left-to-right binary parsing, and saface pattern (TRT3)(T2T3)
implies a right-to-left binary parsing. A five-sghile flat structure reveals the directionality when
there are two domains.

An additional surface pattermZT2T2T2T3) is possible. It shows that all the five sylkbl

are parsed in one step as in (12c). This outpud doesupport or reject Hypothesig H

Directionality L to Rbecause the hypothesis concerns the directiordlpyrsing binary feet.
One large domain parsing in this case, therefares ot qualify to test this hypothesis.
However, whether or not there is a bias of usinglrger domain parsing among different age
groups can be compared. We expect that it is efmsiadults than children to have the larger
domain parsing since adults can process a largeusinof information at one time. Among
children, we expect that older children have mdrihe larger domain parsing than younger

children.

5.3 Study 2: Flat structures
5.3.1 Method
5.3.1.1 Subjects
Sixty-six subjects were recruited in Taichung, Tawor this study. There are three age
groups: three-year-olds, five-year-olds, and adiléble 5.2 shows the distribution of the

participants.
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Table 5.2 Study 2: Distribution of the subjects

Age group N Age rang Mear Standard deviatic

3-yearolds 18 3;4-3;11 4:4 2.42 (mo.

5-year-olds 27 5;1-5;11 6;3 3.05 (mo.)
adults 20

5.3.1.2 Procedure

All children were tested individually in a quieaskroom in the kindergarten or in the home
of the child. Adult subjects were also tested imdinally in a quiet room. The elicited production
task lasted approximately 12 minutes for childieamj 6 minutes for adults.

Children were told that they were going to playaang. Some stuffed animals were
introduced to the children in the beginning in aribecreate a more friendly game-like setting.
The stuffed animals then were set aside on the &blf they were watching the child and the
experimenter play the game they were about to [agh subject sat in front of a laptop
computer which displayed a large colored digittles digit showed on the screen, the
experimenter asked the child what it was. This teasake sure that the child knew the digit and
could say it with the underlying tone correctly.elfask was to say a digit two times, three times,
and then five times. As simple as it may soundafitults, for 3-year-olds, or even 5-year-olds, it
may not be necessarily easy, especially in repgatitigit five times. Keeping track of how
many times the digit has been said and how mamgstitrstill needs to be said may give them
extra burden. The procedure below is followed geoto remove such burden for children.

Figure 5.1 Flat structures: A child’s hand, (ax)-for two, three, and five digits respectively
a. for two digits b. for three digits c. for five digits
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The experimenter said, “What's this? (pointinghe digit on the screen)” After the child
gave the answer, she was told to hold out one jumtdike the experimenter showed her, with
five fingers up straight. Then the experimentertlydsent down three of her fingers, leaving two
up (See Figure 5.1 (a)) and said, “You say it (pomto the digit on the screen) when | tap your
fingers, okay?” As two fingers were up, the chiggdsthe digit upon each of the two fingers was
tapped by the experimenter’s index finger.

After completing saying the digits two times, thgerimenter held out one hand again, with
five fingers up straight, and asked the child tdltmsame. She now gently bent down two of the
child’s fingers, leaving three fingers up (See Fggb.1 (b)). The child was told to say the same
digit, which was still on the computer screen, whtemexperimenter tapped her fingers. As three
fingers were up, the child said the digit when eafcthe three fingers was tapped.

Finally, the experiment once again held out onelhaith five fingers up straight. The child
followed. There was no need to bend down the chiidgers this time. With her five little
fingers up straight (See Figure 5.1 (c)), the expenter asked, “Are you ready? | am going to
tap (your fingers) now.” The experimenter proceedéén the child was ready. The child said
the digit five times in this final round. Each chivas familiarized with the task in a practice
session before proceeding to the experiment. (Pperdix B for Mandarin experimental
prompts and materials.)

For adults, it could be easily understood thattéis& was to say the digit shown on the screen
two, three, and five times. Adults saw the digittbe computer screen as well, but they were
instructed to say the digit two times, then thieees, and then finally, five times. There was no
need to hold out a hand, and saying the digit @is fimgers were tapped by the experimenter as

it was done with children. All subjects’ respongese recorded on a Marantz PMD660 with an
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Audio-technica miniature clip-on microphone (AT83CRrdioid Condenser Lavalier
microphone). (A second digital recorder, a SonyEEB0F, was used in case of technical
problems.)
5.3.1.3 Design
An elicited repetition task (Crain & Thornton 2Q@@cDaniel et al. 1998) is used in this
experiment. Digits are used in the task. Digitsrfrd to 9 are all single syllables in Mandarin.
Except for “5” and “9” which are in Tone 3, all thest of the digits are in Tone 1, Tone 2, or
Tone 4 (i.e. non-T3*). T3-digits “5” and “9” weresed as the test items, and non-T3 digits were
used as the control items and in the practice @@ssi
In the control items, the surface tones and thetyitg tones are the same because non-T3*
are not affected by T3S. In the test items, T3%apply according to how the string of syllables
is parsed. Surface tones will differ from undertybones due to T3S application. In (13) below,
we keep only the parsing information and predidetputs, which is based on the Word-and-
Phrase level Model (Chen 2000; Shih 1986; Shih L99¢&tailed derivations of the predicted
patterns have been presented and discussed i0/58i 2.
(13) Flat Structures in two, three, and five syllables
a. two syllables
(¢]9)
(o0) Binary parsing from L to R

T3T3> (T2T3)

b. three syllables

(e]e1e)
(oo)o Binary parsing from L to R
(o00) Incorporation

T3T3T3> (T2T3)T3> (T2T2T3)
Or T3T3T3> (T2T2T3)
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c. five syllables
00000
(00)(oo)o Binary parsing from L to R
(00)(c00) Incorporation

(T2T3)(T2T3)T3>(T2T3)(T2I2T3)
Or (T2T2T2T2T3)

For two-syllable items, the surface pattef2T3) derived through disyllabic foot-building
and through larger domain parsing in fast speeether same. For three-syllable items, the
surface patternf@T2T3) can result from disyllabic parsing followed imgorporation, or from
the larger domain parsing. In the five-syllablerténowever, the predicted larger domain parsing,
(T2T2T2T2T3), differs from the pattern derived from the sbgpstep binary parsing from left
to right followed by incorporation of the unfootsgllable as we see in (13c).
5.3.1.4 Materials

A sample control item and a sample test item afégare 5.2 (a) and (b) respectively. A
complete list of the experimental materials as waslthe instructions in Mandarin is in Appendix

B.
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Figure 5.2 Study 2: Saying a digit two, three, &ind times

a. Sample control item: a non-T3 digit “3” (Tone 1)

(i) two times
san  san
three three
‘three-three’

(ii) three times
san san  san
three three three
‘three-three-three’

(i) five times
san san san san  san
three three three three three
‘three-three-three-three-three’

b. Sample test item: a T3-digit “9”

(i) two times
jiu jiu
nine nine
‘nine-nine’

(ii) three times
jiu jiu jiu
nine nine nine
‘nine-nine-nine’

(iii) five times
jiu jiu jiu jiu jiu
nine nine nine nine nine
‘nine-nine-nine-nine-nine’

5.3.1.5 Coding

Two native speakers transcribed the data and cibdeanswers. Numbers 1, 2, 3 and 4 were
used in transcribing the four lexical tones, T1, T2, and T4, respectively. Data were coded in a
way to preserve the most available informationubjscts’ responses. The coding categories are
in (14).
(14) Coding categories for data analysis:
a. Included in the analysis:
i.  Correct application of T3S without missing any alles (missing syllables are indicated

by underscores in the coding).
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ii.  Incorrect application of T3S without missing anylayles
b. Excluded in the analysis:
i. No answer: Saying ‘Il don’t know’ or being silenttidut giving an answer.
ii. Non-target answers: Not saying the digit with #wgéted number of times (e.g. saying the
digit four times when it should be said three sine

iii. Pauses: Pauses between two T3*.

Answers with pauses between T3* were excluded ttweranalysis because a pause destroys
the T3S environments created. For the control itesnge T3S does not apply in non-T3 digits,
the surface tones are the same as underlying tdB8sapplication is irrelevant in the control
items. Sample answers for a T3-digit “9” and hoentfit in the coding categories are listed in

Table 5.3.
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Table 5.3 Study 2: Sample answers and their cachggories for data analysis

A T3-digit “9” Sample answers Included | Correct v/
(only tonal in the or
information is analysis?| incorrectx
included here)

a.Two times i. (23) 4 v

jiu jiu ii. (33) 4 x
nine nine ‘nine-nine’ . (22) v x
3 3 uTt iv. (32) 4 x
v. (34) v x

b. Three times i. (223) 4 4
jiu jiu jiu ii. (323) 4 x
nine nine nine ‘nine-nine-nine’ iii.  (333) v x
3 3 3 uT iv. (233) v x
v. (222) v x

vi. (232) v x

c. Five times i. (23)(223) 4 v
jiu jiu jiu jiu jiu ii. (22223) 4 4
nine nine nine nine nine  ‘nine-nine-nine-jji  (223)(235" v v
nine-nine’ iv.  (33333) v x

vi.  (22222) v x

vi.  (223)(22) v x

viii.  (23)(23)(2) v x

ix. (23)(23)(3) v x

x.  (3)(23)(33) v x
xi.  (23)p(23)p(2 x n/a

3)p(23)p(23)
(p = pause)

For statistical analysis, various error patternsawarther coded and placed under two basic
error categories, with the first category overrgdthe second one: (i) Over-application: over-
application of T3S at the right edge of the domeasulting in a T2 in the final-digit in the
sequence, and (ii) Under-application: under-appbosof T3S include non-application of T3S as
well as under-application of T3S in one or moredabjes. To know T3S is to know when to

apply the rule as well as when not to apply it. Titet category “Over-application” captures the

31 . . . .
Although this pattern is not predicted by the Ward-Phrase level Model, it was treated as a
correct pattern because the pattern was attesesbits.
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T3S errors made by subjects when they failed tog*sipplying T3S” at the rightmost digit in the
prosodic domain when the preceding digit(s) hadeogohe T3S. Errors of this type include
*(T2T2), *(T2T2T2), and *(T2T2T2T2T2), but are not limited to these.

Another common T3S error is under-application, ngmMESS is not applied when it should.
Examples of under-application errors include *(T3TF8T2T3T3), *(T2T3)(T2T3T3). Among
all the errors, there was a single error (*T3T2)[3T2) produced by a 3-year-old that fit the
descriptions of both error categories. As it wasidisd that “Over-application” overrides “under-
application” in our coding for error types, it wesded as an over-application error, rather than
creating a third error category of this single “eulR error type.

It is worth emphasizing that of all the errors magehe participants, there was only one
error *(T3T4) (for a sequence of two T3-digits) tira/olves another tone that is not T2 or T3.
This error is treated as “under-application” as & case of not applying T3S when it should.
Incorrect answers in Table 5.3 are used in Taldldds.presenting how errors were categorized

in the two error types for our error analyses.
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Table 5.4 Study 2: Sample T3S errors and theirmgpdategories for error analysis

A T3-digit “9” Sample errors (only Over-application

tonal information is| (O) or Under-

included here) application (U)
a. Two times i. (33) U
jiu jiu i.  (22) O
nine nine ‘nine-nine’ . (32) @)
3 3 uT iv. (34) U
b. Three times i.  (323) U
jiu jiu jiu ii. (333) U
nine nine nine ‘nine-nine-nine’ iii.  (233) U
3 3 3 uT iv. (222) 0]
v. (232) O
c. Five times i. (33333 U
jiu jiu jiu v jiu ii.  (23)(333) U
nine nine nine ninenine  ‘nine-nine-ning-iii. ~ (22222) @)
nine-nine’ iv. (223)(22) @)
3 3 3 3 3 uT v.  (23)(23)(2) 0O
vi. (23)(23)(3) U
vii.  (3)(23)(33) U

5.3.2 Results

In this section, we first report the answers thaterexcluded from the analysis. There were
no items excluded from 6-year-olds and adults.3Fgear-olds, numbers of excluded control
items and test items are summarized in Table 5d5Table 5.6 respectively.

Table 5.5 Study 2: Control items— 3-year-olds’adexcluded from the analysis

00 666 66660 Excluded total
No answer: 5 No answer: 5 No answer: 1 11
Non-target: O Non-target: O Non-target: O

Pauses: 0 Pauses: 0 Pauses: 0

Table 5.6 Study 2: Test items— 3-year-olds’ datawged from the analysis

GG 066G 66660 Excluded totz
No enswer: : No answer: No answer: 6
Non-target: 1 Non-target: O Non-target: O

Pauses: 0 Pauses: 0 Pauses: 1

Next, we turn to the results. We found that bdtidcgroups did well in the control items.

Unlike adults, however, children’s correct rategspred dramatically in the test items. In what
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follows, the results for the control items and tib&t items are presented and discussed.

5.3.2.1 Overall correct rates in control items andest items

All the subjects did perfectly in the control itemgh two, three, and five syllables.

Table 5.7 Study 2: Control items (non-T3 digits)

Number of oo 000 66600
Syllabley
Age % (N) % (N) % (N)
3 100 (33/33) 100 (33/33) 100 (37/37)
5 100 (54/54) 100 (54/54) 100 (54/54)
A 100 (40/40) 100 (40/40) 100 (40/40)

The fact that even the 3-year-olds did not havediffigulties in the control items suggest

that the task itself was not beyond what 3- an@&~plds could accomplish. More specifically,

even saying the non-T3 digit for the maximal tinfese times, in the experiment, appeared to be

easy for children. For T3-digits, while adults el in the test items (97.50% correct in two,

three, and five syllables), children’s correct sadeopped dramatically as we see in Figure 5.3.

Figure 5.3 Study 2: Total correct rates in condmadl test items by age

Correct rates in Flat Structures
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Since children did perfectly in the control itemM8S is the source of difficulties which
caused the dropping of correct rates in both dpitdips. There is only one acceptable surface
pattern, T2T3) and T2T2T3) for two-syllable and three-syllable test iteraspectively. These
predicted patterns match what adults producedaamdttested in children as well.

For five-syllable items, two predicted patterns @2T13)(T2T2T3) and T2T2T2T2T3),
with the former pattern attested in adults onlyd #re latter pattern attested in both child groups
and adults. An additional patterhAT2T3)(T2T3) was found in adults as well as children. Even
though it is not a predicted pattern, it is consdeas a grammatical pattern in our analysis
mainly because it was attested in adults. Totakobrates for each age group are calculated by
adding up the correct rates of all possible compatterns within each age group. The
information on the frequency of individual correettterns by age group is in Table 5.8. Figure
5.4 — Figure 5.6 in the next section present theesaformation in bar charts.

Table 5.8 Study 2: Test items (T3 digits)

Syllable 00 000 00000

Age (23) (223) (22223) | (23)(223) | (223)(23) Total

3 28.57% | 27.03% | 16.67% : 0% : 5.56%
(10/35) (10/37) (6/36) | (0/36) (2/36) 22.22%

5 59.26% | 66.67% | 61.11% : 0% 7.41%
(32/54) (36/54) (33/54) | (0/54) (4/54) 68.52%

Adults 97.50% | 97.50% | 70.00% : 22.50% : 5.00%
(38/40) (39/40) (28/40) |  (9/40) (2/40) 97.50%

5.3.2.2 Surface patterns in flat structures

Two T3-digits

Logistic regression analyses (see Appendix H) werelucted for correct responses as well

as incorrect responses in flat structures. In idlagws, the results for two-, three-, and five-

digits will be presented separately.
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The results show thaeis significant ¢hi square= 46.067p < .001with df = 2). For
correct surface patteff2T3 relative to errors, both 3-year-olds and 5-y&ds are significantly
different from adults in T3S application in two T8yits and they are less likely than adults to
have the correct surface patternf@fT3 (3-year-oldsOdds RatiqOR) = .010,p <.00%, 5-year-
olds:OR=.037,p = .002). There is a significant difference betw8eyear-olds and 5-year-olds
(OR= .275,p = .006).

Figure 5.4 Study 2: Correct rates of two T3-dipysage group

Flat structure: two digits
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g

0- 3-year- | 5-year- adults

olds olds

'm(23) 2857 | 59.26| 97.50

Even though it is a small domain with only two t8gi3-year-olds had a lot of difficulties.
Even 5-year-olds had a correct rate of only ab0&t.6~or the adults, the only one error that was

produced by one adult was *T2T2, a case of ovelicgimn.

Three T3-digits

The results show thaeis significant ¢hi square= 48.539p < .001with df = 2). For
correct surface patteif2T2T3 relative to errors, both 3-year-old and 5-yedss@are
significantly different from adults in T3S appliaat in three T3-digits (3-year-old®R = .009,
p <.00% 5-year-oldsOR=.051,p = .005). There is a significant difference betwBeyear-olds
and 5-year-olds@R=.185,p < .00J).
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Figure 5.5 Study 2: Correct rates of three T3-digif age group

Flat structure: three digits
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For the three-digit sequence, 3-year-olds had afldifficulties. Five-year-olds had a correct
rate below 70%. For the adults, the only one dhat was produced by one adult was *T2T2T2,

a case of over-application.

Five T3-digits

The results show thaigeis significant ¢hi square= 71.132p < .001with df = 6). For five
T3-digits, three surface patterns were attestedlults — larger domain parsing2223),
Binary-Ternary parsing2@)(223), and Ternary-Binary parsingZ43)(23). The last pattern,
Ternary-Binary parsing, is not predicted by the Wand-Phrase level model, but was attested in
all age groups with a low frequency (3-year-old56%06, 5-year-olds: 7.41%, and adults: 5%).

For both 3-year-olds and 5-year-olds, two surfeaitepns were attested — larger domain
parsing 22223), and Ternary-Binary parsing43)(23). The Word-and-Phrase level model
predicts left-to-right Binary parsing followed hycorporation of unfooted syllable, which results

in Binary-Ternary parsing?28)(223). Interestingly, this is the surface pattern thahissing in
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both child groups. The only error in the adult grotir2T2T2T2T2, was produced by the same

individual who had over-application errors in that and three-digit items.

Larger domain parsing—2@223)

For larger domain parsin@Z223) relative to errors, 3-year-olds and 5-year-@idsfound to
be significantly different from adults, and bothldhlgroups are less likely than adults to have
larger domain parsing (3-year-old3R = .008,p < .003;, 5-year-oldsOR=.069,p = .012).
Three-year-olds and 5-year-olds are significaniffieent OR=.110,p < .00J).
Ternary-Binary parsing—223)(23)

For Ternary-Binary parsing—223)(23) relativeto errors, 3-year-olds are found to be

significantly different from adultsgR= .036,p = .020) while 5-year-olds are n@R=.118,p

.112). The two child groups are not significardifferent from each othe©OR = .304,p

.195). Figure 5.6 shows the distribution of scefpatterns in the five-syllable item by age.

Figure 5.6 Study 2: Correct rates of five T3-didiysage group

Flat structure: five digits

oy

33132“ 53132“ adults
(223)(23)  5.56 7.41 5
7(23)(223) 0 0 22.50
(22223) | 16.67 | 61.11 70
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The most common surface pattern in all age grasifisel larger domain parsing. Five-year-
olds’ correct rates are below 70% and they aré&dan adult-like. The correct rate of about 20%
shows that 3-year-olds had a lot of difficultiegtwT'3S in the test items. The Binary-Ternary

parsing is missing in both child groups.

5.3.2.3 Errors in children

Since the adult correct rates for the two-, thraed five-syllable flat structures are 97.50%
(39/40), the T3S error analysis is focused on céilt errors by comparing 3-year-olds’ errors
to 5-year-olds’.

Children’s T3S errors were categorized under “oygplication” or “under-application” as
stated earlier. Do younger children and older chiitk errors tend to be one way or another? Or
does one error type occur more frequently tharother type in children? Figure 5.7 shows
children’s error rates by type.

Children’s error rates by type

Figure 5.7 Study 2: Children’s error rates by typ#at structures

Children's error rates by type in flat structures
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In Figure 5.7, a developmental trend can be cleansThe error rates decrease by age,
regardless of the error types. Three-year-oldparee to make over-application errors. Five-
year-olds’ T3S errors do not show a strong tendef@jther over- or under-application in three-
and five-syllable items. In the two-syllable itehmwever, they tend to over-apply the T3S rule.

Logistic regression analyses were conducted fddi&n’s error types in flat structures. The
results for two-, three-, and five-digits are atofws.

Two T3-digits

The independent variabégeis significant ¢hi square= 7.447 p = .024 withdf = 2). For
both error types relative to correct surface pat(€2T3), 3-year-olds are significantly different
from 5-year-olds (Over-applicatio@R = 3.100,p = .026; Under-applicatio®R = 3.986,p
=.026). TheDdds Ratiovalue indicates that 3-year-olds are about threest more likely than 5-
year-olds to over-apply T3S rule. They also are foues more likely than 5-year-olds to under-

apply T3S rule.

Three T3-digits

Ageis still significant in three T3-digit<hi square= 14.592p = .001 withdf = 2). ). For
both error types relative to correct surface pat(€RT2T3), 3-year-olds are significantly
different from 5-year-olds (Over-applicaticd®R = 6.400,p = .001; Under-applicatior®R =
4.400,p = .010). TheDdds Ratiovalue indicates that 3-year-olds are roughly Bre$ more
likely than 5-year-olds to over-apply T3S rule, dhdy are 4.5 times more likely than 5-year-

olds to under-apply T3S rule.

Five T3-digits
The results show thaieis significant ¢hi square= 24.496p < .001with df = 2). For the

error typeOver-application 3-year-olds are significantly different from 5ayeolds OR =
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13.875,p <.001). TheOdds Ratiovalue indicates that 3-year-olds are roughly et more
likely than 5-year-olds to over-apply T3S rule. T child groups are not significantly

different in the other error typ&lnder-application(OR = 3.237 p = .062).

5.3.3 Checking hypotheses
The adult grammar is ultimately what children vaittive at. The adult T3S patterns attested
in this study are compared against the surfacematpredicted by the Word-and-Phrase level

model. TheBinary parsing hypothesigi1) andIincorporation HypothesigHo) are supported by

adults’ answers ofl2T3) and T2T2T3) in the two and three T3-digit items respeciyglst as
predicted. No adults produced two T3* in the twdladyle items. The fact thaT2T3) was the
only response in the adult group indicates thanharlp foot is formed for two syllables. For
three-syllable items, if we had the answer typ2T3)(T3), it would be evidence against our

Incorporation HypothesiéHo) which states an unfooted syllable should be ipo@ted into a

neighboring foot, but it was not attested in aduls mentioned previouslyT2T2T3) pattern
have two sources—(i) larger domain parsing ottltig§ step-by-step parsing (binary parsing
followed by incorporation of unfooted syllable). Wannot be completely certain that the pattern

(T2T2T3) here is a result of incorporation. Neverthel#iss Incorporation Hypothesis gHwas

also tested in the five-syllable items, where thveas no ambiguity. We will return to this in the
later discussion.

For testing K, Directionality L to R five T3-digits were used. Even though we canrset u

three T3-digits to test directionality partiallydaeise we were unable to disambiguate the
sources of T2T2T3), the unattested pattern (TAT3) in adults sheds some light. (T3T3) is a
pattern that results from right-to-left parsind)dwed by incorporation of the first syllable that

is unfooted. As (TB2T3) never surfaced in the adult data, at this pewetdo not see any
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evidence of right-to-left parsing. To confirm whetlor not right-to-left parsing is indeed never
used in adults, we now turn to the results of fiNgit items.

In five T3-digits, the larger domain parsinl2lT2T2T2T3) is the dominant pattern across
age groups (adults: 70.00%, 5-year-olds: 31.11% 3ayear-olds: 16.67%). The non-fast speech
pattern T2T3)(T2T2T3) that the Word-and-Phrase level model prediets attested only in the
adult group, at 22.50%. Not a single child produttesl pattern. The fact that2T3)(T2T2T3)
was attested, but not (T2T3)(T2T3), gives strong evidence that it was left-to-tigarsing,

rather than right-to-left parsing. Hypothesig Biirectionality L to Ris supported by the adult
data. In addition,2T3)(T2T2T3) confirmsincorporation Hypothesi§H») that an unfooted

syllable is incorporated into a neighboring foot.

Interestingly, an unpredicted patteff22T3)(T2T3) was attested across all age groups,
with a small percentage (between 5% - 8%) in egehgaoup. We will return to discuss this
pattern in more detail in Section 5.3.4.

Lastly, even though there were a lot of T3S ernoihildren, it was clear that 3-year-olds
can change a T3 to a T2 when followed by anothelah@ they had correct rates between 20% -
30% for two, three, and five T3-digits. Five-yeddsohad correct rates at about 60% - 70% for
the two, three and five T3-digits. The results tdydranslate to an increase in the correct rate
by 40% in children’s T3S application in flat struts in two years’ time, from age 3 to age 5.
Five-year-olds are still in the process of mastethre use of the T3S rule and still do not have
adult-like performance. Hypothesis Bevelopmental Hypothesis supported by our

experimental results.
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5.3.4 Discussion

This section is divided into three subsectionsstFobservations of correct patterns attested
will be discussed in detail. Next, we turn our atien to T3S errors in children. Both attested
and unattested errors will be looked into in ortdeidentify any existing patterns in children’s
errors. Discussion on what can be learned fronKtieeet al. (2007) study as well as our current
study will conclude this section.

5.3.4.1 Correct surface patterns

(T2T3) and T2T2T3) are the predicted and attested patterns inMBvdigits and three T3-
digits respectively. For five T3-digits, both chidoups have two patterns, the larger domain
parsing T2T2T2T2T3) and an unpredicted patteff2T2T3)(T2T3) which was also attested in
adults. The predicted patterfidT3)(T2T2T3) was attested in adults, but not in children. A
summary table of the discrepancies is in Table 5.9.

Table 5.9 Summary of discrepancies between attestegredicted patterns in a 5-syllable flat
structure

06666 Predicted patterns Unpredicted pattefns
ST1 ST2 ST3

T3T3T3T3T3 UT 12T3)(T2T2T3) (T2T2T2T2T3) (T2T2T3)(T2T3)

3-year-olds X

5-year-olds x \ \

adults \ \ V

(Attested:V, unattested: x; shaded cells show the discrepancies between predicted patterns and
attested items.)

ST1 (T2T3)(T2T2T3): Children do not have the predicted patternthmlis not the most
frequent pattern.

ST2 (T2T2T2T2T3): It is a fast speech pattern according to tlerdAand-Phrase level model,
but in our experimental setting where fast speeab mot required, it was the most commonly

used pattern across age groups. Such results $ugeST2 does not necessarily occur only in
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fast speech. The claim is supported by the resuttse Kuo et al. (2007) study where larger
domain parsing was attested in slow, normal, astisigeech rates.

ST3 (T2T2T3)(T2T3): Neither left-to-right nor right-to-left pargircan account for this pattern
For the Word-and-Phrase level model to accounthigrpattern, modifications will be needed to
accommodate this pattern unless such pattern éded as ungrammatical. A possible
explanation may be that both binary and ternariydee available in flat structures. In other
words, upon knowing that the total number of sy#abs five, in the subject’s mind, the string is
divided into a binary foot and a ternary foot, &adh of which are available before the first
syllable is produced. If a binary foot is pickestj the patternT2T3)(T2T2T3) surfaces. If a
ternary foot is picked first, the patterhi2T2T3)(T2T3) surfaces. The ability of dividing a string
of five syllables into a binary foot and a ternéogt may be intuitive and automatic as “five” is
not that great a number. As the number grows, sgegkobably depend on some orderly way of
parsing the string of syllables. We explore sonteopossibilities of parsing odd number of
syllables in flat structures beyond the standaegwof left-to-right binary parsing in flat
structures as shown in Table 5.10.

Taple 5.10 Possible parsing of odd number of sidkalf left-to-right parsing is not the only
option

Number of syllables five seven nine eleven
60066 66066660 660666600 66666666660
a. Left-to-right (00)(0006) |(00)(00)(c06) |((00)(00)(00)(coo) ((o6)(o0)(00)(00)(co0)
parsing
(predicted)
b. Right-to-left (000)(006) [(o606)(006)(00) [(oo6)(06)(o6)(c0) (o00)(00)(06)(06)(00)
parsing
(not predicted)

c. Ternary parsing n/a n/a (co0)(0006)(060) n/a
when it is possible

d. Bi-directional n/a |(oo)(ocoo)(oo) (o0)(oo)(coo)(co) ((o0) (o0)(o6)(co06)(00)
parsing (56)(056)(00)(06) (00)(00)(c50)(55)(00)

(06)(c006)(00)(00)(00)
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In (a) and (b) in Table 5.8, a ternary foot is ba tight edge for left-to-right parsing, and on
the left edge for right-to-left parsing. In (c)st@ing of nine syllables is potentially good for
ternary parsing, with three evenly divided terni@st. It is not clear if the bi-directional parsing
in (d) does happen as it requires the parsing ting@pposite way at the same time.

Even though binary parsing gives a perfect foatcstire, it may not necessarily always
precede other types of feet. In our daily life, seenetimes have a string of digits to read out, as
in the case of phone numbers, social security nusnbed credit card numbers. In these cases,
hyphens to break up the string are placed in thigenrform. For a seven-digit phone number, it
is normally in the form of XXX-XXXX. For social secity numbers, it is XXX-XX-XXXX.

And for credit cards, we commonly see XXXX-XXXX-XX¥XXXX. Notice that each chunk

of the digits in these examples is composed of tiuee, or four digits. This may indicate that
for five digits and beyond, dividing the sequena® imultiple units helps us process the
information more easily. Is it possible that a #dkgit unit and a four-digit unit are as accessibl
as a two-digit unit? | believe the answer is, “vikgly” as we survey additional supporting
evidence as follows.

First, Cowan et al. (2007) also points out the gméstion of phone numbers in the form of
#HHE - #####, and suggests that there exists sonegeguping process to help retrieve the digits
by reducing the number of chunks (Cowan et al. 200@wan et al. (2007) reported that in the
(Ericcson et al. 1980) study where an individuaswained to increase his digit span up to 80
digits within a year, the person learned to repdatt 20 digits in months, which was said to be
learned through grouping 3 or 4 digits into newrdtsy and later the chunks are further grouped
into super-chunks (Cowan et al. 2007). This provisigpporting evidence that a three- or four-

digit chunk is a legitimate chunk. It is robust audive in the initial digit-grouping.
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Second, consider again the case of phone numbeérsoaral security numbers. In these
series of digits, a three-digit unit precedes st of the units composed by two and/or four
digits. A three-digit chunk may precede chunks fedrby two or four digits, which is contrary
to the notion of incorporation of the unfooted aple on the right edge when the left-to-right
parsing is followed. One may argue that foot-buidgdhas to do with syllables, and not all digits
are of the same number of syllables. Such argummeatisonable. “Zero” and “seven” are the
only two digits that are disyllabic among digits-@ in English. Without any hyphens in digits
that are in the written form, number of syllablegynhave an effect on how the digits are parsed.
However, in Mandarin, digits 0 — 9 are all monoalyit, so there is no such concern. The surface
pattern T2T2T3)(T2T3) which was attested in our data was not as wesIsome might have
thought if we take into consideration that groupiigits in units of two or three is common. The
ternary foot in this case then is possibly the ltesfua digit-parsing strategy, rather than a
product of a binary foot followed by incorporatiohan unfooted syllable.

While binary parsing works very well in even-numbglables such as two or four syllables,
ternary parsing will not be very useful in suchieowment. However, if the even number
happens to be a multiple of “three,” then ternaayspg is available as binary parsing is
available. Take a six-syllable string for examjiepay be parsed in three binary feet
((oo)(o0)(00)) or in two ternary feet §ooc)(ococ)). This does not mean that any parsing strategy
can happen randomly. There should be a certair,deh as honoring the directionality “left-
to-right” or using binary foot or ternary foot onlyshen the context allows.

Before we close this section, it should be poimetthat it is possible that the Ternary-
Binary parsing T2T2T3)(T2T3) is a pattern used only by Taiwan speakersydich children

and adults. Only when such parsing strategiesoanedfin Mandarin speakers from other regions
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could we be more certain that ternary feet indeedagailable for parsing digits. Future studies
can test whether this pattern is also found intadnlMandarin speakers in other regions where

Mandarin is spoken.

5.3.4.2 T3S Errors

T3S rule involves T2 and T3 only, and the other l&acal tones, T1 and T4 are irrelevant.
Among all the adults, there were three error tolarm/er-application from the same individual
(*T2T2,*T2T2T2, *T2T2T2T2T2). When children make T3S mistakes, what is thareatf
the mistakes they make? We found in children’s answa great variety of T3S errors, which is a
rich source through which we can have a peek irtat\they do when they parse and produce
flat structures.

Of all the responses in the test items, only oner@vas found to be involved with a non-
T3— *T3T4, which was produced by a 3-year-old fayisg two T3-digits (target answer:
T2T3). One possibility is that the child knew thatTB3was ungrammatical after the first
syllable had been produced. In order to meet theirement of “no adjacent T3*” in the T3S
rule, one thing that could be done was to changedhe of the second syllable because it was
too late to change the first syllable. If this wasat happened, it actually indicates that the child
knew that two T3* standing next to each other d,lzad he used his own repair strategy.
Except for this single error made by one childila T3S errors children made involve T2

and/or T3. We now turn to these errors in the ocdrdétwo, three and five digits.
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Two T3-digits

If we assume that children know that only T2 andaf@involved in their T3S application,
then for a sequence of two T3-digits, there are {two slots with two possible tones 2:2
combinations) different combinations with only Ti2T8 in each slot as shown in (15).

(15) Four possible combinations of T2 and T3 in two T@itd

*T2T2 *T3T2
T2T3 *T3T3

Only one surface pattern is grammatid@;T3. All the other three combinationsI2T2,
*T3T3, and *T3r2) were found in our child data. For comparisonhaf trequency of each error
type, the number of tokens of each error typevildd by total tokens of errors. The frequency
of the error types are calculated separately fpe@-olds and for 5-year-olds. We found that
*T2T2 is the most common (3-year-olds: 61.54%; 5-yeds:060.87%), followed by T3T3 (3-
year-olds: 34.62%; 5-year-olds: 30.43%) in bothcchroups. *T3 2 is less common (8.70%)
and was attested in the 5-year-olds only. It appteat for both age groups, in a two-syllable flat
structure, they are prone to over-apply T3S rullearathan under-apply it.

*T2T2 and *T3r2 both meet the requirement of “No adjacent T3*d amthis regard, this
type of errors show that the child has certain Kedge about T3S, though it may not be
complete knowledge, namely, they know that theeeatternations between T2 and T3, but they
do not know the right time to use one tone or the For *T3 2, it may be that the child
realized that T3S should have been applied afeefitst syllable had been produced in the
underlying tone, T3. To avoid two adjacent T3*, #eeond syllable is changed to a T2. This is

possibly a repair strategy used by the child.
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*T3T3 violates T3S, and children who had this tgerrors may or may not be aware of it.
It is possible that the grammar was in place, batdhild did not produce it correctly, and did not

attempt to repair the error after it was produced.

Three T3-digits
For three T3-digits, there are eight (three slath two possible tones -—3200mbinations)

different combinations of T2 and T3 in the sequesé (16).
(16) Eight possible combinations of T2 and T3 in thr@edlgits

*T2T2T2 *T3T2T2

T2T2T3 "T3T2T3
*T2T3T2 *T3T3T2 (not attested)
*T2T3T3 *T3T3T3

Except for *T3T3 2, all patterns were attested in this study. Thelipted surface pattern
T2T2T3 is attested in all age groups. Children haveptteern of T32T3, but not adults.

The pattern TB2T3 does not violate what T3S prohibits, two adjadedt in the domain. If
binary feet are built from left to right, followdwx) incorporation of unfooted syllable, T3T3
should not have surfaced. Two possible explanafimn§3T2T3 are the following:

(i) Syllables are parsed from right to left, éalled by incorporation of the unfooted syllable.
T3T3T3> T3 (T2T3)> (T3T2T3)

(i) The directionality is from left to right, bdirst, the leftmost syllable is somehow parsed
as a degenerate foot, and then the other twdobsHiaare parsed as a binary foot.

T3T3T3> (TI)T3T3> (T3)(T2T3)

For 3-year-olds, ¥2T2T2 is the most common (55.56%), followed by *T3T325.03%)

and the other error types are much less commonvh&do). For 5-year-olds, *T3T3T3 is the
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most common (31.58%), followed by2T2T2 (21.05%) and ¥2T3T2 (21.05%), and the other
types of errors are less common (below 6%).

The error type T2T3T2 is as common asl2T2T2 in 5-year-olds. As previously suggested
in errors of *T32 and *T3T4 for two T3-digits, T2T3T2 may be a child’s repair strategy for
three T3-digits in order to avoid two adjacent E3ter the second syllable had been produced in
T3. It was one way out, even though it was notgurfTo the child, it could be a better choice
than *T2T3T3. Another possibility of the source oF2T3T2 may be due to child’s expectation
of alternations between T2 and T3. Children magfabdliar with binary foot building, and a
string of multiple binary feet such aBT3)(T2T3)(T2T3)(T2T3) has a good rhythm in the
alternation of the tones. In a three-digit sequetieechild had to end it (probably unexpectedly)
at the third digit as she realized there were ncendagits after that. Later in the five-digit items

we will again examine the error type of alternasitretween T2 and T3.

Five T3-digits

For five-digit items, the Binary-Ternary parsing2({3)(T2T2T3), is missing in both child
groups. Predicated by the Word-and-Phrase levekimtte pattern is obtained by binary
parsing from left to right followed by incorporati@f the unfooted syllable on the right edge. In
adults, 22.50% of the correct answers are of taitem, with the larger domain parsing
(T2T2T2T2T3) being the dominant pattern. Ternary-Binaryspay, T2T2T3)(T2T3), is the
least common, with only 5%, in adults. As adubegh is the language input for children, and if
frequency of each surface pattern plays a rols,iittriguing that children have the most and the

least frequent patterns attested in adults, buthesecond common pattern.

For five T3-digits, there are 32 (five slots witha possible tones =5200mbinations)
different combinations of T2 and T3 in the sequenghout any knowledge of how to parse
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feet and how to incorporate an unparsed syllabkchance is 1/32 (3.125%) to correctly choose
a particular surface pattern that is desired. Haethat children did much better than 3.125%
show that they had some knowledge of T3S. It wasusb by chance that they applied T3S
correctly when they did. Even when they did notla@3S correctly, their errors reveal a
substantial amount of information. We now takeaset look at what we can learn from
children’s errors.

We know that there are 32 combinations of T2 andhT@5-syllable sequence. With three
correct surface patterns, we have 29 patternsdedt,all of these are errors. In our study, only 11
error patterns were attested. To better understdaydsome error patterns surface, while others
do not, let us remember what T3S requires, and thieatonsequences are if the requirements
were not met. Simply put, what makes a bad patiad? Following what T3S requires, the
result should meet each point listed in (17), rélgms of how many feet are parsed in a flat
structure.

(17) Summary of characteristics of expected surfacepatwhen T3S is correctly applied
a. Initial syllable is a T2.
b. The final syllable is a T3.

c. No adjacent T3* within the same domain

Not correctly applying T3S naturally will not geaés the expected result listed in (17). A
summary of what is helpful in categorizing possieor types is in (18), which is the opposite

of (17).
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(18) Summary of characteristics of ungrammatical pasterhen T3S is not correctly applied
a. “*Initial syllable isa T3
b. *Final syllable isa T2

c. *Adjacent T3* within the same domain

Notice that an ungrammatical pattern does not bawave all of (18a), (18b), and (18c).
With just one of them, the pattern is ungrammatidaome error patterns surface, while others
do not, maybe some errors are better than othecenfenient way to help us better understand
the attested and unattested error patterns isetthesconcept of violation in Optimality Theory
(Prince & Smolensky 1993/2004), and regard (18ab), and (18c) each as one violation of
T3S. We assume that an error pattern with one tiwolas better than another error pattern with
two violations, which in turn is better than yeb#mer error pattern with three violations.
Without further complicating the picture, violat®m (18a) — (18c) are treated as equally bad
(they are neither ranked nor weighted.)

Table 5.11 lists all 32 combinations of T2 and m&ifive-syllable structure. The patterns
are further divided into grammatical and ungramostpatterns, attested and unattested patterns,
and other sub-categories. The digits in Table ldicate the surface tones (ET@T2T2T2T3

is represented as 22223.)
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Table 5.11 Study 2: 32 combinations of T2 and T8 five-dig

it sequence

Attested (14 patterns)

Unattested (18 patterns)

Grammatical (3 patterns)

Ungrammatical (11 patiel

ndngrammatical (18 patterns)

In children and adults:
22223
22323

Only in adults:
23223

Characteristics of ungrammatical patterns:
a. *Initial syllable in T3 (*Initial T3)
b. *Final syllable in T2 (*Final T2)

c. *Adjacent T3* (*T3T3)

In children and adults:
*22222 (one violation)

Only in children:

In both child groups:
*22322 (one violation)
*22333 (one violation)
*33333 (one violation)

In 3-year-olds only:
*22232 (one violation)
*23333 (one violation)
*33233 (two violations)
*33232 (three violations)

In 5-year-olds only:
*23232 (one violation)
*23233 (one violation)
*32333 (two violations)

Not in children or adults:

Three violations (4 patterns):
*Initial T3, *Final T2, *T3T3:
*32332
*33222
*33322
*33332

Two violations (9 patterns):
*Initial T3 and *Final T2:
*32222

*32322

*32232

*Final T2 and *T3T3:
*23322
*22332
*23332

*|nitial T3 and *T3T3:
*33223
*33323
*32233

One violation (5 patterns)
*Einal T2:
*23222

*|nitial T3:
*32223
*32323

Adjacent T3*:
*23323
*22233
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From Table 5.11, we know that the errors 3-yeas-ohdde include one, two, and three
violations. For 5-year-olds, their errors includeewiolation and two violations. For the only
adult that made the error *T2T2T2T2T2, it was aoreof one violation. It shows that the
younger the age, the higher number of violatiorseaps to be tolerated.

An interesting discovery is that, our child subgkmew what kinds of errors are “better
errors” to make. That is, when they made a T3S eeroors of fewer violations had a better
chance to be picked than errors of more violatidimss point is demonstrated by the percentage
of an error to actually surface in our participant¥able 5.12. The numbers of possible patterns

and attested patterns for calculating the “survigtg of error patterns” is obtained from Table

5.11.
Table 5.12 Study 2: Percentages of attested aritestead error patterns in children
Errors by Number | Number | Total Percentag: | Percentag | Total
number of T3S | of of number of | of attested | of
violations attested | unattested| possible patterns unattested
error error error (“survival | patterns
____________________ pattern.___| pattern____| pattern. __jrate”) | | |
Calculation (A) (B) (C=A+B) (D=A/C)] (E=B/C) (D+E)
Three violations 1 4 5 20.00% 80.00% 100%
Two violations 2 9 11 18.18% | 81.82% 100%
One violation 8 5 13 61.54% 38.46% 100%
Total 11 18 29 n/a n/a n/a

Of all of the 13 possible error patterns of ondation, eight of them surfaced (61.54%).

Errors of two or three violations surfaced at a mlosver rate, with 18.18% and 20.00%

respectively. In other words, the higher the nundfesiolations, the less likely it is to be attekte
This indicates that even though children made T&S%akes, the mistakes were not just random
mistakes.

Are there particular error types that children@mene to make? For 3-year-olds, the most
common error type isF2T2T2T2T2 (60.71%), followed by *T3T3T3T3T3 (14.29%). Alleéh

other error types are of low frequency (0% - 7.14B6y 5-year-olds, the most common error
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types is *T3T3T3T3T3 (41.18%), followed by 2T2T2T2T2 (17.65%) and F2T3T2T3T2
(17.65%). The results echo what we had seen prslyiauthe three-digit items. Based on
frequency of children’s error types, the profiles aave for 3-year-olds and 5-year-olds can be
summarized in (19) and (20) respectively.
(19) Three-year-olds
Using sandhi tone for all syllables (60.71%) Isedter strategy than using underlying
tones for all the syllables (14.29%).
(20) Five-year-olds
a. Using underlying tones for all the syllables (424)8s a better strategy than using sandhi
tone for all the syllables (17.65%).
b. Alternation strategy (alternating between T2 andnT& string of syllables, 17.65%) is as

good as using sandhi tone for all the syllabl&sg3%).

While *T2T3T2T3T2 was one of the favored strategies in 5-year-adsh pattern is non-
existent in 3-year-olds. At age 3, they might natdrnoticed the alternation strategy that 5-year-
olds have noticed. At this young age, they alschiriog better at maintaining the same tone in a
sequence (e.gT2T2T2T2T2 or *T3T3T3T3T3). At age 5, children not only havaticed the
option of alternation strategy T2T3T2T3T2), they are more mature in terms of articulatory
development and can manage alternations betterytharger children could. T2T3T2T3T2 is
not the only error pattern of alternations. T2I3T2T3 is also a pattern that alternates between
T2 and T3. However, it never surfaces. The absehtlas pattern provides indirect evidence
that the parsing is from left-to-right, rather tHifaom right-to-left.

Of the eleven attested error patterns, 72.73% J&fel the result of one violation, 18.18% is

a result of two violations (2/11), and only 9.09%1(1) is a result of three violations (occurred in

164



3-year-olds only). It is evident that children’sarpatterns were attended to, rather than
produced carelessly. Their production of T3S ih $tauctures, even when the attempts did not
succeed, was governed by the grammar of T3S thastithmaturing.

In all unattested error patterns, about 80% ofktiers of two and three violations did not
appear in children’s production. That means théddren were aware of the degree of “badness.”
Their errors of one violation may be bad, but exrirone violation are closer to the target than

other errors that are relatively worse.

5.3.4.3 General discussion

This current study as well as the Kuo et al. (269uddly provide much needed empirical data
for us to better understand T3S in flat structuBsth studies support the areas where
predictions made by T3S theories match the empieridence. In a number of areas where
predictions did not perfectly match the experimedéda, the findings raise issues that need to be
addressed in future work. The findings of the Kuale(2007) study and the current study are
checked against predications made by the Word-dndsE level model. The summary is in

Table 5.13.
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Table 5.13 Checking empirical data against thezakpiredictions

T3S application in flat
structures predicted by
the Word-and-Phrase
level Model

(Kuo et al. 2007)

Flat structure (2, 3, and 4 digits)
embedded sentence-initially,
followed a T3you‘there is’) in a
carrier sentence

This current study
Flat structures
(2, 3, and 5 digits)

unfooted syllable

a. Binary parsing Evident in sequences of five Yes
adjacent T3*, but not very clear
in three and four adjacent T3*

b. Incorporation of the | Yes Yes

c. Directionality:
from left to right

Yes

Yes, but there was an extra
pattern in five-syllable items
that could not be accounted
for by left-to-right binary
parsing.

in fast speech

d. Larger domain parsing Larger domain parsing occurred

in slow, normal, and fast speech

rates.

Larger domain parsing
occurred in normal speech
(the experimental setting).

One may wonder whether or not the experimentaldesifects the results in Table 5.12. In

the next two subsections, this possibility is Dyiefiscussed.

T3S in flat structures in the Kuo et al. (2007) sty

Two main areas the Kuo et al. (2007) study invastig are (i) the phonetic nature of the

derived T2 and a true T2, and (ii) how T3S is aggpin flat structures. Embedding a flat

structure in a carrier sentence does not havefaat& (i), but may have an effect on (ii). When

the number of adjacent T3* is small, the string8f may be prone to be parsed in one domain.

However, as the number of adjacent T3* grows, sepey the syllables into multiple prosodic

domains is inevitable.

Schematically, the sentence in (21) representst atilucture composed of an odd number of

syllables (digits) being embedded sentence-inytiall
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(21) Odd number of syllables in a flat structure embéddea sentence

Liang liang ... liang liang liahg you meiyou?
Two two ... two two two thereisthereisnot ‘hete two-two-...
-two-two-two?’
3 3 3 3 3 3 2 3 uT
a. @ 3) (2 2 3) 3 2 3) ST1
b. @ 3) (2 2 2) 3 2 3) ST2
c. *2 3) @ 3) @2 3) (2 3) ungrammatical

In the flat structure, syllables are parsed inlthgyc feet from left to right, leaving the last
digit unparsed. Then this unparsed syllable isrpoated into the disyllabic foot that precedes it.
The result is ST1. In (21b), when T3S applies actbs last two prosodic domains, ST2 results.

In (21c), it appears that disyllabic feet are fodmécely; however, the right-most digit in the
sequence is “detached” from the rest of the digtien it joins the following syllable in the non-
flat structure to form a disyllabic foot. The exdtian of this syllable out of the flat structure is
most likely to be responsible for the ungrammaitigalf the potentially perfect binary parsing.
The dangling unfooted digit at the edge of the sega should join the members of its own kind
(i.e. digits), rather than being “given away” tgydlable in the non-flat structure, even if that
allows the formation of a perfect binary foot. Tunegrammaticality of (21c) strongly indicate
that T3S is dependent on syntax even in this cémsganboth structure-less flat structure and
structured carrier sentence are present.

To eliminate the effect a carrier sentence may loewvthne T3S application in a flat structure,
the syllable(s) immediately preceding and/or foilogvthe flat structure may be restricted to
non-T3* (T1, T2, or T4). In that case, the T3S agilon in the flat structure will not be affected
by a neighboring T3 in the carrier sentence.

How does T3S apply in a flat structure that is seatence when one or more T3* are on
either side, or even both sides (of the flat stme? The location of the flat structure can be at

the sentence-initial, sentence-medial, or senténe¢position, so shifting the location of the
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flat structure will allow us to learn how the flttucture interacts with neighboring syllable(s)
from outside the flat structure. By manipulating thcation of the flat structure, as well as the
number of adjacent T3* within and outside the $imticture, it may help us understand more of
the nature of T3S application. In the literaturiscdssion on flat structures are generally
restricted to pure flat structures, so the (KualeR007) study initiates an area in T3S that had

not been previously explored.

T3S in flat structures in the current study

Our experimental work focuses on flat structuresaaf, three, and five digits. Existing T3S
literature on flat structures commonly agree onléffteto-right binary parsing, followed by
incorporation (Chen 2000; Lin 2007; Shih 1986; SI#97). We provide data from both
children and adults in their application of T3S. \Whhe surface patterns for two- and three-digit
flat structure matched the predicted patterndherfive-digit flat structure, in addition to theaw
predicted patterndI@T2T2T2T3 andT2T3T2T2T3) predicted by the Word-and-Phrase level
model, a third pattern was attest@@2T3T2T3). For future studies, the number of digits can
be expanded to test whether or not there is indeelternative parsing besides the conventional
parsing predicted by the T3S models.

In our study, 5-year-olds are not yet adult-likatufe studies can study children of a wider
age range, preferably including children beyone fpears old. This will allow us to learn
approximately at what age children become adudi-lik addition, the tasks were purposefully
kept simple in our study for the youngest age gneap three years of age. For future studies, if
it is appropriate for the participants’ ages, teges of digits can be made longer, or more
complicated with different digits in the same gir{ie.g. instead of 555555, use 595959 or

555999). T3S in odd number of digits (e.g. 3, 3 djgits) and even number of digits (e.qg. 2, 4,
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6, 8 digits) can be compared. Do subjects condlgtase the same strategy for odd number of
digits, or even number of digits? For example,imaky parsing used consistently in even
number of digits? In cases where incorporatiorrésligted in odd number of digits, is it found
true in speakers’ production? In the number ofabj#s where both binary parsing and ternary
parsing are possible as in a 6-digit sequencethai only binary parsing is used? These are
some appealing questions future research on T8&tistructures can ask.

For the unexpected patterRi2T2T3)(T2T3) attested in the experiment, without further
evidence, we could only offer a plausible explasrathat both binary feet and ternary feet are
robust. In the case of five syllables, to divide #tring into two domains, it is either “2 + 3” or
“3 + 2,” and since “five” is not a large numberetbalculation could happen in the speakers
mind instantly or automatically. It would be vengeresting to see what speakers do in a seven-
syllable flat structure, which is ideal for testiwether binary parsing goes before ternary
parsing in the beginning. A study using seven-digfquence may have to minimize the possible
bias of phone-number reading. A bias that comes fidhabitual way of grouping 3 digits
followed by 4 digits in such case may not be vexgyeto eliminate.

A nine-digit sequence potentially has even moresibdgies of how syllables can be
chunked. The pattern predicted by the Word-andgehievel model is three binary feet followed
by a ternary foot (2+2+2+3), with a total numbefair feet. Is it possible that the sequence is
divided into three ternary feet (3+3+3)? An evembar of digits can be equally interesting and
it does not have to be always divided into binastf An example is the 10-digit cell phone
numbers in Taiwan, and the sequence is typicabhiikdm down as XXXX-XXX-XXX, which has
three feet only. With a long string of digits, streasonable to maximize the number of digits a

domain can accommodate, and yet for each domaarp#d has to be manageable for the
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speaker. This may in fact be a better option tledlowing binary parsing and have five small
feet identical in size. Linking T3S in flat struots and how short and longer sequence of digits

are divided is an area still to be explored.

5.4 Conclusions

For the control items, 3-year-olds, 5-year-olds] adults all did perfectly (100% correct rate)
showing they all understood the task. In the tesh$, adults had a 97.50% correct in two-,
three-, and five-digit flat structures. Binary pagsand incorporation of the unfooted syllable
were supported by our data. Nevertheless, in tleedyllable item, an unpredicted pattern was
attested in all age groups.

We found also in the five-syllable item the lardemain parsing pattern was the dominant
pattern in all age groups. This suggests that tatgmain parsing is not restricted in fast speech
only.

In our study, 3-year-olds’ correct rates in the iesgns in two, three, and five syllables were
between 20% and 30%, while 5-year-olds’ were betv&E®6 and 70%. A developmental
pattern is clear. At age 3, children have the kraolgé of changing a T3 to a T2 when followed
by another T3 in flat structures, but at age Sdcen still are not adult-like. An investigation of
carefully sorting out children’s T3S errors prowasty interesting. It is true that children had
difficulties with T3S application, especially they8ar-olds, but they were not just making errors
randomly. Even when they made errors, those ewers the “better” kind of errors. The correct
patterns they produced and the errors they made gaarerned by certain principles or restricted

by a range of constraints.
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CHAPTER 6

NPS AND EVIDENCE FOR A SYNTACTIC PARSING

6.0 Introduction

In the previous chapter, we examined contexts withrdernal structures that require non-
cyclic T3S application. As most utterances humaosyce have internal structures, when T3S
is applied, most likely, it is a case of T3S apgiicn in a structured phrase or sentence. In this
chapter, we focus specifically on short NPs, aexnitn which T3S should be applied cyclically.
In the next chapter, we will look at sentences whemixture of cyclic and non-cyclic strategies
is needed.

At the level of NPs, prosodic domains for T3S havbe built from the innermost
constituents outwards. T3S outputs depend on thiasyc structures because the prosodic
parsing is built based on it. Within NPs, a speaKeBS surface patterns reflect how the T3S
structure was built. The rest of the chapter isorzed as follows. | begin in section 6.1 with
some linguistic background on cyclic T3S applicasiat the Word level, and then | show how it
works in various noun compounds and NPs. Secti®dp@&sents research questions, hypotheses,
and predictions. Our experimental study on NPa {Seaction 6.3, the major section of this
chapter. The results and detailed discussionslsoarecluded in this section. Finally, Section 6.4
concludes this chapter with a summary of the figdin
6.1 Linguistic background
6.1.1 Cyclic T3S application at the Word Level

According to the Word-and-Phrase level model (C2@00; Shih 1986; Shih 1997), T3S is
cyclic at the Word level, which includes simple neucompound nouns and complex nouns.

Complex nouns refer to ‘modifier + noun,’ suchxao laoshusmall mouse’ (Lin 2007:207).
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Lin further clarifies that, although a noun witlnadifier is often treated as a noun phrase
syntactically, in this T3S model, compound noumsnplex nouns [modifier + noun], along with

simple nouns are treated as words, instead of ehi&sn 2007:207). ‘Modifier + noun’ and
: 3 . . .
‘verb + resultative complemenzt constructions are taken as lexical, instead oaghl

constructions, because they behave like integxiadellaitems33 phonologically (Chen 2000:387).
Verbs are typically treated at the phrase leveepkior the verb compounds (exizao‘take a
bath/shower’ andunzhadto look for’) and ‘verb + resultative complemembnstruction
mentioned earlier. We restrict the contexts ofingstyclic T3S application only to NPs in order
to keep the experimental task simple for childtarthe rest of the chapter, we investigate cyclic
T3S application in NPs only (including compound nguand compound verbs will not be
discussed further. It should be noted that alletkeemples in this chapter are examples of T3S
applications at the Word level. Therefore, in thesgntation of the examples, the distinction
between the Word level and the Phrase level willogoincluded. In the next chapter where

examples at the sentence levels are presenteddmiicittion will be made for clarity.

6.1.2 Compound Nouns and NPs
In this section, cyclic T3S application in composrahd NPs of various structures and length
are exemplified in (1) — (7). Focus will be placadthe cyclic foot-building, and the possibility

of larger domain parsing in fast speech is notfocus here. Thus, the fast speech pattern is not

32 An example of the structure of “verb + resultatbeenplement” is as follows whevean
‘finish’ is a resultative complement to indicate thtate/result of the action.

[chi wan]

eat finish ‘done eating’
33 Chen (2000:387) indicates that “modifier + nountldwerb + resultative” constructions
behave like integral lexical items. This meanstthe elements of each of the structures above
are grouped together. The two elements will begzhns the same prosodic domain in T3S
application.
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included in the following examples, predicted bg WWord-and-Phrase level Model. Cyclic

application in (1) and (2) gives different surfgadterns.

@) PN

o0 (9)
[[lachu]  wei]
tiger tail ‘tiger tail’
3 3 3 uT
2 3) 3 T3S
2 2 3) Incorporation; T3S, ST
*3 2 3)
’ VN
o (0)0)
[paper [laohul]]
paper tiger ‘a tiger made of paper; paper tiger’
3 3 3 uT
3 2 3 T3S
(3 2 3 Incorporation; No T3S, ST
2 2 3

In (1) and (2), we see two three-syllable noun-ncompounds. In (1), we see a disyllable
noun followed by a monosyllabic noun. T3S first lggpin the innermost constituent, the
disyllabic noun. In the second cycle when the mgitalsic noun is incorporated, T3S applies
again, resulting in th€2T2T3 surface pattern. In (2), it is a monosyllabicndollowed by a
disyllabic noun. Again, T3S applies to the innertramnstituent, the disyllabic noun. When the
monosyllabic noun preceding it is incorporatedhia hext cycle, T3S does not apply because
there are no adjacent T3* now. The pattadr2aT2T3) in (2) may be grammatical to some native
speakers, but not others, though such pattern eaeiived in the Word-and-Phrase level model
through larger parsing in fast speech. The resiltise current study will provide some answers

to this question.
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Next, let us look at phrases in (3) — (6) whicha@teomposed of four syllables. Their
internal structures differ, however. We will seatti3S starts in the innermost constituents in

these NPs consistently.

3)
[xiao  [[lao-hu] wei]]
small tiger tail ‘small tiger tail’
3 33 3 uT
3 23) 3 T3S
3 (2 3) Incorporation; T3S
3 22 3) Incorporation; No T3S, ST
(2 3)(2 3)
4)

[xiao  [[duan tui] gou]]

small  short leg dog ‘(@) small short-legged dog’
3 3 3 3 uT

3 @ 3 3 T3S

3 2 2 3) Incorporation; T3S

3 2 2 3) Incorporation; No T3S, ST

*(2 3) (2 3)

In (3), the innermost constituentlaohu‘tiger’ which is in the phrase-medial position. dw
subsequent steps produce the surface patternT®#T33. The NP in (4) is a case of mixed-
branching NP, a structure that is less talked alvotlite T3S literature. Typically, left-branching
and right-branching structures are used for thérashin cyclicity in previous T3S studies. In
(4), the second and the third syllables form a thatn tui‘short-legged’ which modifiegou
‘dog.” A ternary foot for duan tui goushort-legged dog’ forms in the next cycle wheST
applies taui ‘leg’ when the rightmost syllablgou‘dog’ is incorporated. The final step is to

incorporate the initial syllabbeiao ‘small’ and T3S does not apply in this cycle. s in (3)
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and (4) have the same surface pattern though tieeslightly different in their internal structures
in thatlaohu ‘tiger’ is disyllabic lexical item whereatuan tui‘short-legged’ are two

monosyllabic lexical items. The following exampikgstrate different patterns.

(5)
[[hai di] [hai cao]]
sea bottom sea grass ‘sea-bottom seaweed’
3 3 3 3 uT
(2 3) @ 3) T3S, ST
*3 2 2 3)
(6)
[xiao [z [hai cao]]]
small  purple sea  grass ‘small purple seaweed’
3 3 3 3 uT
3 3 @ 3) T3S
3 3 2 3) Incorporation; No T3S
(2 3 2 3) Incorporation; T3S, ST

X3 2 2 3)

In (5), the embeddedness of the two constituertteeisame. Two binary feet are parsed at
the same time, and T3S applies simultaneously witiese two feet, producing the surface
pattern ofT2T3T2T3. In (6), notice that the surface pattern is dI803T2T3, yet it is not
derived through the same way. As the phrase irs(@&)ight-branching structure, T3S applies
first in the innermost constituehaicao‘seaweed’, and then proceeds to a layer higher to
incorporate the second syllaldepurple’ where T3S does not apply since therenaradjacent
T3* at this point. Finallyxiao ‘small,” the topmost layer, is incorporated. T3fplkes again.
Here we see that though the same surface patterconae from different syntactic structures,

we know the surface pattern for (3) and (4) catotised in (5) and (6), and vice versa. In this
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experiment, two types of structures ((4) and (6jemested. We now turn to two more examples

of 5-syllable phrases in (7) and (8). Although plagterns in (7) and (8) are not tested, they also

are used to demonstrate cyclic T3S in the NPs wiésle different internal structures.

(7)

(8)

/)

[[Bei hail] [xiao [hai gou]]]
north - sea small sea dog ‘small North Sea fur seals’

3 3 3 3 3 uTt

(2 3) 3 @ 3) T3S

(2 3) 3 2 3) Incorporation, No T3S, ST1

(2 2) 3 2 3) Optional T3S across domains, ST2

X3 2 3) (@ @ 3)

AN

[ai [[duan pao] [xuan  shoul]]]
short (height)  short (length) run  select hanttgmed athlete)
‘(a) short sprinter’

3 3 3 3 3 uT

3 @ 3) @ 3) T3S

(3 2 3) (2 3) Incorporation; No T3S, ST
*(2 3) 3 2 3)

*(2 2) 3 2 3)

In (7), the five-syllable NP is composed of a twtlable and a three-syllable constituents,

with the latter having one more layer than the farnT3S applies cyclically ibei hai‘North

Sea’ andiao hai gou'small fur seal,” resulting inT2T3)(T3T2T3) in the surface. Notice that

the second and the third syllable both surface &3, &ut the two adjacent T3* belong to

different prosodic domains and the surface paitegnammatical. When optional T3S applies
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across the domains, another pattdraTi2)(T3T2T3) surfaces. The two grammatical patterns in
(7) are ungrammatical in (8) which also have fiykables. In (8)duan padshort race’
modifiesxuanshou(a) trained athlete,” and T3S applies separatethese two disyllabic feet
first. Ai ‘short (in height) modifiegluan pao xuan shosprinter’ and when it is incorporated
into the following foot, no T3S applies. The sudgmattern is (TB2T3)(T2T3) for the NP in (8).
The structural difference between (7) and (8) erplavhy a surface pattern is grammatical in
one is ungrammatical in the other. Their T3S pageeflect their syntactic structures.

To sum up, (1) — (8) clearly show that cyclicitysisictly followed in T3S applications in
compounds and NPs because if that were not treeyauld have found those NPs of three, four,
and five syllables in (1) — (8) to exhibit the sasueface pattern for the same number of syllables.
In other words, T2T2T3), (T2T3)(T2T3), and T2T3)(T2T2T3) would have been found
consistently in three-, four-, and five-syllableustures respectively, regardless of the internal
structural differences. In short, T3S in NPs iss#iare to morpho-syntax. Prosody-based left-to-
right parsing that works in flat structures is otithe picture in structured NPs. In the next
section, based on what we know about cyclic T33iegdpn in NPs, research questions are

raised, followed by hypotheses and predictiongHerexperimental study on NPs.

6.2 Research questions, hypotheses, and predictions

These experiments are designed to investigaterehikland adults’ T3S application in NPs.
Three-syllable compound nouns and four-syllable WRigh have different internal structures
are used to test children’s parsing strategies.
6.2.1 Research questions and Hypotheses

Our major research questions are as follows.
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(9) Research questions
a. Do children know to apply T3S cyclically in NPs?

b. Does structural complexity affect parsing strategiey use?

Whether or not children refer to syntax when theydoT3S domains can be inferred from
the surface patterns they produce. Responsestiefjeyclic parsing provide evidence that
syntax is referred to. On the contrary, respons#sating non-cyclic parsing, even when the
branching of the NPs differs, will be counter evide that syntax is referred to. We assume that
R-branching (right-branching) is less complicatieaintthe M-branching (mixed-branching)
structure (i.e. branching of one direction is eafian branching of more than one direction).
Our hypotheses are in (10).

(10) Two hypotheses

NP Cyclic Parsing HypothesigH1): Children know how to use cyclic bottom-up parsing

strategy in NPs.

Strategy Shift Hypothesis (H): When structures increase in complexity they mdsue

to a prosodic parsing and ignore syntax.

6.2.2 Predictions of T3S application in NPs

In this section, the predictions of three-syllatd@npound nouns and four-syllable NPs are
presented. Our focus is placed on the cyclic pgrgincess, and the fast speech pattern obtained
through a larger domain within which T3S appliesirleft to right is excluded from the
predictions because our experimental setting doesequire fast speech, and as normal speech

is used, we expect the normal cyclic parsing.

178



6.2.2.1 Three-syllable compound nouns

The surface patterns in (11) and (12) below diffecause of their morphosyntactic
differences. In (11), T3S applies in the innermost, the first noun, which has two syllables.
When the second noun is incorporated in the neolecy¥3S applies again. The surface pattern is
(T2T2T3). In (12), T3S applies first to the innermositutine second noun, which has two
syllables. When the first noun is incorporatedhia hext cycle, T3S is inapplicable.

(11) A three-syllable [§o] ] compound noun
[[laocshu]  bi]

mouse pen ‘mouse-pen’ (a pen that looks/shakeslmouse)
3 3 3 uT

2 3 3 T3S

2 2 3) Incorporation, TS; ST

(12) A three-syllable § [oo]] compound noun
[zhi [haimal]]

paper seahorse ‘paper seahorse’ (a seahorse thatlesof paper)
3 3 3 uT

3 @ 3) T3S

3 2 3 Incorporation, No T3S; ST

If children make no reference to syntactic proesrdf the novel compound nouns, we
expect to seelRT2T3) for both structures (o] o] and o [oc]]). However, if children use
syntactic properties in building feet, then the ahiderent structures §o] o] and [o [oo]] should

have T2T2T3) and (T3 2T3) respectively through the cyclic parsing strgteg

6.2.2.2 Four-syllable noun phrases

Now we look at predictions for four-syllable NPsgR-branching and left-branching
structures are commonly used for contrasting tfferént T3S surface patterns in the two
structures. Mixed-branching structures, however |ess talked about. In (13) - (15), all three
structures are presented. Due to the relativelydogurrence of left-branching NPs in Mandarin

and difficulties in finding suitable left-branchimgamples for children, right-branching and
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mixed-branching structures are used for testinjcy&8S applications in NPs. Our purpose in
this experiment is to test whether or not childaes sensitive to syntax in applying T3S in NPs,

so using two different structures will sufficienttyeet our needs.

(13) A four-syllable right-branching §[[c [oc]]]) NP

[xiao [zi [haimal]]]

small purple seahorse ‘(@) purple seahorse’

3 3 33 uT

3 3 e3) T3S

3 3 23) Incorporation, No T3S

(2 3 23) Incorporation, No T3S; ST
(14) A four-syllable left-branching ([Ho] o] o]) NP

[[[zhanlan] guan] zhang] (Chen 2000:383)

exhibition hall  director ‘exhibition hall director

33 3 3 uT

(23) 3 3 T3S

(22 3) 3 Incorporation, T3S

(22 2 3) Incorporation, T3S; ST

(15) A four-syllable mixed-branchingd¢[[[oo] o]]) NP
[xiao  [[duan tui] ma]]

small  short leg horse ‘(@) small short-leggedskor
3 3 3 3 uT

3 @ 3) 3 T3S

3 (2 2 3) Incorporation, T3S

3 2 2 3) Incorporation, No T3S; ST

In (13) — (15), T3S always begins with the innertramstituent, and then proceeds outwards
cyclically, taking one layer at a time when a dyléais incorporated into the foot that has been
built. A right-branching structure in (13) resultsthe “alternating pattern, TRT3)(T2T3),
which alternates between T2 and T3. A left-branglsitmucture in (14) begins T3S at the left
edge of the structure. One syllable is incorporatteal time and T3S applies each time since there
are adjacent T3* upon each incorporation. The sarfmttern is{2T2T2T3). In (15), the

innermost constituent is in the middle. When timalfsyllable is incorporated into the binary
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foot, T3S applies, but when the initial syllablernisorporated into the ternary foot, T3S does not
apply since there are no adjacent T3*. The sunfattern is (TF2T2T3).

To summarize, different surface patterns are ergedépending on internal structures of the
compounds or NPs. For a three-syllable noun-noampoaind whose first noun is disyllabic,
(T2T2T3) is expected. If it is the second noun thatisylthbic, (T3r2T3) is expected. If
children do not refer to structural differencegrthhe left-to-right prosodic parsing which result
in (T2T2T3) will surface for both structures. For four sjydle NPs, T2T3T2T3) and
(T3T2T2T3) is expected for a right-branching NP and a ihilkeanching NP respectively
through the cyclic bottom-up parsing strategy.dfraference is made to syntaX2{3T2T3)
obtained by the left-to-right binary parsing wiliriace for both structures. A summary of the

predicted patterns for the structures tested Tsinle 6.1.

Table 6.1 Study 3: Predicted patterns for the tires tested

Structures Three-syllable compound nouns FourisigIAlPs
[[oc]a] [o[oa]] [o[o[oo]]] [ol[o0]a]]
N-N compound | N-N compound | R-branching NP| M-branching NP
uT 333 333 3333 3333
ST 223 323 2323 P23

6.3 Experiment 2: NPs

Experiment 2 consists of elicitation of novel th#lable compound nouns and four-

syllable NPs, shown in (16) and (17) respectivEBS applies cyclically in both structures.

(16) Two structures tested in three-syllable compounghro

a. [[oo] o] b.[c [c o]]
3 3 3 uT 3 3 3 uT
2 3) 3 3 @3
2 2 3) ST 32 3 ST
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(17) Two structures tested in four-syllable NPs

a. [ [o [odl b.[c [[c o] ol
3 3 3 3 uT 3 3 33 uT
3 3 @3 3 23 3
2 (3 2 3 3 (22 3
23 2 3 ST B 2 2 3) ST
6.3.1 Method

6.3.1.1 Subjects

One hundred fourteen subjects were recruited inhtaig, Taiwan for this study. There are
five age groups: three-, four-, five-, and six-yelds, and adults. Table 6.2 shows the
distribution of the participants.

Table 6.2 Study 3: Distribution of the subjects

Age groups N Age range Mean Standard
deviation
3-year-olds 24 3;1-3;11 3;7 2.49 (mo.)
4-year-olds 20 4,1 - 4,9 4;3 2.40 (mo.)
5-year-olds 27 5,0-5;11 5;3 3.05 (mo.)
6-year-olds 23 6,0 — 6;11 6;6 3.04 (mo.)
adults 20

6.3.1.2 Procedure

All child subjects were tested in a quiet classraorhe kindergarten or in the home of the
child. Adult subjects were tested in a quiet rodime elicited production task lasted
approximately 15-20 minutes for children, and 1@umes for adults. Children were told that
they were going to look at pictures on the compatet play a game. Each subject sat in front of
a laptop computer which displayed slides of picdurdl data was recorded by a Marantz PMD

660 with an Audio-technica miniature clip-on michame.
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6.3.1.3 Design

An elicited repetition task (Crain & Thornton 2Q@@cDaniel et al. 1998) is used in this
experiment. The procedure used to elicit threeabidl compound nouns and four-syllable NPs
are similar, with the latter more complicated ttia@ former. Comparing to the three-syllable
compound nouns which requires putting two nounsttogy, four-syllable items have more
‘building blocks’ and more layers to be attendedhtbuilding the novel NPs. As a result, more
pictures were used to elicit four-syllable NPs thfanee-syllable compound nouns.

T3S does not apply in the control items which havedjacent T3tinderlyingly; therefore,
the surface tones are the same as the underlymeg.ttn the test items, T3S will apply through
the building of prosodic domains based on the magphtactic structure of the compound nouns
or NPs. Surface tones should reflect the intertmatgire of the compound noun or NP. The
structures tested and their derivations of T3Sieafbn are presented separately below. A list of
controls and tests is in Appendix C.
Three-syllable compound nouns

Two three-syllable structures tested are in (183.R&ep only the parsing information and
predicted outputs, which is based on the Word-amasge level Model (Chen 2000; Shih 1986;
Shih 1997).

(18) Two structures in three-syllable compound nouns

a. noun-noun compound b.  noun-noun compound
(e]@) o o (e]@)
33 3 uT 3 33 uT
@3) 3 T3S 3 Z3) T3S
(2 3) Incorporation, 3 23) Incorporation,
T8; ST No TS; ST
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Four-syllable NPs

Two four-syllable structures tested are in (19).

(19) Two structures in four-syllable NPs

a. Right-branching NP b.  Mixed-branching NP

N RN

(¢ (&) (¢ (&) (&) (¢ (&) (&)

3 3 3 3 Ut 3 3 3 3 Ut

3 3 A 3) T3S 3 2 3y 3 T3S

3 3 2 3) Incorporation, 3 2 2 3) Incorporation,
oN3S T3S

e 3 2 3) Incorporation, 3 2 2 3) Incorporation,
39; ST No T3S; ST

6.3.1.4 Materials

We showed each child pictures of animals and abjecbrder to elicit novel compound
nouns. Animals or objects that are typically knawrmchildren were used, but the combinations
of the nouns in the compounds are novel. Each qgiétushown individually, one at a time on
different Powerpoint slides. Sample experimentaiemals are provided for three-syllable
compound nouns and four-syllable NPs in Figureahd Figure 6.2 respectively. Both figures
include a sample control item and a test item fwhlIstructures tested. A complete list of the

experimental material as well as the instructionslandarin is in Appendix D.
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Figure 6.1 Study 3: Sample materials in three-syllable compound nouns

Control or Control Test
Test
Structures
[[oo]o] a. b.
" &m 4
9 \%?9
[[binggan] niao] [[shuiguo] niao]
cookie bird  ‘cookie-bird’ fruit bird ‘fruit-bird’
3.1 3 uUT 3 3 3 UT
31 3 ST 2 2 3 ST
[o[oa]] C. d.
[shui [daxiang]] [shui [laohu]]
water  elephant ‘water- water  tiger ‘water-tiger’
elephant’ 3 33 UT
3 4 4 UT 3 23 ST
3 4 4 ST

For instance, to elicit a novel compound that hasstructure of ffo]c] (Figure 6.1 (b)) and
with all three syllables in T3, [[T3T3] T3]:$huigug niaq] ‘fruit-bird,” the experimenter first
showed a picture of a bird that looks very happgmvbeeing cookies (Figure 6.1 (a)). As this
picture was shown to the child, the experimentier tiwe child, “Look at this bird. He’s so happy

to see the cookies. He loves eating cookies. loatlst acookie-bird” This was to model how
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the compound noun was to be built. Then the experiar showed another picture that also had
a bird in it ((Figure 6.1 (b)): A different bird weh looks very happy when he sees fruits.) The
experimenter asked (pointing at the fruits), “Whi these?” to make sure the child knew the
name of the itemshuiguo'fruit’). She continued to say (pointing to thed), “He loves fruits,

so we call it ...” The child is expected to build@mound noun for this test item. The
procedure is used for all the test items and timérobitems.

As done in three-syllable compound nouns, we shaveeth child pictures of animals and
objects in order to elicit novel four-syllable NFsmilarly, the animals, objects, and adjectives
used are typically known to children. Novel foutlalgle NPs with right-branching and mixed-
branching structures were created with adjectisze( color, etc.) and nouns. The experimenter
made sure that the child knew how to say the iddiai items before the intended NP was built.
In order to elicit the intended adjectives to bedjs pair of contrasting ideas was presented (e.g.
abig elephant vs. amallelephant, greenfrog vs. awhitefrog, and aall bird vs. ashortbird).

The procedure used for eliciting novel four-syl@blPs is similar to that for three-syllable
compounds. What is different is that there are nheyers in the four-syllable NPs, and one layer
is elicited at a time, starting with the innermostt. So for the right-branching structure
[o[o[oo]]], we began with the last two syllables, followeg the second syllable, and finally,
adding the outermost layer, which is the firstaylé. For a mixed-branching structure
[o[[oo]]], we began with the two middle syllables, follaviy the last syllable, and finally,
adding the outermost layer, which is the firstayle. Sample materials used for four-syllable

NPs are in Figure 6.2.
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Figure 6.2 Study 3: Sample materials in four-syllable NPs
Control or Control Test
Test
Structure
[c [0 [0o0]]] a. b.

&
1

[xiao [hong [mianyang]]] [xiao [zi [haimal]]]

small red sheep small purple seahorse

‘(@) small red sheep’ ‘(@) small purple seahorse’

small red sheep small purple seahorse

3 2 22 uT 3 3 33 uT

3 2 22 ST 2 3 23 ST
[0 [[o0] o]] C. d.

ce A
[xiao [[chang bi] xiang]] [xiao [[duan tui] ma]]
small long trunk elephant small short leg horse

‘(@) small long-trunked elephant’ | ‘(a) small short-legged horse’

small long trunk elephant small short leg horse
3 2 2 4 UT 3 3 3 3 uT
3 2 2 4 ST 3 2 2 3 ST

6.3.1.5 Coding

Two native speakers transcribed the data and coded the answers. After the transcriptions were
completed, the test items were coded for statistical analysis. Numbers 1, 2, 3 and 4 were used in
transcribing the four lexical tones, T1, T2, T3dam, respectively. Data were coded in a way to
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preserve the most available information in subjeetgponses. Our target answers in this study
are three or four syllables in compound nouns aRd féspectively. Children do not always give
the desired answers— they may miss a syllableva g extra syllable, for example. An
underscore is used to indicate a missing syllabtee subject’s response. For extra words, they

were transcribed as said. The coding categories d29).

(20) Coding categories for data analysis:

a. Included in the analysis: Correct or incoragaplication of T3S without missing any
syllables and with syllables in the correctavorder.

b. Excluded in the analysis:

i.  No answer: Saying ‘Il don’t know’ or being silenttidut giving an answer.

ii.  Non-target answer8aying something else, such as adding additioned{spor missing
word(s), which result in non-target answers.

iii.  Word order: Scrambling word orders, which did notffe intended template of the N-N
compound or NPs.

iv.  Pauses: Pauses between two T3*.

For the analysis of children’s T3S application, data were used only if the responses fit the
exact number of target words and in the desirecerorBResponses with additional words,
insufficient words, or wrong word orders were exidd from the analysis. This was because the
environment that was created to trigger T3S wasedt and the condition for T3S application
changed as a result. In short, all the data usedrfalyzing T3S were 100% correct in terms of
syntax.

T3S does not apply in the control items, so T3Siegipon is irrelevant in the control items.

Sample answers for the test items in three-syllablepound nouns and four-syllable NPs and
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how they fit in the coding categories are listed able 6.3.

Table 6.3 Study 3: Sample answers and their cochitggories for analysis of T3S application

Three-syllable compound nouns (a — b) ai®hmple answers Included | Correct v
four-syllable NPs (c — d) (surface tones) in the or
analysis?| incorrectx
a. [[shuiguo] niao] i. (223) 4 v
fruit bird fruit-bird’ ii. (233) 4 x
3 3 3 uT ii.  (232) v x
2 2 3 ST iv. (222) v x
V. (323) v x
vi. (23) x n/a
vii.  nouns reversed x n/a
b. [shui [lachu]] i. (323) 4 v
water tiger ‘water-tiger'| i (2237 v x
3 23 ST iv. nounsreversed| * n/a
c. [xiao [zi [haima]]] i. (2323) v v
small purple seahorse ii.  (3223) v x
‘(@) small purple seahorse’ . (3323) v x
iv. (3123) v x
small purple seahorse v. (3.23) x n/a
3 3 33 uT vi. (1323) x n/a
2 3 23 ST vii.  (3)p(3)p(23) x n/a
(p = pause)
vii.  Scrambling x n/a
errors
d. [xiao [[duantui]  mal]] i. (3223) 4 4
small short leg horse ii. (2223) 4 4
‘(a) small short-legged horse’ . (3323) 4 x
iv. (2323) 4 x
small short leg horse v. (3.23) x n/a
3 3 3 3 uT vi. (32_3) x n/a
3 2 2 3 ST vii. (2 3) x n/a
viii.  (3)p(323) x n/a
ix.  Scrambling x n/a
errors

(Note: Underscores refers to missing syllablesr&uror incorrect are based on the surface
patterns predicted by existing T3S models as vealllaether or not such pattern is attested in
adults.)

34Briefly mentioned in Section 2.3.1, the pattefF@T2T3) may be grammatical to some native
speakers, but not others, though such pattern eaeiived in the Word-and-Phrase level model.
This pattern was regarded as incorrect, mainlydasethe adult production in this study. Adults
never produced this pattern.
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For statistical analysis, various error patternsawarther coded and placed under three basic

error categories in (21).

(21) Error categories

a. Under-application (U): Not applying T3S to one asmasyllable when needed. An
example for a response in the structure [T3 [[T]3TH] is (*T3T3T2T3).

b. Mis-application (M): This category includes "ovepgdication” and “wrong
applications.” Over-application refers to applyihgS to a syllable when not needed in
the final syllable position, such as the answ@@{F2T2) for [[T3T3] T3]. Mis-application
refers to applying T3S to two adjacent syllablesiwgly as we see in a response
(*T2T3T2T3) for the structure [T3 [[T3T3] T3]]. Ithis case, even though there are no
adjacent T3%*, it is an ungrammatical pattern.

c. Other (O): Errors that do not fit the descriptiafishe previous two categories are placed

under the “Other” category. An example is *TATZ0B[T3 [T3T3]].

The first category “Under-application” captures T&S errors made by subjects when they
failed to apply T3S when necessary. Unlike in $fmtictures, we found a pure “over-application”
error very rare. More specifically, over-application the final syllable was very rare in
compound nouns and NPs. Therefore, such type of eas combined with the “Mis-
application” category which is a common error typehildren across age groups. Errors
categorized as “Mis-application” errors most oftevolved two syllables, with the application
reversed (apply T3S to the syllable that shouldumatergo T3S or not apply T3S to the syllable
that should undergo T3S.) The “Other” categoryisdtegorize all other errors, such as

producing a tone other than T2 or T3 in the respolmeorrect answers in Table 6.3 are
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extracted and used in Table 6.4 for presenting éwwars were categorized in the three error
types for our error analyses.

Table 6.4 Study 3: Sample T3S errors and theirrgpdategories for error analysis

Three-syllable compound nouns (a — b) and Sample errors (only| Under-application (U)
four-syllable NPs (c — d) tonal information is | Mis-application (M)
included here) Other (O)
a. [[shuiguo] niao] i. (233) U
fruit bird ‘fruit-bird’ ii.  (232) M
3 3 3 uT ii.  (222) M
2 2 3 ST iv. (323) M
b. [shui [lachu]] i. (333) U
water tiger ‘water-tiger’ ii.  (223) M
3 33 uT
3 23 ST
c. [xiao [zi [haima]]] . (3223) M
small purple seahorse ii.  (3323) U
‘(@) small purple seahorse’ . (3123) @)
small purple seahorse
3 3 33 uT
2 3 23 ST
d. [xiao [[duan tui] ma]] i.  (3323) U
small short leg horse . (2323) M
‘(a) small short-legged horse’
small short leg horse
3 3 3 3 uT
3 2 2 3 ST
6.3.2 Results

In this section, we first report the answers thatexexcluded from the analysis. Numbers of
excluded control items and test items in threeaydl compound nouns and four syllable NPs

are in Table 6.5 — Table 6.8.
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Table 6.5 Study 3: Three-syllable compound nourm{f©! items)— data excluded from the

analysis
[c [o]] [ 60] o]
No Non- Diff. Pauses Excluded| No Non- Diff. PausesExcluded
answer target word total answer target word total
order order
3 7 7 4 0 18 2 5 0 0 7
4 2 7 11 0 20 1 3 0 0 4
5 1 6 4 0 11 1 5 0 0 6
6 1 7 1 0 9 0 1 0 0 1
A 0 2 0 0 2 0 0 0 0 0

Table 6.6 Study 3: Three-syllable compound noumsi(items)— data excluded from the

analysis
[o [oo]] [[ o] o]
No Non- Diff. Pauses Excluded] No Non- Diff. PausesExcluded
answer target word total answer target word total
order order
3 7 12 5 0 24 1 7 0 0 8
4 0 4 12 0 16 1 5 0 0 6
5 2 6 3 0 11 0 2 0 0 2
6 0 5 1 0 6 0 0 1 0 1
A 0 0 0 0 0 0 0 0 0 0

Table 6.7 Study 3: Four-syllable compound nouns{f@b items)— data excluded from the

analysis
Right-branching Mixed-branching

No Non- Diff. Pauses Excluded] No  Non- Diff. Pausesxcluded

answer target word total answer target word total

order order

3 3 11 0 0 14 6 25 0 0 31
4 0 9 0 0 9 4 15 0 0 19
5 4 1 0 0 5 3 9 2 0 14

6 1 0 0 0 1 0 4 2 0 6

A 0 0 0 0 0 0 0 0 0 0
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Table 6.8 Study 3: Four-syllable compound nounstfiems)— data excluded from the
analysis

Right-branching Mixed-branching

No Non- Diff. Pauses Excluded| No Non- Diff. PausesExcludec

answer target word total answer target word total
order order

3 3 9 0 2 14 6 24 1 2 33
4 0 5 0 0 5 2 20 1 0 23
5 1 2 0 2 5 1 15 1 6 23
6 0 1 0 0 1 0 12 2 1 15
A 0 0 0 0 0 0 0 0 0 0

Next, we turn to the results. We found that chitdaeross age groups did make reference to
syntax when applying T3S to compounds and NPsk¥maldults, however, children showed less
consistency in cyclic T3S applications at the Weneel. In what follows, the results for three-
syllable compound nouns and four-syllable NPs aeegnted and discussed in separate

subsections.

6.3.2.1 Three-syllable compound nouns

The task for three-syllable compound nouns invopasing two nouns together to create a
novel compound noun. NP Cyclic Parsing Hypothdsig (vas tested to see whether or not
children know to use cyclic bottom-up parsing €ggtin compound nouns.

In the three-syllable compound nouns, adults afidreim across age groups had a 100%
correct rate in the control items (Table 6.9). Tihdicates that the task of building a noun-noun
compound by placing two nouns together was an &agyfor children across age groups. For

the test items, adults still had a 100% correet. rat
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Table 6.9 Study 3: Correct rate (%) in three-sylaltompound nouns—

Control items (no T3S)

Structure q [o0]] [[ oc] o]
3-year-olds 100 (30/30) 100 (41/41)
4-year-olds 100 (20/20) 100 (36/36)
5-year-olds 100 (43/43) 100 (48/48)
6-year-olds 100 (37/37) 100 (45/45)
adults 100 (38/38) 100 (40/40)

We know that children did well in the control itemvkich were without T3S applications.

Did they do as well in the test items which reqdif&S applications? Now we turn to the test

items in three-syllable compound nouns.

Table 6.10 Study 3: Correct rate (%) in three-fjfacompound nouns— Test items (with T3S)

Structure q [o0]] [ oc] o]

*(223) (323) (223) *(323)
3-year-olds 4.17(1/24) 91.67(22/24)  92.5((37/40)  5.5€(1/40)
4-year-olds 0 (0/24) 10C (24/24) 91.1¢£(31/34)  0(0/34)
5-year-olds 0 (0/43) 10C (43/43) 96.1f (50/52)  0(0/52)
6-year-olds 2.5( (1/40) 97.5((39/40)  97.7¢(44/45)  0(0/45)

adults 0 (0/40) 10C (40/40) 10C (40/40) 0 (0/40)

In Table 6.10, the ungrammatical pattern *{B3 3) for the [po] o] is uncontroversial. As

mentioned earlier, some native speakers may fiagtinface patterm2T2T3) in the p [o0o]]

structure grammatical or acceptable, while otheag oonsider it ungrammatical. This pattern

never surfaced in our adult data. For now, we tit@atpattern as ungrammatical, mainly based

on the adult data. The pattern was rarely prodbgechildren, and that may support the

possibility of children’s judgment of this pattdseing ungrammatical.

Will the decision of treatingT2T2T3) as ungrammatical affect later analysis? Theseew

only two tokens of T2T2T3) in the f [oc]], occurred once in one 3-year-old and once in®ne

year-old, so the effect of treating such pattergrasnmatical or ungrammatical was minimal.

Either way, these two ago groups were adult-like \@are not different from adults.
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Figure 6.3 Study 3: Correct rates in three-syllaimisnpound nouns by age

Three-syllable compound nouns
100
90
80
70
60
50
40
30
20
10
o m_u_| [F-a ===1}
*223 | 323 223 | *323
[o[oa]]: [water [tiger]] [[oo]a]: [[fruit] bird]
=3 4.17 91.67 92.50 2.50
B 4 0 100 91.18 0
@5 0 100 96.15 0
6 2.50 97.50 97.78 0
A 0 100 100 0

As described in Section 6.3.1.5, errors fall urtieze categorietJnder-application Mis-
application andOther. As children did very well in three-syllable conymal nouns, there were
few errors. All three error typelinder-application Mis-application andOther, were attested,
with Under-applicationbeing the most common (one token in the 3-yeagoddip, three tokens
in the 4-year-old group, one token each in 5- aiyéd-old groups), followed bylis-
application The error typétheris rare. This error typ®theris when a tone other than T2 or
T3 (so either T1 or T4) is used in the surfacegpatt

Two-proportionz-test(a = .05, two-tailed) was conducted to determine éfréhis a
significant difference between any two age grodp& Null hypothesis is that there is no
difference between any two age groups. The reshtw that none of any two age groups are
significantly different from each other in the tésins in the three-syllable compound nouns.

Since thep-values are greater than the significant level5)).the Null hypothesis that no
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significant difference exist between any two agaugs is confirmed (fo] o] compound

noun— 3 (3-year-olds) & A (adultsp:= 0.0767, 4 (4-year-olds) & Ar = 0.1848, 5 (5-year-olds)
& A: p=0.5933, 6 (6-year-olds) & Aa=0.9522, 3 & 4p=0.8259, 3 & 5:p=0.7627, 3 & 6:
p=0.5261, 4 & 5p=0.6227,4 & 6p=0.4197,5 & 6p = 0.8997; § [0oc]] compound noun—
3&A:p=0.2661,6 & Ap=1.000, 3 & 4p=0.4703,3 & 5p=0.2412, 3 & 6p = 0.6477, 4
& 6: p=0.7949, 5 & 6p = 0.9713).

NP Cyclic Parsing Hypothesis {}is confirmed by the results. Children across gigeips
and adults did differentiate the structural diffeses ([bo] o] vs. [0 [oc]]) and did apply T3S
cyclically. None of the child groups are signifitigrdifferent from adults in their T3S
application in the three-syllable compounds witthedent internal structures. In Figure 6.3, we
see that children clearly are sensitive to thermaestructure of the compound nouns and apply
T3S accordingly.

To summarize, children’s application of T3S in theee-syllable compound nouns was not
found to be significantly different from adults’h&y referred to the internal structure when they
applied T3S.
6.3.2.2 Four-syllable NPs

Four-syllable R-branching NPq([c[c0]]]) and M-branching NP g[[oo]c]]) predict
different T2T3T2T3) and (T3 2T2T3) respectively. Presumably, M-branching (morentbae
branching direction) is more complicated than Rableng (one branching direction). First, we

tested the NP Cyclic Parsing Hypothesig kb see whether or not children know to use cyclic

bottom-up parsing strategy in building novel NPsc@dly, we tested the Strategy Shift

Hypothesis (B) and see if children always use cyclic bottom-apsmg strategy, or if they may
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ignore syntax and shift to the non-cyclic left-tght parsing when the structure becomes more
complicated.

In four-syllable NPs, all age groups had a 100%extirate in the control items in both right-
branching (R-branching) and mixed-branching (M-lbhang) structures (Table 6.11). The fact
that children did perfectly in the control itemsals that they could build the structure and

produce the novel NPs effortlessly when T3S wasmatlved.

Table 6.11 Study 3: Correct rate (%) in four-syliaNPs— Control items (no T3S)

Structure Right-branching Mixed-branching
3-year-olds 100 (34/34) 100 (17/17)
4-year-olds 100 (31/31) 100 (21/21)
5-year-olds 100 (49/49) 100 (40/40)
6-year-olds 100 (45/45) 100 (40/40)
adults 100 (40/40) 100 (40/40)

Figure 6.4 shows that when T3S is required, weasesry different picture. In the test items,
which have T3S, the correct rates dropped slightthe R-branching structure, and more
dramatically in the M-branching structure. Evenl&ldid not reach the 100% correct rate. The
distribution of different T3S patterns in subjeassponses is in Table 6.12, with the primary

pattern in bold type.
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Figure 6.4 Study 3: Correct rates in four-syllalies by age

Correct rates in four-syllable NPs
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Right-branching Mixed-branching

23 100 50 100 53.33
B4 100 57.14 100 58.82
@5 100 85.71 100 64.52
=6 100 84.44 100 54.84
mA 100 92.50 100 77.50

Table 6.12 Study 3: Correct rate (%) in four-syléaNPs— Test items (with T3S)

Structure Right-branching Mixed-branching
(2323) *(3223) (2223) *(2323) (R23) (2223)
3-year-olds 50.00 11.76 0 20 46.67 6.67
(17/34) (4/34) (0/34) (3/15) (7/15) (1/15)
4-year-olds 57.14 5.71 0 23.53 52.94 5.88
(20/35) (2/35) (0/35) (4/17) (9/17) (1/17)
5-year-olds 85.71 0 0 25.81 41.94 22.58
(42/49) (0/49) (0/49) (8/31) (13/31) (7/131)
6-year-olds 84.44 6.67 0 38.71 48.39 6.45
(38/45) (3/45) (0/45) (12/31) (15/31) (2/31)
adults 92.50 0 0 12.50 77.50 0
(37/40) (0/40) (0/40) (5/40) (31/40) (0/40)

Logistic regression analyses were conducted fordbponses in four-syllable test items. The
results show that the independent variabigsas well astructural branchingas a set are

significant €hi square= 202.819p < .001with df = 15).
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Pattern £323): Grammatical for R-branching, ungrammatical forokénching
The use of patterr2823) relative to errors in R-branching NPs and thaflibranching NPs
is significantly different ©@dds RatiqOR) = 2.567,p = .013). The OR value indicates that an R-
branching NP is about 2.5 times more likely to hténie pattern than an M-branching structure.
For the surface patter@323) relative to errors, both 3- and 4-year-olds (aryelds:OR
=.168,p = .001; 4-year-oldOR = .222,p = .005) are significantly different from adultsjttb-

and 6-year-olds are not (5-year-ol@R = .802,p = .684; 6-year-old<OR = 1.382p = .590).

Pattern (223): Grammatical for M-branching, ungrammatical fobRnching

The use of pattern 223) relative to errors in R-branching NPs and thaflibranching NPs
is also significantly different@R = .058,p < .001). The OR value indicates that an M-branching
NP is about 17 times more likely to have this pattean an R-branching structure.

For the surface patte(8223) relative to errors, again both 3- and 4-year-¢Bigear-olds:
OR=.261,p=.037; 4-year-oldOR = .233,p = .023) are significantly different from adultsjtb

5- and 6-year-olds are not (5-year-ol@R = .328,p = .080; 6-year-oldOR= .687,p = .575).

Pattern 223): Grammatical for M-branching and R-branching

The use of patterr2223) relative to errors in R-branching NPs and thaflitbranching NPs
are not significantly differentqR = 8.728E-10p = .998). This pattern surfaced only in M-
branching NPs, and only in children.

For the surface patte(@223) relative to errors, 3-, 4-, and 5-year-olds (3ry@ds: OR=
1.214E8p < .00%, 4-year-oldsOR= 1.032E8p < .001; 5-year-oldsOR = 8.100E8p < .00))
are significantly different from adults.

One of our research questions was whether or nlolreh are sensitive to structural

differences in their T3S application. Both 5- ange@ir-olds are adult-like in distinguishing two
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surface pattern2823) and (223) according to the internal structures, but 3- &nyear-olds are

not. For four-syllable NPs, Cyclic Parsing in NPgpbitheses (k) isconfirmed in older children

(5- and 6-year-olds), but rejected in younger cbihd(3- and 4-year-olds).

Error types in four-syllable NPs
We now turn to the T3S errors. As shown in Tabl86the most common error type is
Under-applicationin the R-branching anillis-applicationin the M-branching NPs.

Table 6.13 Study 3: Error types (%) in four-sylablPs

Structure Right-branching Mixed-branching
Under- Mis- Other Under- Mis- Other
application application application application

3-year-olds 29.41 11.76 8.82 26.67 20 0
(10/34) (4/34) (3/34) (4/15) (3/15) (0/15)

4-year-olds 31.43 5.71 5.71 17.65 23.53 0
(11/35) (2/35) (2/35) (3/17) (4/17) (0/17)

5-year-olds 12.24 0 2.04 9.68 25.81 0
(6/49) (0/49) (1/49) (3/31) (8/31) (0/31)

6-year-olds 4.44 8.89 2.22 6.45 38.71 0
(2/45) (4/45) (1/45) (2/31) (12/31) (0/31)

adults 7.50 0 0 10 12.50 0
(3/40) (0/40) (0/40) (4/40) (5/40) (0/40)

For R-branching NPs, all three error typgagder-application Mis-application andOthers

were attested in children whereas odiyder-applicationwas found in adults (Figure 6.5).
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Figure 6.5 Study 3: Errors in four-syllable righiehching NPs by age

Errors in four-syllable right-branching NPs
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The error rates decrease by age, and even addlisnier-application errors. While 3- and
4-year-olds’ error rates are high between 40% #&9d,%y age five or six, they drop to about
15%. The error typ©theris attested in all child groups in the R-branchi®s, but not in the
M-branching NPs. For M-branching NPs, only theder-applicationandMis-applicationerror

types were attested in all children and adultsyf&d.6).
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Figure 6.6 Study 3: Errors in four-syllable mixexdtching NPs by age

Errors in four-syllable mixed-branching NPs
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The overall error rates are higher in the M-brangtthan the R-branching NPs across age
groups. Children’s under-application errors deadasage. Mis-application errors, however,
increase by age. All the mis-application errorsentbie T2T3T2T3) pattern. Unlike children,
adults have about the same proportion for botir ¢ypes.

A logistic regression analysis was performed ferérors found in four-syllable test items.
The results show that the independent variaddgesandbranching structures a set are
statistically significant¢hi square= 73.794 p < .001with df = 15). This shows that the

independent variables as a set reliably distinguisimong the error patterns.

Under-application errors
For the error typ&nder-applicationrelative to correct responses in the four-syllabiRs,
the branching structure of the NP was not founbetgignificant QR = .926,p = .827). This

indicates that Under-application errors did notugnore because of one or the other structural
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branching type. Th®R value indicates that such error type occur withudtbhe same frequency
in R-branching and in M-branching NPs.

For the error typ&nder-applicationrelative to correct responses, both 3- and 4-péds<3-
year-olds:OR= 5.534p = .001; 4-year-oldOR = 4.602 p = .003) are significantly different
from adults, but 5- and 6-year-olds are not (5@ds: OR= 1.424p = .509; 6-year-oldOR

= .715,p = .609).

Mis-application errors

For the error typdlis-applicationrelative to correct responses in the four-sylldiis, the
branching structure of the NP was found to be ficamt (OR=.147,p <.001) . TheORVvalue
indicates that such error type is roughly sevemrsimore likely to occur in the M-branching NP
than in the R-branching NP.

For the error typ&nder-applicationrelative to correct responses, 3-, 4-, and 6-péds(3-
year-olds:OR= 5.780,p = .008; 4-year-oldOR = 3.872p = .043; 6-year-oldDR=5.219p
=.003) are significantly different from adultattb-year-olds are not (5-year-old@3R = 2.189,

p=.202).

Other errors

The error type that is categorizedQ@iberrefers to using a tone other than T2 or T3 in the
surface pattern. For the error typéherrelative to correct responses in the four-syllabis,
there were only seven tokens in the R-branching &félsnone in the M-branching NPs. The
frequency of this error type found in children eréremely low, and none of the child groups are
found to be significantly different from adults y8ar-oldsOR= 1.817E8p = .997; 4-year-olds:
OR= 1.049E8p = .997; 5-year-old€DR = 2.788E7p = .998; 6-year-oldOR = 3.013E7p
=.998).
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One of the two hypotheses was the Strategy Shifiokhesis (H), testing whether children

always used the cyclic bottom-up parsing strategyprdless of structural complexity, or if they
may shift to the non-cyclic left-to-right parsindnen the structure becomes more complex.
Simply put, do children make T3S errors which asdd on the non-cyclic left-to-right parsing
in the M-branching NP {[[oc]o]])? We found that mis-application errors occurnedre in M-
branching NPs than in R-branching NPs, indicativeg the more complicated structure is the
source of the shift of strategies. In addition tla#i mis-application errors in the M-branching
NPs were of theT2T3T2T3) pattern, a left-to-right non-cyclic parsingadtrgy. The Strategy

Shift Hypothesis (H) is confirmed in all children except for the 5-y@dds who were not

statistically different from adults. In terms ofder-application, both 5- and 6-year-olds are
adult-like, but 3- and 4-year-olds are not.
6.3.3 Discussion

In this section, T3S applications in three-syllatenpound nouns and four-syllable NPs will
be discussed separately.
6.3.3.1 Three-syllable compound nouns

All child groups were adult-like ino[[o6]] and [[c6]c] compound nouns. Children do refer
to the morphosyntactic structure of the novel commgbnouns in their T3S application. They
apply T3S cyclically in the three-syllable compouraiins.

For the patternT2T2T3) in the b [oc]] compound noun, we know that it could be derived
in the Word-and-Phrase level model and that soreaksss find it acceptable while others do
not. If such pattern is derived through the lad@main parsing, we would expect to find the
pattern in some adults, given that they are maedhylito process a larger load of information at a

time, hence, parse all three syllables in one dontaifact, not only did adults never use the
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pattern, almost all children did not, either. Timdydwo tokens of theT2T2T3) pattern were
found in a 3-year-old and a 6-year-old. The faat tthildren and adults in this study rarely used
the larger domain parsing, even in a relativelylsg@main of three syllables, may suggest that
the optional larger domain parsing does not applgertain contexts, such as in the casesof |
[oo]]. It appears that for the [T3 [T3T3]] structum@ce the inner constituent has undergo T3S,
no further T3S needs to apply in the first syllalsituated in the outer layer of the structure.

Future studies can further investigate this issue.

6.3.3.2 Four-syllable NPs

First of all, children across age groups all had%@ate in the control items (which are
without T3S) in the R-branching and in the M-branghNPs. The overall error rates in the test
items are higher for the M-branching than the Rabhéng NPs, indicating that T3S was more
difficult for them in the M-branching structure.

Children’s under-application errors decrease wifd i@ both R-branching and in M-
branching, showing a developmental trend. The deserén under-application points to more
awareness of applying T3S when necessary, anddheréess under-application errors.

Mis-application errors did not show a clear tremdhe R-branching NP, but such errors
increase with age in the M-branching NP. All thestapplication errors in M-branching NPs
were the *T2T3T2T3) pattern, which was the result of the prosoeitto-right binary parsing.
Such a strategy possibly was used because the pgeking in the M-branching NP had become
a little too complicated for the children. In otlveords, when faced with complicated structures,
children’s ability to apply T3S cyclically in themNmay be weakened and they may ignore the
internal structure and default to the non-cycliogadic parsing from left to right. Their choice of

switching to the default binary parse, comparingabapplying T3S at all, may suggest that they
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would rather apply T3S wrong than not apply itlatiamely, in their grammar, non-cyclic T3S
application (even if it is incorrect) is better thaot applying T3S at all. Interestingly, some
adults had this incorrect binary parsing (12.50&¢he M-branching NP as well. It is not clear
why adults did that. One possibility is that, theBvanching NP items were items at the end of
the experiment, so that they might have been @retldid not pay much attention, which could
be true for children as well.

For NPs that are different in the internal struetbut the same in syllable number, the non-
cyclic parsing strategy results in the same surfetterns, while the cyclic parsing strategy
results in different surface patterns. The fact (f@T3T2T3) and (TI2T2T3), the predicted
patterns for the R-branching and the M-branching MBpectively, were the most frequent
patterns for the two structures within each ageigrindicates that they did refer to syntax and
apply T3S cyclically, although they are still matgyin consistent cyclic T3S application in NPs.
A majority T3S errors in the M-branching items w&f&2T3T2T3), a non-cyclic left to right
parsing in the structure when the structuil¢do]c]] predicts (T32T2T3). This indicates that
even though children have the cyclic parsing stratthey may shift to the non-cyclic parsing
strategy when the syntactic structure becomes owrlicated.

The larger domain parsingZT2T2T3) was predicted for the M-branching and the R-
branching NPs, and in our experimental data, whigepattern was found in the M-branching
NPs, it was not found in the R-branching NPs. Idiéah, in the M-branching NPs, all child
groups have theTRQT2T2T3) pattern, but not adults, though adults weresymeably better in
processing a larger domain. The larger domain pgu@i2T2T3) in the p[oo]] compound
nouns was not attested in adults (and only fourtdianchildren out of 94 children). The

disfavored larger domain parsing in the three-bdldo[oc]] compound noun and the four-
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syllable M-branching NPof] 66]c]] may suggest that for compound nouns and NPsksgre
prefer the cyclic pattern which in a way presemyesinternal structure of the compound nouns
or NPs.
6.4 Conclusions

Our research questions for this experiment were:
1. Do children know to apply T3S cyclically in NPs
2. Does structural complexity affect parsing sgats they use?

Cyclic T3S application in three-syllable compouradins (p[oo]] and [[oo]o]) and four-
syllable NPs (R-branching[o[oo]]] and M-branchingd[[oc]o]]) were used to test two
hypotheses, the NP Cyclic Parsing Hypothesis aadtrategy Shift Hypothesis. Our results
show that children refer to syntax in building prdi& domains and apply T3S cyclically. NP
Cyclic Parsing Hypothesis is confirmed.

We also found that when the structure became narglicated as in the M-branching
structure, children sometimes shifted to the notlicyinary parsing from left to right without
referring to the syntactic structure. R-branchirfgsNvere not difficult for children, but many of
the children had trouble in the M-branching NP4.tihé¢ mis-application errors in the M-
branching NPs {[[oo]o]]) were *T2T3T2T3, resulting from a non-cyclic parsing strategye W
know that cyclic application would give T2T2T3. This confirms the Strategy Shift Hypothesis.

Children across age groups were adult-like in th8®B application in the three-syllable
compound nouns. In the four-syllable NPs, R-bramghvas easier than M-branching. T3S
application in four-syllable M-branching structweas the most challenging task across age
groups. In short, although children show eviderfogyolic parsing in compound nouns and NPs,

they might shift to the non-cyclic parsing when gieicture increases in complexity.
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CHAPTER 7

T3S IN SENTENCES

7.0 Introduction

Previous studies suggest early acquisition of T&#ag 1979; Jeng 1985; Li & Thompson
1977; Zhu 2002; Zhu & Dodd 2000). The previouseihtbapters present a Natural Speech study
as well as two experimental studies which testedayelic and cyclic parsing strategies in flat
structures and in NPs respectively. In this chrapte test T3S application at the sentence level
where an integration of cyclic and non-cyclic staes is required. We test specifically the
factors that potentially affect the applicationT®S, including the length of the sentence, the
number of adjacent T3* embedded in the senteneadlin-pronoun distinction, and the
syntactic differences in the sentences. How thegyaaints, children and adults, parse syllables
into prosodic domains for T3S application in seng=nwill provide valuable information on
children’s acquisition of T3S and T3S theoriesthiis chapter, two repetition studies are
presented.

Both Study 4 and Study 5 are elicited productia&s. The composition of the
experimental sentences in Study 4 and that in Sduahe identical. The only difference is in the
audio recordings of the stimuli, one with tonal mpailation and one without. In Study 4 Natural
Speech Repetition (henceforth NSR), the audio dkegs were of natural speech (one of the
surface patterns was used for the recordings) wlerneStudy 5 Robot Talk Repetition
(henceforth RTR), manipulated speech which had 8% effect removed was used (more detall
will be presented in Section 7.3.2.4). Simply (NER is with T3S and RTR is without T3S. In

what follows, research questions, hypotheses aedigirons for both studies will be presented.
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7.1 Research questions, hypotheses and predictidies both studies
7.1.1 Research questions

In Study 4 NSR and Study 5 RTR, specific reseatastions regarding T3S application at
the sentence level take into consideration the ¢éexitg of sentences, the matches and

mismatches between syntax and prosody and propeftibe subject.

Complexity: Does complexity—the number of adjacent T3*, thregth of sentences (total

number of syllables)— play a role in T3S applicatio

The mapping of syntax and prosodyEven though foot-building in T3S application degen
heavily on syntax, we know that T3S domains ara@swhorphic to syntactic domains. What
role does the alignment of syntax and prosody play3S application? How does mapping

between syntax and prosody affect T3S applicatiashildren and adults?

The distinction between subject pronoun (pro) andbject NP: Do pronouns behave
differently from NPs in T3S application, and mopesifically, in the subject position? Previous
studies suggest that functional words, includirgppsitions, object pronouns, classifiers, are
prosodically weak and can cliticize to a precedigipble (Chen 2000:400-403; Lin 2007:216;

Shih 1986; Shih 1997; Zhang 1997:307-308).

7.1.2 Hypotheses and predictions for both studies

Two experiments were designed in a way that tHevidhg two questions can be answered.

1. Are children able to repe3a5twhen they hear a sentence where T3S has beeed®pli

2. Are children able to actively apply T3S when thepha sentence where T3S has not

3 There is always the possibility that older childespecially repeat without knowing the rule
as a frozen chunk. However, most studies (e.g. Brand Bellugi, 1964, McDaniel et al., 1998)
show that it is very hard to repeat without usingngmar.
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been applied?

Study 4 NSR tests the repetition of sentencesavh8s is correctly applied. Study 5 RTR
tests application of T3S in the repetition of sants where the T3S effect was removed. In
other words, Study 4 NSR tests “passive” repetiind Study 5 RTR tests “active” application
of T3S. Both studies used elicited production datawe can expect, the task in Study 4 will be
easier than that in Study 5 because the “work”2% &pplication is done in the former, but not
the latter. Participants hear natural speech (Wt8) in Study 4 NSR, but unnatural speech
(without T3S) in Study 5 RTR where they need tokvam the T3S application themselves.

We now turn to the specific hypotheses. First, pgl T3S to two, five, or six consecutive
T3*, for instance, naturally requires a differerdrkload. The same goes for the length of
sentences. The more consecutive T3* and/or theelothg sentence, the more complex the task

of T3S application. In ki, we define complexity in terms of number of adj#cE3* and total
number of syllables in the sentence. Our Null Hjigsts (H) is that the number of T3* and
number of syllables will not affect T3S application

(1) Complexity Hypothesis (Ip):

a. Number of adjacent T3*: The more adjacent Ti3&,more complex the task.

b. Length of sentences: The more the syllablesptbre complex the task.

Predictions:

a. Everything else held constant, a sentencemnatidjacent T3* (therefore, no T3S is
required) is easier than a sentence wi@imeadjacent T3*, which in turn is easier than a
sentence witlall the syllables in T3.

b. A sentence with fewer syllables is easier thaentence with more syllables.
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Secondly, based on the Word-and-Phrase level M3@&,domains are built with partial
reference to syntax (cyclic application at the Wiencel and non-cyclic application at the Phrase
level), and the T3S domains and the syntactic dosnaie not isomorphic (Chen 2000: Ch 9;
Shih 1986; Shih 1997). If there is only one prosatbmain for the whole sentence, there is no
issue with the syntax-prosody misalignment bec#uséeft and right edges of the syntactic
domain map perfectly to the left and right edgethefprosodic domain. However, if there are
more than two prosodic domains, they may or mayatigh with syntactic boundaries. Since
T3S partially depends on syntax, let us focus emtlajor syntactic boundary, the subject-
predicate boundary. Except for very short senteracégical sentence is broken into more than
one prosodic domain. We hypothesize that prosoadimtaries are prone to match the major

syntactic boundary, namely, the subject-predicatenary. Our Null Hypothesis @) is that

there is no clear relationship between syntactioaos and prosodic domains (i.e. T3S
domains). We test not only whether or not a retetiop between syntax and prosody exists in
T3S application, but also whether or not the aligntrof syntax and prosody respects syntactic
boundaries.

(2) Syntax-prosody Alignment HypothesisA} Prosodic boundaries tend to match the major
syntactic boundaries.
Prediction: A parsing which results in a good mdietween syntax and prosody will occur more

frequently than a mismatch between syntax and psoso

7.2 Study 4: NSR = Natural Speech (with Sandhi) Regition
In this experiment, we test children in their régent of structurally different sentences
where T3S have been applied. The goal is to seemypif children are able to repeat sentences

where T3S has been correctly applied, but alsmtbdut whether or not they use the pattern
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they hear. This is because there are multiple senatterns, and they may hear a pattern, but

choose to repeat with their own pattern.

7.2.1 Method
7.2.1.1 Subjects

Thirty-two subjects participated in this study. Tniseone children, age 4;0 — 6;8, were
recruited in Taichung, Taiwan. They were dividetb itwo age groups, four-year-olds and six-

year-olds. In the six-year-old group, only two dnén (5;9 and 5;10 respectively) were under 6;0.

Eleven adult%6 participated in the study. All of them were natspeakers of Mandarin Chinese
from Taiwan, studying at Michigan State Universifgble 7.1 shows the distribution of the

subjects.

Table 7.1 Study 4: Distribution of the subjects

Age group N Age rang: Mear Standarc
deviatior
4-yearolds 11 4;0-4;1C 44 3.68 (mo.
6-year-olds 10 5,9-6;8 6;3 3.68 (mo.)
adults 10

7.2.1.2 Procedure

All children were tested in a quiet classroom i@ kindergarten or in the home of the child.
The adult subjects were tested at their homes amguiet room. The elicited production task
lasted approximately 10 minutes for adults, and- 2® minutes for children. Each child was
presented a Robot and a beanie beaoli. The experimenter told the child that they werewdb

to play a game. She said, “Look, this is a Robad, this is BeaXiaoli. Robot says something to

36An adult subject, after completing the experimemntioned to the experimenter that her
friends often commented that she “talked weird.& Oata of this adult subject was excluded in
order to ensure, the best way we could, that atié reflect the norm of adult speech. Her
scores in 4wéd and 4w control and test items were 100% correct. In ttee3W6c and NP-
5w6o control items, the answers were also 100% correat.scores for the Pro-5wénd NP-
S5w6o test items were 50% correct and 0% correct resbyt
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BearXiaoli, but BearXiaoli cannot hear her. Could you help her by listening/hat the Robot
is saying? After you hear it, you tdlaoli, okay?Do you want to play the game?” (See
Appendix E for Mandarin experimental prompts andemals.) The subjects heard the audio
recordings through headphones (Philips SHP2000ysawdaccompanying pictures from a laptop
computer, and then, repeated what they heard.

Each PowerPoint slide consisted of the imageseoRibbot, BeaKiaoli and/or other animals
doing various activities. The purpose of showingithages along with the audio recordings is to
assist children in their understanding of the rdoas. All the images were obtained from

Google images (http://www.google.com/imghp?hl=eritai) and by photographing real

objects (Robot and BeXiaoli). All subjects’ responses were recorded on a Mare@MD660
with an Audio-technica miniature clip-on microphqA#er'831B Cardioid Condenser Lavalier
microphone). (A second digital recorder, a Sony@&B0F, was used in case of technical
problems.)
7.2.1.3 Design

An elicited repetition task (Crain & Thornton 2Q0@cDaniel et al. 1998) is used in this
experiment. The four structures tested in the sardyin (1). Throughout the chapter, sentences
will be identified by the following labels for tfeur structures: 4w (four words, four
syllables), 4w6 (four words, 6 syllables), PRO-5wsubject pronoun, 5 words, 6 syllables)
and NP-5w6 (subject NP, 5 words, 6 syllables). Based on tleedAand-Phrase level Model,
the predicted patterns for each structure arallist¢3) (see Appendix G for derivations for test
items). In general, at the Word level (includingiple nouns, compound nouns and NPs), T3S

applies cyclically, and at the Phrase level, T38iap non-cyclically.
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(3) The four structures in the experimental sentenodsI&S patterns expected

a. 4wk
[Wo [xiang [mai [bi]]]]
I want buy pen ‘lwantto buy pens.’

3 3 3 3 Ut
3 3 3 3  Word: no T3S
3 3 e 3) Phrase: disyllabic foot for the smallest domaiaS
2 3) (2 3) Phrase: Disyllabic foot for the remainsylables, T3S; ST1
2 2 2 3) Larger domain in fast speech; ST2
b. 4we:
[[haima] [xiang [zhao  [shuimul]]]]
seahorse want look for jellyfish ‘Seahorse twda look for Jellyfish.’
33 3 3 33 uT
(23) 3 3 e3) Word: two disyllabic feet, T3S
(23) @ 3) (23) Phrase: disyllabic foot, T3S; ST1
(22 2 3) (23) Larger domain in fast speech; ST2
c. Pro-5we:
[Ni [xiang [yang [xiao [laochu]]]]]
you want raise small tiger ‘You want to havesea{a) small tiger.’
3 3 3 3 33 uT
3 3 3 3 23) Word: T3S
3 3 3 3 23) Word: Incorporation, no T3S
(2 3) 3 3 23) Phrase: Disyllabic foot from ledtright, T3S

Directionality for the Incorporation ingmext step:
I.  Leftward incorporation:

(2 2 3) (3 23) Phrase: Incorporation, T3S; ST1

(2 2 2 3 23) Optional: T3S across domains; ST2
ii.  Rightward incorporation:

(2 3 @ 3 23) Phrase: Incorporation, T3S; ST3
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d. NP-5we:
[Ma [xiang [zhao [xiao [haigou]]]]]
horse want look for small fur-seal ‘Horse vttt look for the small fur-seal.’

3 3 3 3 33 uT

3 3 3 3 B3 Word: T3S

3 3 3 (3 23 Word: Incorporation, no T3S

2 3) 3 3 23 Phrase: Disyllabic foot from ldtright,
T3S

Directionality for the Incorporation ingmext step:
i.  Leftward incorporation:
(2 2 3) (3 23) Phrase: Incorporation, T3S; ST1
(2 2 2) (3 23) Optional: T3S across domains; ST2
ii.  Rightward incorporation:
(2 3 @ 3 23) Phrase: Incorporation, T3S; ST3
4w4s in (3a) and 4weé in (3b) are both composed of four words, but ttiéier in the total

number of syllables. We test whether or not thgtleof sentences has an effect by comparing

these two sentence groups. In addition, Syntaxdeigoalignment hypothesis #will be tested

as well.

Pro-5w6 and NP-5w6 are used to test all the hypotheses except {gywhich concerns

the effect of sentence length (PRO-wn#hd NP-5w6 are of the same length (6 syllables long),

so this hypothesis cannot be tested). PROebwg3c) and NP-5wé in (3d) differ only in

whether or not it is a subject pronoun (hencefsubject pro) or a subject NP. We test whether

or not there is a difference in T3S application whige subject is an NP and when it is a pronoun.
As mentioned eatrlier, previous studies suggestahatbject pronoun cliticizes leftwards to

the preceding syllable (Chen 2000; Lin 2007; SKiB&; Shih 1997; Zhang 1997). What was left

unexplored in previous studies was whether or ubjegt pros behave similarly in cliticization.

There is a problem, however. Being in the initiasgion of the sentence, a subject pro cannot

cliticize leftwards to the preceding syllable sime®hing precedes it. It will be interesting to
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know whether the subject pro stays as a degenfette its own prosodic domain, or that it
joins the following syllable(s) in forming a prosodlomain even though there is a major
syntactic boundary between subject and predicatgti®ning pronouns in the subject position in
Study 4 and Study 5 allows us to test not onlyanpun’s well-known property of being
prosodically weak, but also its directionality bétcliticization which has not received much
attention.

What we also are interested in is the directiopalftincorporation of an unparsed syllable.

An example in (3c) is repeated in (4).

(4) PRO-5wé:
[Ni [xiang [yang [xiao [laochul]]]]]
you want raise small tiger ‘You want to havesea{a) small tiger.’
3 3 3 3 33 uT
3 3 3 3 £3) Word: T3S
3 3 3 (3 23) Word: Incorporation, no T3S
(2 3) 3 (3 23) Phrase: Disyllabic foot from left ight,
T3S

Directionality for the Incorporation in tinext step:
I.  Leftward incorporation:

(2 2 3) (3 23 Phrase: Incorporation, T3S; ST1

(2 2 2) (3 23 Optional: T3S across domains; ST2
ii.  Rightward incorporation:

(2 3) @ 3 23 Phrase: Incorporation, T3S; ST3

In (4), at the Word level, the innermost constituanhu‘tiger’ is parsed, and T3S applies.
Xiao ‘small’ is then incorporated, and T3S does notyappt the Phrase level, a disyllabic foot
is formed from left to right, and T3S applies. Naw have one remaining syllable that we need
to incorporate into a neighboring domain. We acedawith two choices: Incorporating
rightwards or incorporating leftwards. There isspecification of the directionality in the Word-

and-Phrase Model, so let us take a closer lodkeatwto options we have at this point.
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a. Incorporating leftwardsThe unparsed syllable is incorporated into ttsglthbic domain
obtained at the Phrase level (i.e. the first tyltables). There is no reference to syntax.

b. Incorporating rightwardsThe unparsed syllable is incorporated into theary domain
obtained at the Word level. There is referenceyitax.

If Option alncorporating leftwardss taken, the remaining unparsed syllable is ipoated
into the preceding domain, and T3S applies withikMe have ST1T2T2T3)(T3T2T3). If
Optional T3S across domain applies, we have SPI2T2)(T3T2T3).

If Option bincorporating rightwardss taken, the remaining unparsed syllable is
incorporated into the following domain, and T3S laggpwithin it. We have ST3
(T2T3)(T2T3T2T3).

It should be noted that the subject-predicate pattealso a possible T3S pattern. Let us look

at a sentence shown earlier in (3d), repeatedingEs.

(5) NP-5w6s:
[Ma [xiang [zhao [xiao [haigou]]]]]
horse want look for small fur-seal ‘Horse wemtook for the small fur-seal.’
3 3 3 3 33 uT
3 3 3 3 23) Word: T3S
3 3 3 3 23) Word: Incorporation, no T3S
(2 3) 3 3 23) Phrase: Disyllabic foot fréeft to right,
T3S

Directionality for the Incorporation ingmext step:
i.  Leftward incorporation:
(2 2 3) 3 23) Phrase: Incorporation, T3S; ST1
(2 2 2) 3 23) Optional: T3S across domains; ST2

ii.  Rightward incorporation:
(2 3) ¥ 3 23) Phrase: Incorporation, T3S; ST3

Alternative parsing:
3) % (2 3) (3 23) ST4

intonational break
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In (5), at the Word level, the innermost constitseare parsed. T3S applies in the object
noun, but T3S is not applicable in the subject ndext, still at the Word level, the adjective
xiao ‘small’ is incorporated into its following domaiand T3S applies. At the Phrase level, a
disyllabic foot is formed from left to right for éfirst two syllables, and T3S applies, followed
by the incorporation of the unparsed syllatdeg‘wait for,” and T3S applies again.

The additional pattern (T3)2T3)(T3T2T3) occurs when there is an intonational break (the
convention is to indicate it with “%") and/or theieean emphasis/focus on the subject (Chen
2000: 379-380, 411-413). It is not clear whethenatrthere is an intonational break and/or if
there is an emphasis or focus on the subject idalke collected for Study 4 and Study 5. It is
also not clear if this additional pattern is spedid Taiwan Mandarin speakers. Future
investigation will be needed to answer the questiarthis regard.

For a T3S application to occur, there has to b8% dnvironment to trigger it. Whenever
there are adjacent T3*, the environment for trigggei 3S application is potentially created.
Therefore, such environment plays a crucial roleunexperimental design. The levels of
difficulty can vary depending on how many adjacEsit there are in a sentence. Zero T3S
applications when there are no adjacent T3* is ebqoeto be the easiest since it is without any
T3S workload. These are the control items whicluiregno T3S applications. It should be noted
that control items sometimes contain a T3; howevés,not preceded or followed by another T3,
so T3S is never triggered.

For the test items, there are two conditions. Tits¢ ¢ondition is the T3S environment of
three adjacent T3*. The second condition is the @38ronment of maximal adjacent T3*

allowed for that sentence. The maximal number dfthat is allowed for (3a) is four because
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the sentence is four syllables long. Sentences«{38)l) each has six syllables, so the maximal
number of T3* allowed for them is six.

For easy reference to the conditions in the testst(three T3* and maximal T3*) and as
well as the condition of “no adjacent T3*” the canltitems, we use the simplified terms in (6).
These labels will be used in the rest of the chapte
(6) Three conditions: No adjacent T3*, three T3*, ahd' 3*

a. No adjacent T3* No adjacent T3*, and therefore T3S is not appliegthe control items).
b. Three T3*: Three adjacent T3* embedded in the sentences.
c. All T3*: Maximal adjacent T3* allowed for that sentenaauffadjacent T3* for (3a) and

six adjacent T3* for (3b) — (3d)).

Not only is the number of adjacent T3* importahg tocation of the T3-sequence needs to
be specified as well. For the control items, nacgfmation is required as there are no adjacent
T3*. For the “maximal T3*” test items, we know thedich syllable in that sentence bears a T3
underlyingly. In this case, all the syllables ard B, so specification of where the T3-sequence is
located is unnecessary. In short, there is no sworfiuof the location of the T3-sequence in the
control items and in the test items where eaclalidlis in T3.

The specification of the location of T3* is necegdsa cases where three T3* are embedded

in the sentence. We specify the location of T3*wabld type in (7).
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(7) Location of adjacent T3* for the three-T3 conditi@mown inbold type)
a. 4wdc:

[Gpronouﬂﬁwam[cvert{GN P11l
[Ni [xiang [mai [hua]]]]

you want buy flower ‘You want to buy flowers.’
3 3 3 1 uT
3 3 3 1 Word: no T3S
3 3 (3 1) Phrase: disyllabic foot for the smalsitnain, no T3S
(2 3) 3 1) Phrase: Disyllabic foot for the remainsydlables,
T3S; ST1
(2 2 3 1) Larger domain in fast speech, ST2
b. 4wéo:
[6oNP  bwant [6verb [ooNPI]]]
[[banma] [xiang [zhao [xiongmao]]]]
zebra want look for panda bear  ‘Zebra wamiook for Panda bear.’
13 3 3 21 uT
(13) 3 3 (22) Word: two disyllabic te&3S
(13) e 3) (21) Phrase: disyllabic foot, T3S; ST1
(12 2 3) (22) Larger domain in fast speech$;T3T2
c. PRO-5w6:

[Gpronoun [owanioverb [Gadj[GGNP]]]]]
[Wo [xiang [zhao da [hema]]]]]

| want lookfor big hippo ‘| want to l&dor (a) big hippo.’

3 3 3 4 23 uT

3 3 3 4 (23) Wol@&S

3 3 3 4 23) Wordcorporation, no T3S

(2 3) 3 4 23) Phrase:yDabic foot from left to right,
T3S

Directionality for the Incorporation in the nexept
I. Leftward incorporation:

(2 2 3) 4 23 Phrase: Incorpiorg T3S; ST1
ii. Rightward incorporation:
(2 3) 3 4 23) Phraseadrporation, T3S; ST2
(2 2) 3 4 23 Optional: T38@ss domains; ST3
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d. NP-5w6s:

[oNP Pwant [overb [Gadj [ooNP]]]]]
[Gou [xiang [zhao [da [xingxing]]]l]

Dog want look for  big gorilla ‘Dog wants lmok for Gorilla.’

3 3 3 4 11 uT

3 3 3 4 (11) Word: T3S

3 3 3 (4 11) Word: Incorporation, no T3S

(2 3) 3 (4 11) Phrase: Disyllabic foot from left ight,
T3S

Directionality for the Incorporation in the nexept
I. Leftward incorporation:

(2 2 3) (4 11) Phrase: Incorporation, T3S; ST1
ii. Rightward incorporation:
(2 3) 3 4 11) Phrase: Incorporation, T3S; ST2
(2 2) 3 4 11) Optional: T3S across domains; ST3

To summarize the experimental design, the cortieats are those that need no T3S
applications (no adjacent T3*). The test items hax@conditions—three T3* and all T3*.
Table 7.2 lists the number of tokens of controld tests for each sentence type.

Table 7.2 Study 4: Tokens for test and control gem

Control items/test items Contral Test
Conditions No Three All T3*

adjacent| T3* ,

T3* 4 T3* 6 T3*

4-syllable sentences:
4wdo: [opronoutowantoverd onplll] 2 2 2+ nla
6-syllable sentences:
4wbo: [soNPlowanioverd[oonpPlll] g g 2;: g
PRO-5w&: [opronouowanioverdoadjloonplll] 5 > na | o

NP-5w6s: [oNPlowanioverd sadjlsonpPlIl

From Table 7.2, we can see that for each sentengdige, there are six tokens, with two
each for No adjacent T3*, Three-T3* and All T3*.8rk are 24 tokens in all (4 sentence types x

6 tokens each sentence type).
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In this experiment, we test whether or not childaes able to repeat correctly the sentences
that have various numbers of T3S applications. ©ube T3S variability, more than one T3S
pattern is possible. Upon hearing a sentence uralagpeech, are they able to repeat it? If so,
will they repeat the T3S pattern that they heawitirthey repeat with a different surface pattern?

For the audio recording of these experimental seet® we selected the pattern where more
T3* undergo T3S. By using the pattern that has ndereved T2's, rather than fewer derived
T2's, we are testing to what extend children cdainethe pattern that may or may not have been
acquired. We are more interested in how much tiidreln can do (that is, their potential), rather
than how little children can do. For instance,8hl§elow, we see various possibilities in the
surface form.

(8) [Ma |[xiang [zhao [xiao [haigou]]]]]

horse want look for small fur-seal ‘Horse wantaok for the small fur-seal.’
3 3 3 3 33 uT
3 3 3 3 23) Word: T3S
3 3 3 (3 23) Word: Incorporation, no T3S
2 3 3 (3 23) Phrase: Disyllabic foot from ledt
right, T3S

Directionality for the Incorporation ingmext step:
I.  Leftward incorporation:
(2 2 3) (3 23) Phrase: Incorporation, T3S; ST1
(2 2 2) (3 23 Optional: T3S across domains; ST2

ii.  Rightward incorporation:
(2 )| (2 3 23) Phrase: Incorporation, T3S; ST3

Alternative parsing:
(3) % (2 3) 3 23 ST4

intonational break

In (8), ST1 is the pattern derived first. Althougbth ST1 and ST2 are possible patterns, the

level of difficulty in producing them varies. Owasoning is that, the more derived T2’s, the
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more work (the higher demand). It follows that SAtéich has four derived T2s is more difficult
than ST1 and ST3 which has three derived T2s. STidhvhas two derived T2s is assumed to be
the least difficult. A female native speaker reaardhe selected surface pattern for each sentence
with a professional digital recorder Marantz PMD660ese recorded sentences were put on the

PowerPoint slides where children will hear the seogs with accompanying pictures.

7.2.1.4 Materials

In the 24 experimental sentences, 16 are test jtenas8 are control items. A sample
sentence each for the control items (no adjacet)t T8ee-T3 test items, and all-T3 test items
are in Figure 7.1 (a) - (c) respectively. The uhdeg tones and the surface pattern selected for
the audio recording are included in these sampiterees. (See the Appendix E for the full set

of 18 test items and 6 control items.)
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Figure 7.1 Study 4: Sample materials
a. Sample control item— no adjacent T3*

Audio recording:

[Zhu  [xiang [bian [lan  [jingyu]]]l]
pig want become blue whale
‘Pig wants to become (a) blue whale.’

pig want become blue whale
1 3 4 2 12 UT
1 3 4 2 12 ST used

Audio recording:

[Gou [xiang[zhao [da [xingxing]]]]]
dog want look for big gorilla
‘Dog wants to look for (the) big gorilla.’

dog want look for big gorilla
3 3 3 4 11 uT
2 2 3 4 11 ST used

c. Sample test item— all T3*

- Audio recording:

[Ma [xiang [zhao [xiao [haigoul]]]]]
) horse want look for small fur-seal
‘Horse wants to look for (the) small fur-seal.’

horse want look for small fur-seal
3 3 3 3 3T
2 2 2 3 B ST used

7.2.1.5 Coding
One native speaker transcribed the data and coded the answers. Numbers 1, 2, 3 and 4 were
used for the four lexical tones, T1, T2, T3, andrd@gpectively. Data were coded in a way to

preserve the most available information in subjeetgponsesThe coding categories are in (9).
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(9) Coding categories for data analysis:
a. Included in the analysis:
i.  Correct application of T3S without missing any alles (missing syllables are indicated
by underscores in the coding).
ii.  Incorrect application of T3* without missing anyllaples
iii.  Answers with one or two missing syllables
b. Excluded in the analysis:
i.  No answer: Saying “l don’'t know” or being silentthout giving an answer.
ii.  Non-target answers: Saying something else, suelddiag additional words to the
sentences, replacing the name of an animal, wieglit in non-target answers.
iii.  Pauses: Pauses between two T3*.
iv.  Other: Missing three or more syllables.

When there are missing syllables in the subjectsirers, it is often one or two syllables in
the medial position that are left out. Only wheea ttumber of missing syllables does not go
beyond two syllables are the answers includederatialysis. Answers with pauses between T3*
are excluded from the analysis because a pauseye#te T3S environments created. Sample

answers and how they fit in the coding categoniesraTable 7.3.
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Table 7.3 Study 4: Sample answers and their cochtegories for data analysis

Sample sentence:
[Wo [xiang [mai bi]]]
I want buy pen

‘I want to buy pens.’
3 3 3 3 uT
(2 3) @ 3) ST1

(2 2 2 3)

ST2]> The pattern the subjects heard.

[ta [mai [zhege]]]
he buy this ‘He buys this.”
1 3 45

Sample answers Include in the analysis? Corrector
(Only tones are listed.) incorrectx
2 3 2 3 Yes v

2 2 2 3 Yes v

3 3 2 3 Yes x

2 3 3 3 Yes x

2 _ 2 3 Yes x

_ _ 2 3 Yes x

_ _ _ 3 No n/a

3 pause 3 2 3 No n/a
Silence or saying “l don’t know.” No n/a
Saying something else: No n/a

After the responses were coded as shown in TaBle&econd step of coding was needed
for all the correct answers. We know that whenréiggpant’s answer is correct, there are
different ways for it to be correct since there rmndtiple surface patterns. For the purpose of

analyzing correct patterns produced by the paditip all the correct responses were further

categorized.

It should be noted that we categorize the coresgpanses in terms of the type of feet

shown in the surface patterns. For instance, 83x-d 3 sequence, the pattern

(T2T3)(T2T3T2T3) (see rightward incorporation in (3c) and (3d))dentified as an alternating
pattern (alternating between T2 and T3), ailTRT3)(T3T2T3) a ternary pattern. Since a pure
non-cyclic strategy that producéR2{T3)(T2T3)(T2T3) is the same as the predicted pattern

(T2T3)(T2T3T2T3) through rightward incorporation, and we do kimbw which parsing the
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speakers use, such sequence alternating betweamdTE3 will be labeled as the “alternating
pattern.” It should be emphasized that the “altingaand ‘ternary’ patterns here do not mean
that the string of syllables are parsed non-cyttyideom left to right in two-syllable or three-
syllable domains. The definition of the categoused is in (10), followed by sample correct

responses and their corresponding coding categoriezble 7.4.

(10) Categories for correct responses and their dedimsti

a. The alternating pattern: The syllables alternatevben T2 and T3, or are parsed in binary
feet.

b. The ternary pattern: The pattern is composed oatgrfeet.

c. The opt rule pattern (the optional rule patterrf)e pattern is derived through one of the
optional rules in the Word-and-Phrase level Modlekt is, either through optional T3S
across prosodic domains, or through the largerailoparsing in fast speech.

d. The subject-predicate pattern: The parsing of tiigest is separated from the predicate.

For (10a), in the four-syllable sentences, theradténg pattern iF2T3T2T3, and in the six-
syllable sentences, it IRT3T2T3T2T3. For (10b), the ternary pattern, it is releviarthe 6-
syllable sentences, but not in the 4-syllable se#eln our 6-syllable sentences with a
monosyllabic NP or a monosyllabic pronoun (seesthegcture in (3c) and (3d)), the ternary
pattern always separates the verb and the objeetopt rule pattern in (10c) is derived when
T3S applies across two domains or through largeraiio parsing in fast speech. The subject-
predicate pattern in (6d) is derived where theanigntonational break and/or there is an
emphasis or focus on the subject, according to C2@d0:379-380, 411-413). Sample correct

answers and how they fit in each category in (18)sammarized in Table 7.4.
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Table 7.4 Study 4: Sample correct responses aldctiiing categories

[Ni  [xiang [yang [xiao
you  want raise/have small mouse
‘You want to raise/have (a) small fur-seal.’

[laoshu]]1]]

you  want raise/have small mouse
3 3 3 3 33 UT Categories for correct responses
2 2 2 3 3 ST used

a. (2 3) P 3 23) ST1 The alternating pattern

b. (2 : 3) (3 23) ST2 The ternary pattern

c. (2 2 2) (3 23) ST3 The opt rule pattern

d. (3) [ 3) 3 23) ST4 The subject-predicate pattern

e. (3) @ 2) 3 23) ST5 The subject-predicate pattern

7.2.2 Results and discussion for control items in®R

Table 7.5 shows the number of items included amtuded in control items. Table 7.6

shows the number of the excluded control itemsduing categories (s&F.2.1.5).

Table 7.5 Study 4. Number of items included (l) axdluded (E) in control items

4Awdo 4w6o PRO-5w6s NP-5w6e
Number of items| | E total I E total | E total I E otal
4-year-olds 20 2 22 19 3 27 17 5 22 16 6 22
6-year-olds 20 O 20 20 0 2( 19 1 20 20 O 20
adults 20 O 20 20 0 20 19 1 20 20 O 20

Table 7.6 Study 4: Control items— data excludedhftbe analysis

4wdo 4w6bo

No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total

4 0 2 0 0 2 0 3 0 0 3
6 0 0 0 0 0 0 0 0 0 0
A 0 0 0 0 0 0 0 0 0 0

PRO-5w6s NP-5w6o

No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total

4 0 5 0 0 5 0 6 0 0 6
6 0 1 0 0 1 0 0 0 0 0
A 0 1 0 0 1 0 0 0 0 0
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Table 7.7 shows the correct rates for control items

Table 7.7 Study 4: Correct rates (%) in contrahise

4wic 4w6s PRO-5W6s  NP-5wés
4-year-olds 100 (20/20) 100 (19/19) 100 (17/17) 81.25 (13/16)
6-year-olds 100 (20/20) 100 (20/20) 100 (19/19) 100 (20/20)
adults 100 (20/20) 100 (20/20) 100 (19/19) 100 (20/20)

Figure 7.2 shows the correct rates in the conteohs by age.

Figure 7.2 Study 4: Correct rates in the conteris by age

Correct rates in control items
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4w6o PRO-5w& | NP-5w6s
®4-year-olds 100 100 100 81.25
E6-year-olds 100 100 100 100
® adults 100 100 100 100

Recall that for the control items, there are n@eelpt T3*, so no T3S is required. That is,
surface tones are the same as underlying toneskeldrrect answers in the test items where
there are multiple T3S surface patterns, in therobitems, it is simple. The mapping of the
underlying tones and the surface tones is oneagrather than on to many.

The correct rates for four sentence types @wiv6es, PRO-5w@, and NP-5w6) by age

group (4-year-olds, 6-year-olds, and adults) wateuwtated. Our Null hypothesis is that there is
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no difference between any two age groups (i.e.af-pids = 6-year-olds, 4-year-olds = adults,
and 6-year-olds = adults).

Overall, the correct rates for all the age grounphe controls of all sentence types (4w4
4w6s, PRO-5w, and NP-5w6) are very high. Even the youngest group, 4-yeds-alid very
well except for a lower correct rate at 81.25% -5v6s items. Six-year-olds are adult-like in
having a 100% correct rate in all four sentencesyhese results suggest that the length of the
sentences, the structures of the sentences weleyond their capability.

The results show that all age groups did perfgdidp% correct) in three sentence types
(4wdo, 4wbs, and PRO-5w6). Adults and 6-year-olds did perfectly in NP-5wy®ut 4-year-
olds had a correct rate of 81.25%. Two-proportid@ast(a = .05, two-tailed) was used to
determine whether or not the difference was sigaift. Four-year-olds are not significantly
different from 6-year-oldsp(= .156), and they are not significantly differémm adults, either
(p = .156).

The task of repetition of these sentences in nbspeech was an easy task for children. We

will see in the next section how children did ie tlest items where there is T3S effect.

7.2.3 Results and discussion for test items in NSR
Table 7.8 and Table 7.9 summarize by coding categ(see7.2.1.5) the number of
excluded data from “4wstand 4we test items” and “PRO-5wband NP-5w6 test items”

respectively.

230



Table 7.8 Study 4: Test items (4avdnd 4we)— data excluded from the analysis

4wdo: three T3* 4wde: all T3*
No Non- Pauses Missing Exclu| No Non- Pauses Missing Exclu
answer target sylla- -ded | answer target sylla- -ded
bles total bles total
4 0 4 0 0 4 0 6 0 0 6
6 0 0 0 0 0 0 0 0 0 0
A 0 0 0 0 0 0 0 0 0 0
4w6o: three T3* 4w6o: all T3*
No Non- Pauses Missing Exclu| No Non- Pauses Missing Exclu
answer target sylla- -ded | answer target sylla- -ded
bles total bles total
4 0 4 1 0 5 0 5 0 0 5
6 0 0 1 0 1 0 0 0 0 0
A 0 0 0 0 0 0 1 0 0 1

Table 7.9 Study 4: Test items (PRO-mn#hd NP-5w6 )— data excluded from the analysis

PRO-5w6s: three T3* PRO-5w6s: all T3*
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 0 4 0 0 4 0 5 0 0 5
6 0 1 0 0 1 0 0 0 0 0
A 0 0 0 0 0 0 0 0 0 0
NP-5w6o: three T3* NP-5w6o: all T3*
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 0 2 0 0 2 0 5 0 0 5
6 0 0 0 0 0 0 0 0 0 0
A 0 1 0 0 1 0 1 0 0 1

In the next subsections, the statistical resultsdiscussion for two sentence pa#sids and
4w6r andPRO-5w6 and NP-5w6, will be presented separately.
7.2.3.1 Results for 4wd and 4wé6s items

Table 7.10 shows number of items by pattern incledd 4w test items and Figure 7.3

shows the correct rates and the distribution of p&tserns iMw4s and4w6&s sentences by age.
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Table 7.10 Study 4: Number of items by patternvidd and 4w test items

4w4e: three T3* 4w4e: all T3*
Subject- | Alternating| Opt Subject- | Alternating| Opt
predicate| pattern Rule predicate| pattern Rule
pattern pattern | total | pattern pattern | total
4 0 0 18 18 0 12 3 16
6 1 0 19 20 0 12 8 20
adults 0 0 20 20 0 9 11 20
4w6e: three T3* 4w6e: all T3*
Subject- | Alternating| Opt Subject- | Alternating| Opt
predicate| pattern Rule predicate| pattern Rule
pattern pattern | total | pattern pattern | total
4 0 8 6 17 0 6 4 17
6 0 10 8 19 1 12 4 20
adults 0 15 4 20 0 18 1 19

(4= 4-year-olds, 6= 6-year-olds; the numbers oividdial patterns + number of errors = total)
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Figure 7.3 Study 4: Correct ratesdw4s and4w6s sentences

a. b.
4w4o: three T3* 4wde: all T3*
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R 20 - -
20 5 A e 10 1 A
10 v — 0 -
0 PANAYA | AT R
4-year-| 6-year adults adults
olds olds
= Subj-pred 0 5 0 @ Subj-pred 0 0 0
o Alternating 0 0 0 D Alternating 75 60 45
& Opt rule 100 95 100 & Opt rule 18.75 40 55
C d.
4wb6o: three T3* 4wbo: all T3*
100 188
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80 - 70
a
60 - i
50 - 48]
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0
adults mSubj-pred | 0 5 0
& Alternating 75 oI Alternating 35.29 60 94.74
= Opt rule 20 &= Opt rule 23.53 20 5.26

For the opt rule pattern, the number of syllabledters. The frequency of the opt rule pattern
is higher in four-syllable sentences than in sikadye sentences.

Interestingly, the alternating pattern was notsaée in three-Tdw4s items (Figure 7.3 (a))
though it was attested in all-#v4s and three-T3w6s and all-T34w6s items (Figure 7.3 (b) —

(d)). The alternating pattern decreases with agdlim3 4w4s items (Figure 7.3 (b)), but
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increases with age in all-8v6s items (Figure 7.3 (d)). The subject-predicateguattvas rarely
used in all three age groups. The ternary pattasiwvever used.

A logistic regression analysis was performed. Tégiits show that the independent variables
(age, number of adjacent T3*, and number of sydlapas a set are statistically significaotti
square= 120.288p < .001with df = 15). This indicates that the independent vagslls a set
reliably distinguished among the response patterns.

The opt rule pattern

The Wald criterion shows that the number of T3* #melnumber of syllables are found to be
statistically significantff < .001for both) for the opt rule pattern relative toces. Everything
else held constant, three-T3 items are more likedy all-T3 items@dds RatiqOR) = 14.180,

p <.001), and 4-syllable items more likely than 6-syllaliems OR=99.982p < .00]) to have
the opt rule pattern. Four-year-olds are signifigadifferent from adultsQR = .064,p = .015),
but 6-year-olds are noDR = .311, p =.325). The OR values indicate that tacare roughly 16
times more likely than 4-year-olds and 3 times niikedy than 6-year-olds to use the opt rule
pattern.

The alternating pattern

For the alternating pattern relative to errors,rtheber of syllables is statistically significant
(OR=8.873p =.044), and th©Rvalue indicates that a four-syllable sentenceasentikely to
have the alternating pattern than a six-syllabigesee. For the alternating pattern, 4-year-olds
are significantly different from adult©R = .052,p = .006), and 6-year-olds are not significantly

different from adultsQR = .210,p = .174).
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The subject-predicate pattern

For the subject-predicate pattern relative to sgriite number of T3* is not statistically
significant OR = .338,p = 4.672), and neither is the number of syllab@R € 27.412p = .072).
7.2.3.2 Discussion for 4wetand 4w6s items

First of all, regarding the number of T3*, in thw4b sentences, children did equally well in
the three-T3 and all-T3 items. In the 4niéems, however, while children did fairly well the
three-T3 items (4-year-olds: 82.35% and 6-year:8ds/4%), their correct rates dropped in the

all-T3 items (4-year-olds: 58.82% and 6-year-o&&%). Complexity Hypothesis () Number

of adjacent T3*— the more adjacent T3*, the momnplex the task— is supported.
Regarding the length of sentences, both 4-yearanids-year-olds did better in the 4-

syllable sentences than in the 6-syllable senter@asplexity Hypothesis (i) Length of

sentences— the more the syllables, the more contipéetask, is supported.

Regarding syntax-prosody alignment, it was preditit@t parsing which results in a good
match between syntax and prosody will occur maggquently than a mismatch between syntax
and prosody. In the 4wdsentences, the use of the alternating patterredses with age. In the
4w6c sentences, its use increases with age. It sheulbted that in the latter, the alternating
pattern gives a good syntax-prosody mapping. Tealtsesupport the Syntax-prosody Alignment

Hypothesis (B)— Prosodic boundaries tend to match the majoragyiat boundaries.

Participants did not always use the pattern theyceélhe opt rule pattern was what the
participants heard in these test sentences. Tltemtage of the opt rule pattern was very likely
to be boosted to some extent by what they heao# giarticipants could simply hear a pattern

and repeat it back. However, we also see thatogaatits did not always use the pattern that they

235



heard. In fact, their own preference for a particylattern was so strong in some test items that
the pattern they heard was produced by only a greatientage of people.

Since the subject-predicate pattern was rarely (wigd only 5% in three-T3 4waslitems in
6-year-olds and 5% in all-T3 4w6@tems in 6-year-olds), we will focus on the al@ing pattern,
which was produced by some participants in allggeps in replacing the opt rule pattern that
they heard. Let us first look at the alternatingggra for three-T3 4wd and three-T3 4wH
sentences shown in (11). A T3 is indicated Bydnd a non-T3 is indicated by &n In the
following derivations, all the patterns derived possible. The boxed pattern is the pattern used

in the stimuli.

(11) The alternating pattern in 4w4nd 4w@ sentences— three T3*
a. 4wdo: [opronoudowanioverdonplll]

3 3 3 X uT

3 3 3 X Word: not applicable

2 3 B X Phrase: disyllabic foot for the shast domain,

noT3S

(2 3) (3 X Phrase: disyllabic foot, T3S;1ST

(2 2 3 X] Larger domain in fast speech; ST2
b. 4w6s:  [oonplowan{overd[oonplll]

X3 3 3 XX UT

xX3) 3 3 (XX) Word: not applicable

(X3) (2 3) (XX) Phrase: disyllabic foot, T3S; ST1

e 2 3) (XX) Larger domain in fast speesfi2

In (11a), no foot has been formed at the Word lese@hbt the Phrase level, a disyllabic foot is
formed for the smallest domain, and T3S does nplyapt the Phrase level, the subject pro
forms a binary foot with the following syllable. iBlprosodic domain crosses the subject-

predicate boundary. Notice that the prosodic ctuestt (first two syllables) is a non-constituent
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syntactically. In addition, the alternating patt3e7r(1TZB)(LBTx) has two adjacent T3*, although
it is a grammatical because the two T3* belongiti@ietnt feet. Despite the first foot in the
alternating pattern being acceptable, when thea@asher option, speakers seemed to prefer a
pattern without any adjacent T3* over a patterrhwaitjacent T3* belonging to two domains.
ST2 is derived through larger domain parsing in $gagech. This pattern does not have any
adjacent T3* and participants favored it.

Now consider (11b), the subject NP and the objdtake parsed at the Word level, and the
auxiliary verb and the verb are parsed non-cydiicatithe Phrase level. In this case, no prosodic
domain crosses over the subject-predicate boundlagre is no mismatch between syntax and
prosody at the major syntactic boundary. This neypant for the fact that across three age
groups, the alternating pattern was used moretti@nopt rule pattern that they heard. Adults’
preference for the alternating pattern is eviddr @lternating pattern: 75%, the opt rule pattern:
20%). The two child groups, 4- and 6-year-olds ubkedopt rule pattern more (4-year-olds:
35.29% and 6-year-olds: 42.11%) than adults. posssible that children were more willingly
repeat something as heard, and adults subconsciwasgked out the pattern that was “faithful”
to the pattern that they would normally use.

We now turn to the all-T3 items. In all-T3 4w#ems, while the use of the alternating
pattern decreases with age (4-year-olds: 75%, 6-glda: 60%, and adults: 45%), the use of the
opt rule pattern increases with age (4-year-ol8s73%, 6-year-olds: 40%, and adults: 55%).
The alternating pattern has two evenly divided Ithgjc feet, and is particularly favored by the

4-year-olds. On the other hand, adults used theutppattern (55%) slightly more than the

37 . .
The alternating pattern includes the pattern déitatnates betweer2 and T3 as well as the
pattern that consists of the bracketing of binast f
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alternating pattern (45%). Six-year-olds’ use & dpt rule pattern (40%) and the alternating
pattern (60%) clearly show the trend of becomirsg léke 4-year-olds and more like adults.

In all-T34w6s items, however, the use of the alternating paitesreases with age (4-year-
olds: 35.29%, 6-year-olds: 60%, and adults: 94.7496)y 5.26% of the adults repeated the
sentence with the opt rule pattern they heard tla@dest (94.74%) of the adults all used the
alternating pattern. Six-year-olds also showedefepence for the alternating parsing (60%),
compared to the two other patterns (the subjeatipaiée pattern: 5%, and the opt rule pattern:
20%). The bias toward the alternating pattern yeér-olds and adults in this case is very strong.
Six-year-olds and adults used fewer opt rule pagter all-T3 4w items than in all-T3 4wl
items (there is no clear difference in 3-year-alés) the sentence grew longer, it was harder to

use the opt rule pattern.

7.2.3.3 Results for PRO-5wé and NP-5ws items
Table 7.11 shows number of items by pattern in FR®s and NP-5w6 test items.

Table 7.11 Study 4: Number of items by patternROPSw6s and NP-5w6 test items

PRO-5w6s: three T3* PRO-5w6e: all T3*
Subj- | Alter- | Ternary| Opt |to- | Subj- | Alter- | Ternary| Opt | to-
pred | nating | pattern | Rule | tal pred | nating | pattern | Rule | tal
pattern| pattern patte pattern| pattern pattern
m
4 0 17 0 0 18 0 3 4 10 17
6 0 19 0 0 19 0 6 5 6 20
adults 0 19 0 0 20 0 5 5 7 2D
NP-5w6s: three T3* NP-5w6s: all T3*

Subj- | Alter- | Ter- Opt | to- | Subj- | Alter- | Ternary| Opt | to-
pred | nating| nary | Rule| tal | pred | nating | pattern | Rule | tal

pattern| pattern| pattern | patte pattern| pattern pattern
n
4 0 0 20 0 20 0 0 6 10 17
6 2 0 17 0 20 2 0 6 10 20
adults 3 0 16 0 19 5 0 9 5 19

(4= 4-year-olds, 6= 6-year-olds; the numbers oividdial patterns + number of errors = total.)
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Figure 7.4 Study 4: Correct ratesRRO-5w@ andNP-5w@r sentences
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mTemary | 94.44 100 95 = Opt rule 58.82 30 35
C. d.
NP-5w6o: three T3* NP-5w6s: all T3*
100
90 -
80 -
70 -
60 1o
S
40 Ao
30 7 A
20 —
10 At
0 P [T o]
4-year-| 6-year- adults
4-year-| 6-year-| . .. olds olds
olds olds =Subj-pred 0 10 26.32
& Subj-pred 0 10 15.79 @ Ternary | 35.29 30 47.37
@ Ternary 100 85 84.21 = Optrule | 58.82 50 26.32

Figure 7.4 shows the correct rates and the distobwf T3S patterns fdPRO-5w& and

NP-5wér sentences by age. The subject-predicate pattesrused ilMNP-5w& sentences

(Figure 7.4 (c) and (d)), but not RRO-5w& sentences (Figure 7.4 (a) and (b)). Also, 6-year-
olds and adults used this pattern, but 4-year-gildi:iot. The subject-predicate pattern is used by

adults in all-TANP-5w6r 26.32% of the time, compared to 0% in allHRO-5we items. This
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shows that that although the subject noun can stkome in its domain, subject pro does not.
Notice also that 6-year-olds have 10% in allNB-5w6 items. Although the percentage is
fairly low, their use of the subject-predicate pattinNP-5w& items, but not ilPRO-5w&
items, indicates that they are aware of the distndetween subject NPs and subject pros.

The alternating pattern surfaced only in allHRO-5w& sentences (Figure 7.4 (b)), and all
three age groups used this pattern. The ternatgrpaiccurred more in the three-T3 items
(Figure 7.4 (a) and (c)) than in all-T3 items (Fgu.4 (b) and (d)). For the all-T3 items,
regardless oPRO-5w& or NP-5w@r sentences, the younger the children, the morgyltkey
were to use the pattern they heard, the opt rutenpa

A logistic regression analysis was conducted. Hselts show that the independent variables
(age, number of adjacent T3*, and subject NP Jgjestipronoun) as a set are statistically
significant €hi square= 180.806p < .001with df = 20).
The opt rule pattern

For the opt rule pattern relative to errors, thehar of T3* is not statistically significant
(OR= 2.199E-9p = .997), and neither is the noun-pronoun distorctOR = .390,p = .211).
Four-year-olds and 6-year-olds are not signifigadifferent from adults (4-year-old@R =
3.527,p = .187; 6-year-old€DR = .942,p = 1.059).
The alternating pattern

For the alternating pattern relative to errors,rthmber of T3* is not statistically significant
(OR= 2.824E-9p = .998), and neither is the noun-pronoun disttrcOR = 5.990,p = .150).
Four-year-olds and 6-year-olds are not signifigadifferent from adults (4-year-old&R =

1.422,p = .760; 6-year-oldOR=1.326,p = .758).

240



The ternary pattern

For the ternary pattern relative to errors, the benof T3* is statistically significanQR =
9.174,p = .002). The OR value indicates that, everythialglltonstant, a three-T3 sentence is
roughly 9 times more likely to have the ternaryt@at than a six-T3 sentence. Four-year-olds
and 6-year-olds are not significantly differentrfr@adults (4-year-oldOR= 1.416,p = .708; 6-
year-oldsOR=.613,p = .510). The noun-pronoun distinction is not digant OR=.282,p
=.084).
The subject-predicate pattern
For the subject-predicate pattern relative to sgriite number of T3* is not statistically
significant OR = 2.997 p = .255), and neither is the noun-pronoun distimctOR = 3.208E-10,

p=.998).

7.2.3.4 Discussion for PRO-5wand NP-5was items

For PRO-5w6 and NP-5w6 items, the number of T3* did not have much effact
children’s correct rates (approximately 5% - 15%edence). Although overall, the correct rates
are slightly higher in three-T3 items than in aB-items, the difference is minimal and 4-year-
olds actually did better in all-T3 PRO-5w@ems than in three-T3 PRO-5w6These results do
not provide strong evidence to suppotig4- Number of adjacent T3*: The more adjacent T3*,
the more complex the task.

The use of the subject-predicate pattern in NPebinedns in 6-year-olds and adults lends
support to the Syntax-prosody Alignment Hypothélsis)— Prosodic boundaries tend to match
the major syntactic boundaries. The subject-préelipattern gives a pattern that have a good
mapping between syntax and prosody. However, tilshioe noted that the ternary pattern where

the prosodic domain crosses the subject-predicatadary was used more frequently than the

241



subject-predicate pattern. Although a monosyllahigject NP can stand alone, 6-year-olds and
adults prefer the ternary pattern to the subjeethoate pattern. While 6-year-olds used the
subject-predicate pattern, 4-year-olds never dis Tay indicate that 6-year-olds are more
aware of the syntactic properties of the NP antlar they are more sensitive to the subject-
predicate boundary than 4-year-olds.

Speakers did not always repeat the surface pdtteynheard. In fact, a lot of time, children
and adults used another surface pattern. In aléseas except for three-T3 PRO-iems, at
least two surface patterns surfaced in speakgpstiteon. The variability in all-T3 PRO-5w6
and all-T3 NP-5w6 are especially interesting. A sharp contrast sxisthe use of the
alternating pattern for PRO-5w@Figure 7.4 (b)), but the subject-predicate patter NP-5wé
(Figure 7.4 (d)).

The subject-predicate pattern

The subject-predicate pattern was used in NPs5tgns, but not in PRO-5veatems. Since
a subject NP can stand alone in its own domainstihgect-predicate pattern surfaced as a result.
In addition, 6-year-olds and adults used the suigesdicate pattern, but not 4-year-olds (three
T3*: 4-year-olds: 0%, 6-year-olds: 10%, and adul&79%,; all T3*: 4-year-olds: 0%, 6-year-
olds: 10%, and adults: 26.32%). This may indich& &t age 4, the subject-predicate pattern for
sentences with subject NPs is still being acquioeget to be acquired. Six-year-olds used this
pattern only 10%. Comparing to the absence ofghitern in 4-year-olds, 6-year-olds seemed to
starting to acquire this pattern. A difference 6f32% in adults’ use of patterns between the NP-
5w6o items and the PRO-5w6tems reveals that adults differentiate the prasddference
between monosyllabic nouns and pronouns, and trergfroduced the subject-predicate pattern

in sentences with a subject noun, but not a supjectoun.
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The alternating pattern

In PRO-5w6 all-T3 items, the alternating pattern was attesteall three age groups. Four-
year-olds had this pattern in place, though theynait use it as much as 6-year-olds and adults
(4-year-olds: 17.65%, 6-year-olds: 30%, and ad@®8s). The two child groups were aware of
the noun-pronoun distinction. They also were faitlyse to how frequently adults used the
alternating pattern, with 4-year-olds using it Btig less than adults, and 6-year-olds using it
slightly more than adults.
The ternary pattern

The ternary pattern occurred more in the threetdi®s than in all-T3 items, possibly
because there are other strategies (the alternaditbeyrn and the opt rule pattern) available in the
latter. Across age groups, the ternary patternrgatore in the NP-5wball-T3 items (4-year-
olds: 35.29%, 6-year-olds: 30%, and adults: 47.3t4) in the PRO-5w6all-T3 items (4-
year-olds: 23.53%, 6-year-olds: 25%, and adult$ 2T his is probably because that in the latter,

children and adults also used the alternating patbeit not in the former.

The opt rule pattern

Echoing the finding of younger children perhapsevmore willing to repeat the pattern they
heard, again, 4-year-olds were the ones who pratitineeopt rule pattern the most frequently.
This also shows that children did not have troubfeeating the sentences when the T3S is

applied correctly.

For the all-T3 items (both subject pro and sub)eEY)
Now if we shift our focus to 6-year-olds in thenoguction in the all-T3 items, they were
moving towards the adult-like distribution of diféat T3S patterns. In all-T3 PRO-5w/@iems,

the distribution of three patterns in 6-year-okistrikingly similar to that of adults (Figure 7.4
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(b)). For all-T3 NP-5w6 items, the developmental patterns is quite clawwing that the opt
rule pattern decreases with age, but the subjectigate pattern increases with age (Figure 7.4
(d)). Recall that the subject-predicate pattern erdyg attested in subject NP items, but not
subject pro items. Combine this fact with the thett only 6-year-olds and adults had the
subject-predicate pattern, and that 6-year-olds’afghis pattern was less than adults (and none
of the 4-year-olds used it), it may indicate thate@r-olds were starting to restrict syntactically
the use of T3S across the major syntactic boundasybject NP items (6-year-olds: 10% vs.
adults: 26.32%), but not in subject pro items.

To conclude, in Study 4 NSR, children generallyfdidy well. Upon hearing a particular
pattern for a sentence, children and adults dicalvedys use the pattern they heard. T3S
variability was evident in the results. This leadsto the next study, Study 5, where participants
had to apply T3S on their own— the underlying tookethe sentences are available, but not the
surface tones. We now turn to our final study,rtieest complicated and yet, the most attractive

and informative, in the series.

7.3 Study 5: RTR = Robot Talk (without sandhi) Repgtion
7.3.1 Background

In Study 4 NSR where there were no tonal manipurtati we found that children, both 4-
year-olds and 6-year-olds, were able to repeasehéences without too much difficulty. For
both children and adults, they did not always réfleasentences with the same T3S pattern they
heard. Keeping this in mind, we ask the followingestion: what do children do when there is no
T3S at all in the input and they have to do the @fflications themselves? What about adults?

Will the distribution of the T3S patterns in StUBIRTR be similar to that in Study 4 NSR?
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We are departing from mere repetition in Studyrd] maow will take a closer look into
children’s T3S application in Study 5 from a soutitat only has underlying tones. All the

sentences in Study 5 were identical to those idys4u However, the T3S effect was removed in

Study 5. Although the speech without T3S effect lmanunderstooa? it might sound unnatural
or even rather strange, like the unnaturalnessdfauhow robots talk. That was why this
experiment was named “Robot Talk Repetition.” Téreal manipulation in RTR was to change
all the sandhi tones (derived T2s from T3* becafsE3S rule) to their underlying tone, T3.
One way to think of it is that, we gave “process€iBS applied) sentences in Study 4, but
“unprocessed” (T3S never applied, as if T3S rutkerait exist in the language) sentences in
Study 5. Will the children still be able to repéa¢ sentences? If they can still repeat the

sentences, will they use the T3S patterns attést8tdy 4? What surface patterns will they use?

7.3.2 Method

An elicited repetition task (McDaniel et aR9; Crain and Thornton 2000) was used in
Study 5. All the sentences used in Study 4 wersdnee, except that in Study 5, there were tonal
manipulations (Detailed examples will be given ecton 7.3.2.4).
7.3.2.1 Subjects

Fifty-seven subjects participated in this studyty=three children, age 4;1 — 6;11, were
recruited in Taichung, Taiwan. They were dividetbitwo age groups, four-year-olds and six-

year-olds. Fourteen adult subjects participatatienstudy. All of them were native speakers of

38 . L . . - .

In my informal inquiry of friends’ experiences afquiring T3S, a response | received from a
person who is currently an elementary school teagi@red that when teaching her pupils about
T3S, she sometimes removes T3S from her speegcttionially and had her students correct her
speech. That is, to have them apply T3S for her.
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Mandarin Chinese from Taiwan. The participantsis study were different from those in Study

4. Table 7.12 shows the distribution of the pgpaaits.

Table 7.12 Study 5: Distribution of the subjects

Age group N Age range Mean Standard deviation

4-year-olds 20 4,1 -4;9 4,6 2.40 (mo.)

6-year-olds 23 6,0 —6;11 6;6 3.04 (mo.)
Adults 14

7.3.2.2 Procedure

All children were tested in a quiet classroom i@ kindergarten or in the home of the child.
All the adult participants were tested in a quagim or the home of the participant. The elicited
production task lasted approximately 10 minutesafiults, and 15 — 20 minutes for children.
Each child was presented a Robot and a beanieXaalr. The experimenter told the child that
they were about to play a game called “Robot Te#hé said, “Look at this Robot. She talks
funny, and the bear doesn’t understand a word aye $he beaXiaoli understands Child Talk
only, not the Robot Talk. Can you help her? Lidtethe Robot Talk, and then t&llaoli what
she says, okay? Do you want to play the game?’stibgects heard recordings and saw
accompanying pictures from a laptop computer, aed,trepeated what they heard.

The recording device and the headphone used iexipsriment are the same as those in

Study 4. The images and pictures used in this @xpet are identical to those in Study 4.

7.3.2.3 Design

The design of Study 5 is the same as that of SAu@ee Section 7.2.1.3), except that the
T3S effect was removed in Study 5. The removahefT3S effect is the only difference between
the two studies. All the underlying T3* surfaceT& without undergoing the T3S rule in Study

5. The manipulation of the tones will be preserteithe following section.
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7.3.2.4 Materials
There were 24 sentences, 16 test items and 8 tdetrs. Sample sentences are in Figure
7.5. (See the Appendix F for the full set of 18 tesms and 6 control items.)

Figure 7.5 Study 5: Sample materials
a. Sample control item—no adjacent T3*

' [Ni [xiang [mai hua.]]]
” you want buy flower ‘You want to buy

‘ flowers.’
\I 3 3 3 1 uT
‘ 3 3 3 1 Robot Talk

b. Sample test item—three adjacent T3*

[Wo [xiang [mai bi.]]]
I want buy pens ‘Il wantto buy pens|’
3 3 3 3 uT

3 3 3 3 Robot Talk

c. Sample test item—six adjacent T3*

[Ta [xiang [kan shu.]]]

he want read book ‘He wants to read
books.’

1 3 4 1 uT

1 3 1 1 Robot Talk

39The tones intalics indicate the moderate manipulation on the torigh(sthanges in shape
and/or height), rather than changing the originaktcategorically as in the test items where a
derived T2 is completely changed to the underlyiig
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Since all the sandhi tones (derived T2 from T3 bheeaf T3S rule) were changed to the

underlying T3, the Robot Talk was essentially aespewithout the T3S rule. A female native

speaker’s natural speech of all 24 sentences wasded on a professional digital recorder

Marantz PMD660. The software PRAAT (Boersma & Wa&r2009) was subsequently used in

the manipulation of the tones. The manipulation t@asdoall the T2's that are derived from

T3* because of the T3S rule. These derived T2'schemged to their underlying tones, T3*.

Examples of two test items and a control item arEigure 7.6, Figure 7.7 and Figure 7.8.

Figure 7.6 Study 5. Sample Praat Spectrogram festatem— three T3*

Total duration 2.03 secor

[Ni [xiang [mai
you want buy
‘You want to buy flowers.’

you want buy
T3 T3 T3
T2 T2 T3
T3 T3 T3

M
%WA\\N_/A‘\_/ 198.¢ Hz

hual]]

flower

flower
T1 UT
T1 ST
T1 Robot Talk

In Figure 7.6, the last syllable in T1 is intacheTthird syllable also remained intact and

served as the baseline T3 for the preceding two TB#& bold dots were drawn to various

positions in order to change the shape and pit¢cheofones, and in our case, from T2 (a high

rising tone) to T3 (a low dipping tone). The fitao syllables were manually manipulated by
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drawing the bold dots. The original thin dots sibhigher were the surface tones, derived T2's,
in the original recordings. The pitch height andghwere altered to conform to the baseline T3,
the third T3 in the three-T3 sequence. After theatananipulation, the original recording no
longer had the T3S effect (ho more derived T2sg Manipulated speech became our Robot
Talk, a talk with all underlying tones (Robot TallkJT), a talk without T3S rule.

Figure 7.7 Study 5. Sample Praat Spectrogram festatem— all T3*

- e A~ "

169.€ Hz
Total duration 2.14 seconds
[Wo [xiang [mai bi]]]
I want buy pen
‘I want to buy pens.’
I want buy pen
T3 T3 T3 T3 UT
T2 T3 T2 T3 ST
T3 T3 T3 T3 Robot Talk

In Figure 7.7, the last syllable remains intact aarved as the baseline T3 to its preceding
three T3*. In the original recording, the first ating third syllables surfaced as a T2, a risington
because of the T3S rule. These two syllables wesiaged to T3, the low dipping tone. The
second syllable actually did not change to T2 endhginal recording—X2T3)(T2T3), which is

one of the surface patterns of the sentence. Amsheyllable was used as the baseline T3, the
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height of the second T3 was also lowered very 8ligh match the height of the fourth syllable,

the baseline T3.

Figure 7.8 Study 5: Sample Praat Spectrogram éonéol item

e

214.2 H:
Total duration 1.97 secor

[Ta [xiang [kan i

he want read book

‘He wants to read books.’
he want read book
T1 T3 T4 T1 UT
T1 T3 T4 T1 ST
1140 T3 T1 T1  Robot Talk

In order to maintain the consistency of the “weesssi’ of Robot Talk, some tones in the
control items were manipulated slightly. There wae concern, however. For the control items,
since there were no adjacent T3*, there was nortiBSapplied in the first place. Unlike the test
items, the tonal manipulation for the control itewss not changing the derived T2 to its
underlying tone, T3. Although tonal manipulationghe test items did not cause a change in the

meaning (i.e. a sentence with or without T3S ajibe carry the same meaning), a categorical

40 The tones in italics indicate minor change (inpgsaand/or pitch height) in the tones that
cannot be categorized in any of the four lexicakt
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change in tones in the control items was not tis¢ dygtion because tones are contrastive in
Mandarin, so a change in the tone often leadscttaage in the meaning. For the control items,
we minimized the possibility of alteration of theeaming of the words by slightly changing the
shape and/or height of the tones, although a chahgee tone to another tone is not completely
prohibited in the manipulation if it would not letmlconfusion and would not change the
meaning of the sentence. For instance, the thitdidg in Figure 7.8 was changed from T4, a
falling tone, to T1, a high level tone, and theemded meaning can easily be retrieved because
kan‘to read, to watch’ can be read as Tkam jia‘to watch the house, to house-sit.’ If this
syllable had been changed from T4 to T3 insteantBaning of the sentence would have totally
changed. In tone &anmeans to chop (e.g. a tree) kemin T3, followed byshu‘book’ would
mean ‘to chop the book.” This kind of tonal mangdidn that leads to change in meaning was
avoided.

As seen in Figure 7.8, besides the third syllakiadpchanged from T4 to T1, the first,
second and the last syllables were altered slightheight or in shape. This is for the weirdness
effect of the Robot Talk, and yet at the same tima¢ sacrificing the preservation of the intended
meanings of the sentences. The accompanying picte® also helped the subjects to identify

the intended meaning of the Robot Talk.

7.3.2.5 Coding

All the coding procedure was the same as thatudys4. (See Section 7.2.1.5.)

7.3.3 Results and discussion for control items in TR
Table 7.13 shows the number of items included awctlided in control items. Table 7.14

shows the number of excluded control items by cgpdategories.
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Table 7.13 Study 5: Number of items included (Il @xcluded (E) in control items

4wlo 4w6bo PRO-5w6e NP-5w6c
Number of items| | E total I E total I E total | E otal
4-year-olds 38 2 40 23 17  4(Q 29 11 40 26 14 4O
6-year-olds 46 0 46 43 3 46 43 3 46 41 5 46
adults 27 1 28 26 2 280 28 O 28 28 O 28
Table 7.14 Study 5: Control items— data excludedhfthe analysis
4dwio 4wbo
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 0 2 0 0 2 0 17 0 0 17
6 0 0 0 0 0 0 3 0 0 3
A 0 1 0 0 1 0 2 0 0 2
PRO-5w6s NP-5w6o
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 0 11 0 0 11 0 14 0 0 14
6 0 3 0 0 3 0 5 0 0 5
A 0 0 0 0 0 0 0 0 0 0
Table 7.15 shows the correct rates for control stem
Table 7.15 Study 5: Correct rates (%) in contreiis
4wle 4w6o PRO-5w6s NP-5w6s
4-year-olds 86.84 (33/38) 65.22 (15/23) 82.76 (24/29) 80.77 (21/26)
6-year-olds 82.61 (38/46) 90.70 (39/43) 90.70 (39/43) 87.80 (36/41)
adults 100 (27/27) 100 (26/26) 100 (28/28) 100 (28/28)

Figure 7.9 shows the correct rates for the coiteats by age in Study 5 RTR. Adult

consistently had a 100% correct rate for all fantence types as they did in Study 4 NSR. Their

performance was not affect by the manipulatiorheftones in the control items. The correct

rates of the control items for both child groupspjred, however.
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Figure 7.9 Study 5: Correct rates in control itdoysage

Correct rates in control items

100
90
80
70 -+
60
50
40 +
30
20 -+
10

0

Spro- Snp-
S5w6o S5w6o
=4-year-olds 86.84 65.22 82.76 80.77
= 6-year-olds 82.61 90.70 90.70 87.80
m adults 100 100 100 100

4wic 4w6bc

The two-proportiorez-test(a = .05, two-tailed) was used to test whether theae &
significant difference between any two age grodjpe Null hypothesis is that there is no
significant difference between any of the two agmugs in 4w4, 4w6s, PRO-5w&@, and NP-

5w6c sentences.

Awdo

No two age groups are significantly different: ayelds and 6-year-oldp € .818), 4-year-
olds and adultsp(= .136), 6-year-olds = adults are not statisticdifferent p = .056).
4w

Four-year-olds are significantly differently frory@ar-olds jp = .026) and adultp(= .004).
Six-year-olds and adults are not statisticallyetéht p = .284).
PRO-5w&

No two age groups are found to differ significanlyyear-olds and 6-year-olds € .524),
4-year-olds and adultp £ .080), 6-year-olds and adul{s<£ .284).
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NP-5wer

Four-year-olds are significantly differently frory@ar-olds p = .664) and adultp(= .049).

Six-year-olds and adults are not statisticallyetiéht p = .148).

7.3.4 Results and discussion for test items in RTR

Table 7.16 and Table 7.17 summarize by coding caegthe number of excluded data
from “4wdc and 4w@ test items” and “PRO-5wHand NP-5w6 test items” respectively.

Table 7.16 Study 5: Test items (dovdnd 4we)— data excluded from the analysis

4wde: three T3* 4wde: all T3*
No Non- Pauses Missing Exclu-| No  Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 0 7 0 0 7 0 6 0 0 6
6 0 7 0 0 7 0 3 0 0 3
A 0 1 0 0 1 0 1 0 0 1
4w6e: three T3* 4w6o: all T3*
No Non- Pauses Missing Exclu-| No  Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 1 20 0 0 21 1 15 0 0 16
6 0 13 0 0 13 0 5 0 0 5
A 0 1 0 0 1 0 2 0 0 2
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Table 7.17 Study 5: Test items (PRO-wnd#hd NP-5w6 )— data excluded from the analysis

PRO-5w6s: three T3* PRO-5w6s: all T3*
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 1 19 0 0 20 1 24 1 0 26
6 1 3 0 0 4 1 7 2 0 10
A 0 1 0 0 1 0 0 0 0 0
NP-5w6s: three T3* NP-5w6s: all T3*
No Non- Pauses Missing Exclu-| No Non- Pauses Missing Exclu-
answer target sylla- ded | answer target sylla- ded
bles total bles total
4 1 10 0 1 12 3 11 0 2 16
6 0 5 1 0 6 3 4 0 0 7
A 0 0 0 0 0 0 0 0 0 0

The next subsections present the statistical eanld discussion for two sentence pairs,

4w4s and 4w andPRO-5w6 and NP-5w6.

7.3.4.1 Results for 4wd and 4w6s items

Table 7.18 shows number of items by pattern incladd 4w test items.

Table 7.18 Study 5: Number of items by patternvidel and 4w test items

4w4e: three T3* 4w4e: all T3*
Subject- | Alter- Opt Subject-| Alter- Opt
predicate| nating Rule predicate| nating Rule
pattern | pattern | pattern | total | pattern | pattern | pattern| total
4 0 3 1 33 0 4 0 34
6 2 0 7 39 2 11 0 43
adults 0 0 27 27 0 24 3 27
4w6e: three T3* 4w6e: all T3*
Subject- | Alter- Opt Subject-| Alter- Opt
predicate| nating Rule predicate| nating Rule
pattern | pattern | pattern | total | pattern | pattern | pattern| total
4 0 1 1 19 0 4 0 24
6 0 12 3 33 0 15 2 41
adults 0 22 4 27 0 26 0 26

(4= 4-year-olds, 6= 6-year-olds; the number ofvidiial patterns + number of errors = total.)
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Figure 7.10 Study 5: Correct ratesAw4s and4w6s sentences

a. b.
4w4o: three T3* 4wde: all T3*
100 e 100
90 o 90 -
80 A 80 —
70 S 70 —
60 A — 60 -
20 o — 50 -
40 A 40 —
30 A 30 —
20 e A 20 —
18 : 4-year 6h:ar . 18 : 4 'e'ar 6 ...e'.ar .
-year-| o-year- -year-| b-year-
olds olds adults olds olds adults
= Subj-pred 0 5.13 0 © Subj-pred 0 4.65 0
D Alternating 9.09 0 0 DAlternating 11.76 | 25.58| 88.89
= Opt rule 3.03 17.95 100 = Opt rule 0 0 11.11
c d.
4wb6o: three T3* 4wbo: all T3*
100 —
80 — —
70 — —
60 — —
50 — — —
40 — —
30 — —
20 e S —
10 T &= i AT —
0 4-year B;Jar -
olds olds adults olds olds adults
OAlternating 5.26 36.36 | 81.48 DAlternating 16.67 | 36.59 100
= Opt rule 5.26 9.09 14.81 & Opt rule 0 4.88 0

Figure 7.10 shows the correct rates and distrinudicthe T3S patterns in 4w4nd 4w by
age. For the 4-syllable items, the opt rule patigthe preferred pattern in the three-T3 items,
whereas the alternating pattern is the preferré@qmain the all-T3 items. For the 4witems,
both three T3* and all T3*, the alternating pattexythe dominant pattern in all age groups. Even

though 4-year-olds and 6-year-olds are far fronitddke, a developmental pattern shows.
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A logistic regression analysis was performed. Tseiits show that the independent variables
(age, number of adjacent T3*, and number of sydlapas a set are statistically significaotti (
square= 332.374p < .001with df = 15). This indicates that the independent vagslls a set
reliably distinguished among the response patterns.

The opt rule pattern

The Wald criterion shows the number of T&K = 15.267p < .001) and the number of
syllables OR = 4.308,p = .006) are statistically significant for the opte pattern relative to
errors. The OR values show that, everything el$d ¢enstant, three-T3 items are roughly 15
times more likely than all-T3 items, and 4w#ems are 4 times more likely than 4wiBems to
have the opt rule pattern. Both 4-year-olds aneé&-plds are significantly different from adults
(4-year-oldsOR=.000,p < .001, 6-year-oldsOR=.003,p <.001J).

The alternating pattern

The number of T3*QR = .429,p = .014) and the number of syllabl€R = .296,p < .00])
are statistically significant for the alternatinatiern relative to errors. The OR values show that,
everything else held constant, all-T3 items arghbyitwo times more likely than three-T3 items
to have the alternating pattern, and évt@ms are three times more likely than 4wi&ms to
have the alternating pattern. Both 4-year-olds@ydar-olds are significantly different from
adults (4-year-old€OR = .002,p < .001, 6-year-oldsOR = .005,p <.001).

The subject-predicate pattern

For the subject-predicate pattern relative to sfroo independent variables, including the

number of T3* OR=.1.217 p = .850), number of syllable®R= 2.173E7p = .995), and age

(OR=.015,p =.999), are found to be statistically significant
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7.3.4.2 Discussion for 4wel and 4wes
Both 4-year-olds and 6-year-olds did not show weuoch difference in the 4wditems and
4wé6o items. The number of T3* and the length of sergsrdid not have an effect. The results

do not support the complexity Hypothesis; giNumber of adjacent T3* and i) Length of

sentences.

Both 4-year-olds’ and 6-year-olds’ correct ratesemeery low, although the patterns the 6-
year-olds favor reflect those of the adults. In4laés sentences, the alternating pattern which
gives a good syntax-prosody mapping, is used by athdts. Most 6-year-olds used the
alternating pattern as well. The results supp@ttypothesis Syntax-prosody Alignment

Hypothesis (B)— Prosodic boundaries tend to match the majorasyitt boundaries.

A lot of errors in children were due to the misggtion of the auxiliary verkiang ‘want’ as
a T4, instead of a TXiangin T4 can be “is like,” and when put in our expeental sentences,
they make sense, too. For instance, the originahded meaning of “You want to buy flowers”
is changed to “It's like you are buying flowers.h& children’s correct rates might have been
understated because of this error due to the nuspgon (4-year-olds: 63.63% (21/33) and 6-
year-olds: 43.59% (17/39).) However, no such ema@ee found in adults.

For three-T3 4wd items, all adults used the opt rule pattern, wéet®th child groups had
another pattern in addition to the opt rule pat{dryear-olds: the alternating pattern and 6-year-
olds: the subject-predicate pattern.)

For all-T3 4w4 items in RTR, the dominant pattern across all gsas the alternating
pattern. In adults’ responses the alternating patseused 88.89% of the time while the large
domain pattern was used only 11.11% of the timen@aoe this with all-T3 4weitems in NSR

where adults used 45% of the alternating patted5&%6 of the opt rule pattern, it shows that
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adults favor the alternating pattern when they vwerteprovided any pattern for the repetition.
The lower percentage of the use of the alterngtattern in NSR was due to the fact that about
half of the adults repeated with the pattern thegrt. Since in Study 5, participants were
provided with the underlying tones, not one of shieface patterns, the distribution of surface
patterns in this study supposedly reflects mortntually the T3S patterns the participants would
use in reality. If this is true, in all-T3 4w4dtems, adults tend to use the alternating patearn
more than the opt rule pattern. Given that a 4abjdl domain is not very large and should be
relatively easy for adults, adults’ preferencetioo disyllabic feet for the sentence is actually
very interesting. When we also looked at all-T3 4wéms, the alternating pattern was used by
adults 100% of the time. In addition, it is alse ttominant pattern in 4-year-olds and 6-year-
olds. The alternating parsing strategy appeare t@ tobust parsing strategy. Furthermore, the
use of alternating parsing in the 4wems gives a good mapping between syntax anagyos
as in (8), which supports our syntax-prosody alignthypothesis.

(12) [[haima] [xiang [zhao [shuimul]]]

seahorse want look for jellyfish edhorse wants to look for Jellyfish.’
33 3 3 33 uT

(23) 3 3 e3) Word: two disyllabic feet, T3S

(23) e 3) (23) Phrase: disyllabic foot, T3S; ST1
(2 2 3) (23) larger domain in fast speech; ST2

7.3.4.3 Results for PRO-5wé and NP-5ws items
Table 7.19 shows number of items by pattern in PR®s and NP-5w6 test items, and

Figure 7.11 shows correct ratedARO-5we andNP-5w@ sentences.
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Table 7.19 Study 5: Number of items by patternROP5w6s and NP-5w6 test items
PRO-5w6s: three T3* PRO-5w6s: all T3*
Subj- | Alter- | Ternary| Opt |to- | Subj- | Alter- | Ternary| Opt | to-
pred | nating | pattern | rule |tal | pred | nating | pattern | rule | tal
pattern| pattern pattern pattern| pattern pattern
4 1 0 0 0 20 0 1 0 0 14
6 1 0 20 0 42 3 8 7 0 36
adults 1 0 25 0 21 2 6 11 5 28
NP-5w6s: three T3* NP-5w6s: all T3*
Subj- | Alter- | Ternary| Opt | to-| Subj- | Alter- | Ternary| Opt | to-
pred | nating | pattern | rule | tal | pred | nating | pattern | rule | tal
pattern| pattern pattern pattern| pattern pattern
4 1 0 1 0 28 2 0 1 0 24
6 8 0 21 0 40 9 2 11 3 39
adults 10 0 18 0 2§ 7 0 16 5 28
(4= 4-year-olds, 6= 6-year-olds; the numbers oividdial patterns + number of errors = total.)
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Figure 7.11 Study 5: Correct ratesHRO-5w@ andNP-5w&r sentences

a. b.
PRO-5w6s: three T3* PRO-5w6s: all T3*
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@ Ternary 0 47.62 92.59 = Opt rule 0 0 17.86
c d.
NP-5wé6o: three T3* NP-5w6o: all T3*
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olds | olds | 2duts mTermary | 417 | 2821 57.14
= Subj-pred 3.57 20 35.71 CDalternating 0.00 5.13 0.00
@ Ternary 3.57 52.50 64.29 = Opt rule 0.00 7.69 17.86

Figure 7.11 (a) — (d) show the correct rates asttidution of T3S patterns in the PRO-5w6
and the NP-5w items by age. We can see that the subject-preduatern is higher in
frequency in the NP-5wtitems than in the PRO-5w6tems. In the PRO-5wfitems and the

NP-5w6s items, while 6-year-olds had the patterns atteistedlults (except for the opt rule
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pattern in all-T3 PRO-5w6items), 4-year-olds did not. They also had extigriosv correct
rates.

Both 6-year-olds and adults did better in the NBB&items than in the PRO-5w6tems.
The difference is minimal for 4-year-olds, howewkdults did perfectly in the NP-5wGtems
(three-T3 and all-T3), but had a slightly lowerreat rate of 96.29% in three-T3 PRO-5w6
items and a 85.72% correct rate in all-T3 PRO-&Wéms. For 6-year-olds, the correct rates for
the NP-5w6 items were about 70% and 60% for three-T3 and&ltonditions respectively,
and the correct rate was about 50% for the PROs5teéns.

A logistic regression analysis was performed. Tégiits show that the independent variables
(age, number of adjacent T3*, and subject NP Jgjestipronoun) as a set are statistically
significant €hi square= 291.799p < .001with df = 20). This indicates that the independent

variables as a set reliably distinguished amongeabponse patterns.

The opt rule pattern

The Wald criterion shows the number of T&K = 1.746E-9p = .998) and the noun-
pronoun distinction@QR = .272,p = .058) are not found to be statistically sigrafit for the opt
rule pattern relative to errors. Six-year-olds significantly different from adults, but 4-year-

olds are not (4-year-old®R = 9.749E-11p =.998, 6-year-old€DR=.021,p <.00]).

The alternating pattern

For the alternating pattern relative to errors,rthan-pronoun distinctiorQR = 5.021,P
= .045) is statistically significant, but not thember of T3* OR= 1.312E-9P = .998). Both 4-
year-olds and 6-year-olds are significantly diffarfom adults (4-year-old©R = .024,P

=.002, 6-year-oldOR = .184,P = .021).
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The ternary pattern

For the ternary pattern relative to errors, bothritimber of T3* and the noun-pronoun
distinction are found to be statistically signiitdOR = 2.361,p =.010 andDR=.419,p =.010
respectively). Both 4-year-olds and 6-year-oldssagaificantly different from adults (4-year-
olds:OR=.001,p <.001, 6-year-oldsOR = .056,p < .00J).
The subject-predicate pattern

For the subject-predicate pattern relative to sgrtire noun-pronoun distinctio®@R = .108,
p <.00J) is statistically significant, but the number @*Tis not OR= 1.247 p = .586). Both 4-
year-olds and 6-year-olds are significantly differsom adults (4-year-old©R = .006,p
<.001, 6-year-oldsOR=.063,p <.007J).
7.3.4.4 Discussion for PRO-5w6and NP-5was
Level of difficulty

In PRO-5w@ and NP-5w6 sentences, 4-year-olds’ correct rates are undér T®hree-T3*
or all-T3* in these items did not make a differemae¢hem. For 6-year-olds, all-T3 items were
more difficult than three-T3 items in NP-5w8entences; nevertheless, the effect of the number

of T3* did not show in the PRO-5w6Gentences. tir— Number of adjacent T3*: The more

adjacent T3*, the more complex the task— cannatdrdirmed or rejected.

Regarding syntax-prosody alignment, the use otthgect-predicate pattern in the NP-mw6
items are between 25% - 35% in 6-year-olds andsidalit only under 10% in the PRO-5w6
items. The results lend support to the Syntax-ghpgdignment Hypothesis (p)— Prosodic
boundaries tend to match the major syntactic baueslaSimilar to the results in Study NSR, the

ternary pattern was used more frequently thandbgest-predicate pattern.
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The observation that the subject pro appeared todye difficult than subject NP was a
somewhat surprising result. Even though we expdtiedentences with subject pro and subject
NP to have different parsing patterns becauseeif gnosodic differences, we did not expect one
to be more difficult than the other.

The patterns attested in PRO-Sn#nd NP-5w6 items in Study 5 RTR echo those attested
in Study NSR. A sharp contrast between the uskeélternating pattern for PRO-5w@Figure
7.11 (b)) and the use of the subject-predicateepator NP-5w6 (Figure 7.11 (d)) is not
unfamiliar— we have seen that in Study 4. Althotigh correct rates dropped dramatically in

Study 5, the T3S variability remained the sameartipipants’ responses.

The subject-predicate pattern

T3S cannot be done without syntax, and T3S cammdbibe without prosody, either. The
only minor difference between PRO-5wv&nd NP-5w6 is the distinction between pro and NP
in the subject position, which was the source efghift in the distribution of the parsing patterns
The subject-predicate pattern occurred much megugntly in the NP-5w6items than in the
PRO-5w6s items. Again, since a subject NP, being a fullmaan stand alone better in the
subject-predicate pattern.

Unlike in Study 4 where the subject-predicate patteas not attested in the PRO-5w6
(both three-T3 and all-T3) items, we found a srpaltion of responses with this pattern in
Study 5 RTR. In these cases where children andsadséd the subject-predicate pattern in
PRO-5w& sentences, it indicates that for these speakerstbject pronoun could stand as a
degenerate foot despite its weak prosodic natunethiem, perhaps maintaining the subject-

predicate boundary was more important, even wheisuibject was a monosyllabic pronoun.
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We see that 6-year-olds’ patterns reflect thossdodts, although they were still far from
adult-like accuracy in T3S application. All age gps did better in the NP-5w6tems than in
the PRO-5w6 items.
The alternating pattern

The alternating pattern was attested in all-T3 PR@s items in three age groups, the same
as the finding in Study 4. Nevertheless, the adtting pattern showed up in 6-year-olds’

production in the NP-5w6items, though it was only at a very low frequeri£y,3%.

The ternary pattern

The ternary pattern was attested in the PROebar@@l the NP-5w6 (both three-T3 and all-
T3) items. Six-year-olds and adults have a fairghtproportion of this pattern. Four-year-olds
were very limited in the use of patterns seen yeé&r-olds and adults. A 6-syllable sentence with
three T3* or six T3* was probably too heavy the kWoad for 4-year-olds. Even though the
length of six syllables is manageable at their @gece they did well in the control items),

adding the processing load of T3S clearly add ¢oxbrkload.

The opt rule pattern

The opt rule pattern was used by the adults ongllii3 PRO-5w6 items, (4- and 6-year-
olds: 0%, adults: 17.86%) and by both 6-year-otu$ @dults in all-T3 NP-5wbitems (4-year-
olds: 0%, 6-year-olds: 7.69%, and adults: 17.8@2%krall, this pattern is lower in frequency
comparing to other patterns. If we compare theselt®eto the results we obtained in Study 4
NSR, the picture was very different, with all thisge groups using the opt rule pattern, and with
the 4-year-olds using it the most (all-T3 PRO-bvitems: 4-year-olds: 58.82%, 6-year-olds:
30%, and adults: 35%; all-T3 NP-5wéems: 4-year-olds: 58.82%, 6-year-olds: 50%, adalts:
26.32%). The comparison reveals the following:
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It was not that 4-year-olds were unable to prodbeeopt rule pattern. We saw in Study 4
NSR that they were the most “willing” group to repée sentence with this opt rule pattern
they heard. The fact that such pattern was nattatién 4-year-olds in Study 5 may indicate that
the high percentage of the larger domain parsing ware imitated repetition of what they heard.

For 6-year-olds, the much higher percentage ofdtger domain parsing in NSR than in
RTR may be, too, imitated repetition. However, tbey small percentage of 7.69% that showed
in all-T3 NP-5wés items in RTR provides some evidence that at ke@sie 6-year-olds had the
opt rule pattern in place. As they heard underlyorges and could actively applied T3S, the
presence of the pattern in these children’s prodnatas a piece of evidence that the pattern is
in place. Also, like adults, this pattern was thask frequent pattern in 6-year-olds.

In all-T3 PRO-5w6 and all-T3 NP-5w6 items, adults showed consistency in what patterns
they favored or disfavored. In RTR, the opt rulégra was the least used (all-T3 PRO-5w6
17.86%, all-T3 NP-5wé: 17.86%), and in NSR where they heard this patanlts repeat with
it 35% and 26.32% of the time in all-T3 PRO-énd all-T3 NP-5wé6 items respectively. Not
surprisingly, the use of the pattern is higheregtiency when they heard this exact pattern in
NSR. Taken the results in NSR and in RTR, we sag iihthese 6-syllable all-T3 sentences,
regardless of the subject being an NP or a prdisadoose other patterns over the opt rule
pattern.

7.4 General Discussion
Two experiments: NSR and RTR

It may be tempting to think that since the parteifs heard something totally strange in RTR,

there is a chance that their responses in RTRarearmal. We found that the patterns that were

attested in NSR were also attested in RTR. Eveagihthe designs differ in terms of whether or
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not T3S is present, the T3S variability remainsgame in subjects’ responses, children and
adults. T3S patterns in NSR and RTR were veryffa@onsistent, although it was not surprising
that there was less variability in NSR than in R§Ren that participants heard one surface
pattern, and they could simply repeat with the spatern, without working out a different
pattern themselves. Another way to look at thihad, the subjects were less constrained in
giving whatever T3S pattern they had in RTR, wheiedNSR they might have been “more

constrained” to the pattern they heard, insteassofg their own preferred pattern.

Development in the acquisition of T3S

Between the two experiments, NSR and RTR, we hpdagd that NSR would be easier. As
expected, subjects did better in NSR than in RTiResthe former did not require T3S
applications, but the latter did. The fact thathbchild groups performed well in the control
items in both studies shows that the length okttr@ences did not present a challenge to them,
nor did the structures of the sentences. Both griddps also did well in the test items in NSR,
which shows that they had no problem repeatingiteaee where T3S had been applied
correctly. The dramatic drop in children’s correstties in RTR was because of the T3S
application that was required. Four-year-olds héat af difficulties in the RTR items and were
far from adult-like. Six-year-olds differ from 4-geolds not only in the much higher correct
rates in T3S applications, but also in their insheg awareness and use of multiple T3S surface
patterns and how the distribution of T3S pattegikect those of adults. The percentages of the
use of the correct T3S patterns in 6-year-oldsglgoindicate that they are moving toward to be
more like what adults do in T3S application. Thiports that T3S develops over a period of

time, rather than being acquired instantaneously.
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The complexity issue: Number of adjacent T3* amdéngth of sentence

In NSR, the length of sentences (4nehd 4w) had an effect on 4-year-olds’ and 6-year-
olds’ correct rates. They did better in the 4vsg&ntence than in the 4w8entences. However, in
RTR, such contrast did not exist. It could be thatT3S workload was so heavy in RTR that
whether children were to apply T3S in a 4ngkntence or in a 4wtentence did not make very
much difference.

Regarding the number of adjacent T3* in a senteoverall both child groups did better in
the three-T3 items than in the all-T3 items in NSRe contrast did not exist in RTR, just as
what we saw in the case with the number of sylalflewer adjacent T3* and fewer syllables in
the sentence did not result in higher correct ratehildren’s responses in RTR, though they did
in NSR.

Adults correct rates remain consistently high (10f%6lose to 100% in most items in both
NSR and RTR), indicating that the differences im tlumber of adjacent T3* and the length of

sentence did not have an effect on their respandasth studies.

The alternating pattern and the subject-predicaatgrn

The alternating pattern in the NP-5wvéentences and the subject-predicate pattern in the
PRO-5w6 sentences may be grammatical to some people, dmgfimal/ungrammatical to other
people. Whether or not the intonational break aneliaphasis/focus plays a role in the subject
predicate pattern requires further investigatioraddition, the directionality of leftward or
rightward incorporation of an unparsed syllabléhatphrase level will need to be examined.
Whether or not these patterns are specific to Mamagaeakers in Taiwan is unknown. Data

from Mandarin speakers of other regions, when ctél& will enable us to examine whether or
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not some T3S patterns are used across the regidinkey are typically used by Taiwan

Mandarin speakers.

The distinction between subject pronoun and sulyétt

While a subject NP can stand alone in its own daprasubject pronoun does not tend to. As
a clitic, it is prone to cliticize to a host to fora foot. Because a subject NP can stand alone, we
see higher frequency of the subject-predicate paitethe subject-NP sentences than in the
subject-pro sentences. This shows that the progodperties of the two are very different;
otherwise, we would not have seen the shifts irpreentages of the T3S surface patterns.

Adults’ relatively lower correct rate at approxiregt85% in all-T3 PRO-5w6items in both
NSR and RTR is quite telling. Note that adults jpidifectly (100% correct) in all-T3 NP-5w6
items in both NSR and RTR, and these items diffidy ; the subject being an NP, rather than a
pro. The pronoun is clearly the source contributmthe lower correct rate in adults in all-T3
PRO-5w6s items. There is only one error pattern in adu(i®273T3) (T3T2T3), although in
children in addition to this error pattern, a conmaoror is *(T3T4T3)(T3T2T3) as well as
missing one or two of the syllables.

It is intriguing that 6-year-olds’ correct ratesaitT3 PRO-5w6 items were lower than
those in all-T3 NP-5w6 items in both NSR and RTR. Not only do the surfaatterns 6-year-
olds produced mirror those adults produced, irptioportion of each pattern and in the
comparison between all-T3 NP-5wénd all-T3 PRO-5witems as mentioned above, we see

6-year-olds’ behavior of T3S application approximgtthat of adults.

7.5 Conclusions
In this chapter, two experimental studies of T38atsentence level, NSR and RTR, were

presented. As expected, participants did bettBISR (natural speech without tonal
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manipulations) than in RTR (with tonal manipulaspibecause of the lesser workload in the
former. We conclude this chapter with a summartheffindings of the two studies.
In Study 4 NSR, the results show an effect of nunolbadjacent T3* in children’s correct

rates. Complexity Hypothesis {i§— Number of adjacent T3*— is supported. Regardirey

length of sentences, both 4-year-olds and 6-yeds-@id better in 4wgl sentences than in the

4w6o sentences. Complexity Hypothesis) i— Length of sentences—is supported.

For the PRO-5w& and NP-5w6 items, the number of T3* did not have much effaod the

results do not provide strong evidence to suppd{il— Number of adjacent T3*.

The use of the alternating pattern which gives @dgmapping between syntax and prosody
in 4w6o sentences increases with age. The subject-ptegia#tern was used by 6-year-olds and
adults in the NP-5witems, but not in the PRO-5wétems. Taken together, the use of these
patterns produces a good mapping between syntagrasddy, supporting the Syntax-prosody

Alignment Hypothesis (b).

In Study 5 RTR, the Complexity Hypothesis cannotbefirmed or rejected because 4-year-
olds’ correct rates did not show a difference i tiumber of T3* and number of syllables and
although 6-year-olds did better in three-T3 itehemntin all-T3 items in NP-5wtsentences, the
opposite was found in the PRO-5wéentences. Similar to what was found in Study NS
both adults and 6-year-olds use the subject-preggattern in the NP-5wtitems (25% - 35%),
but only under 10% in the PRO-5w@ems. These results lend support to the Syntagquty

Alignment Hypothesis (b).

In the beginning of the chapter, research quesposed include the following:
1. Does complexity—the number of adjacent T3*, theytbrof sentences (total number of

syllables)— play a role in T3S application?
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In some cases, complexity appears to have an déspecially in NSR), but in other cases,
the effect does not exist as in RTR. This couldibe to the difficulty of the task in RTR.
2. How does mapping between syntax and prosody afféStapplication in children and adults?

There is no clear evidence that shows that 4-yltrweere aware of the mapping between
syntax and prosody. However, 6-year-olds show avem®of the mapping of syntax and
prosody. Like adults, they used the alternatinggpatin 4w sentences and the subject-
predicate pattern in the NP-5avems which give a good mapping between syntaxpaasody.
Although 6-year-olds do not yet have adult-likewaecy, they mirror what adults do in

producing a variety of T3S patterns, and often sithilar frequency.

Development of T3S acquisition

Regarding development of T3S acquisition, the figdiobtained are summarized as follows:

Overall, the correct rates in 6-year-olds are highan 4-year-olds. Though their
performance was not always adult-like, the develapa trend was evident.

Six-year-olds have more T3S variability than 4-yels. Unlike 4-year-olds, they had all
the surface patterns that are attested in thesadiits suggests that for 6-year-olds, all the T3S
patterns were in place, though the frequency optteerns might differ from those in adults.

A very crucial piece of information that should et overlooked is that the increase or
decrease in the usage of particular patterns (congpep 4-year-olds) tells us that 6-year-olds
are on the right track— moving toward the adulelpgreference in the T3S surface pattern. In
many cases, the proportions of the T3S surfacenpatin 6-year-olds and in adults were
strikingly similar. We have also seen that whatesgyp to be more difficult for adults (in the case

of all-T3 PRO-5w6 items) was also more difficult for the 6-year-olds
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Distinction between subject NP and subject pronoun

In the beginning of the chapter, one of the resequestions posed was, do pronouns behave
differently from NPs in T3S application? The resuf the two studies show that the prosodic
difference between a pro and an NP affects spegkeferences in how they set up the domains
for T3S application, and consequently, the surfatéerns used for the sentences containing a
subject NP or a subject pro exhibit some very gging distinction. While a subject NP can
stand alone and give a subject-predicate patteisifar less frequent that a subject pronoun also
does the same. As a clitic, a pronoun is weak mloally, and is prone to form a prosodic
domain with another syllable(s), and therefordéess likely to give a subject-predicate pattern.

Lastly, application of T3S is highly complicated/nactic and prosodic factors, the number
of adjacent T3*, the length of sentence, the iatfof syntax and prosody—alignment between
syntax and prosody—all play a role in how prosattimains are parsed. There is still a lot to be
discovered. The experiments presented in this ehajd not support the findings of earlier
studies that T3S is mastered early and is almost-&ee (Jeng 1979; Jeng 1985; Li &
Thompson 1977; Zhu & Dodd 2000). At age 4, childdemot have all the T3S patterns that
adults have. At age six, children have all the $8B8ace patterns attested in the adults, and the
frequency of the surface patterns in 6-year-oldsesoming more like that of adults. However,
they do not yet have adult-like accuracy. Futuuelists can investigate even older children and
find out at what age children become adult-likéhieir application of T3S in a more complicated

task such as that in RTR.
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CHAPTER 8

CONCLUSION

8.0 Introduction

The purpose of the dissertation was to examine¢toldren acquire the syntax-dependent
phonological rule Tone 3 Sandhi. The whole prooés®tting up prosodic domains within
which T3S applies is complicated because cyclicradcyclic parsing strategies are used at
different levels, and the integration of the twag#gies is necessary at the sentence level. In
addition, there are optional rules, which creat8& Variation. Specifically, we ask if T3S is
mastered early in children’s acquisition. One &f thallenges was that there was no previous
work targeting T3S we could learn from and comparefindings to. There was also not much
experimental data on T3S in adults, which is rakaad crucial to acquisition studies of T3S as
adult speech is the language input children rec@&iféerent parsing strategies as well as
optional T3S (i.e. T3S is optional across domaims the fast speech rule) result in T3S variants
whose frequency is still largely unknown. Given wva know from the existing T3S theories
and what needs to be learned in children’s acauisdf T3S, a series of five studies were
conducted, targeting to answer specific researelstepns.

The overall primary goal of the dissertation wagwestigate children’s acquisition of T3S
in various contexts. More specifically, we examimdddren’s ability of using a non-cyclic
strategy in flat structures and a cyclic stratagiNPs as well as the integration of cyclic and non-
cyclic strategies in sentences.

In the beginning of the dissertation, questionsedanclude the following. The results of the

studies answer some, but not all of the questions.
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. Do children know both cyclic and non-cyclic straes?

The results of the studies show that they do. Tdoeyd apply T3S non-cyclically in flat
structures and cyclically in NPs.

. Can children integrate the subject and the VP anilomain where T3S applies?

Yes, they do. In Study 4 and Study 5, a monosylahbject form a domain with the
following syllables, creating the alternating petter the ternary pattern.

. In contexts where there are internal structureschildren aware of syntax and refer to
syntax in their application of T3S? What do theyirtheir application of T3S in the more
complex structures?

Although they are aware of syntax and are ablepbyal 3S bottom up, when the structure
becomes more complex (such as in the mixed-bragdiis), they sometimes default to the
prosody-based strategy and apply T3S from lefigiat r

. When the cyclic parse and the non-cyclic parse m@isim what do children do?

In the mixed-branching NPs{[[ oc]c]] where the cyclic parse and the non-cyclic parse
mismatch, they sometimes used the non-cyclic sfyatgthout referring to syntax.
Therefore, they sometimes produced the non-cyelisipg 6o)(oo), instead of the cyclic
parsingo(co)o—> o(cc6)> (oooc). The former gives the surface patternT13)(T2T3)
whereas the latter gives the surface pattern of ZT2T3). In short, in the more complex
structures, such as the mixed-branching structivitjren sometimes ignored syntax and
used a prosodic parsing strategy, although a syn{aarsing strategy is required in this case.
. How do children go from zero T3S to adult-like T&88d whether or not T3S is acquired

early as indicated in the literature? If not, wtlaés the developmental pattern look like?
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The results in the studies do not support thahallingredients” in T3S are mastered early.
Children may have the knowledge of the rule T3TB2T3 at an early age; however,
applying T3S in an adult-like fashion takes yeadfsey have to learn to use the cyclic and
non-cyclic strategies, to integrate them, to kn@wto incorporate an unparsed syllable, to
learn the optional rules, and to know the distocibof NPs and pronouns, etc. Younger
children have difficulties, and even the oldest ggrip, 6-year-olds, did not have adult-like
mastery of T3S. A clear pattern does show that e aware of the aspect such as the
distinction between an NP and a pronoun in builgirgsodic domains. A very interesting
finding is that even the frequency of the T3S patiés-year-olds produce resembles the
frequency of T3S patterns produced by adults.

6. Do younger children and older children behave #mesor different?
In some ways, they behave alike, such as theyuradlr-apply and over-apply T3S in some
cases. In other ways, older children appear to raakistinction between NP and pronoun
that younger children are unable to do. In Studya2 structures, a common error pattern
that was found in 5-year-olds was not found in 8ry@ds. The error pattern results from
alternating between T2 and T3T@T3T2T3T2). This may indicate that 5-year-olds is
acquiring the rhythm (grouping two syllables intdigyllabic foot).

7. Does children’s variability in T3S reflect adults’?

Older children’s variability reflects adults’ bubynger children’s variability is quite limited.

| summarize the hypotheses in Section 8.1. Seétidrsums up the findings of each study.

Section 8.3 suggests what can be done in futuearels.
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8.1 Hypotheses

Regarding the cyclic and non-cyclic strategiesasieed whether or not children can use the
two strategies separately, and whether or not ¢aeyintegrate the two in sentences. In addition,
we asked what children do when a prosody-basedcydlic parse does not match with a syntax-
based cyclic parse. Can children integrate theestiland the VP into a domain where T3S
applies? When a cyclic parse and a non-cyclic paismatch, what do children do? What do
children do in in their application of T3S in th@ma complex structures?

Regarding development in T3S acquisition, we asked children go from zero T3S to
adult-like T3S, and whether or not T3S is acqueady as indicated in the literature. If not,
what does the developmental pattern look like? Banger children and older children behave
the same or differently? Does children’s variapiiit T3S reflect adults’ variability? We put
forward the following hypotheses.

(1) Syntax-Prosody Alignment Hypothe&erken 1996)

T3S cases where a left-to-right parse and the phatascture dependent parse produce the same
results will cause less trouble than cases in whaftho right foot building produces a different
result than foot building based on the syntax. €88es where prosody and syntax mismatch
should be more difficult than T3S cases where piesdomains and syntactic domains align
well.

(2) Structural complexity Hypothesis

T3S at the clausal level requires the integratioRs and compounds into a larger prosodic unit.
We hypothesize that children will take longer tofpen at adult-level T3S at the sentence level
than at the phrasal level. Particularly it may Béadilt for children to integrate the subject and

the VP into a domain where T3S can apply.
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(3) \Variational HypothesigMiller 2007; Pearl 2007; Yang 2002)

If there is more variation in particular types trustures in the input, these structures will
provide evidence for more than one possible arglgginerating a certain amount of noise in the
input. If the input is noisier we expect that chéid will require more data to converge into the
adult language because certain outputs may not higawusly support one or the other

hypothesis.

In what follows, | evaluate how the overall findghgbtained across these five studies
confirm, reject, or are unable to confirm or rejéwt hypotheses.

We hypothesized that T3S cases whose prosodicgaagns with syntactic parsing is
easier than T3S cases whose prosodic parsing atatcty parsing do not align (the Syntax -
Prosody Alignment Hypotheses). This is confirmethwie evidence from four-syllable R-
branching NPsT2T3T2T3) and M-branching NPs (T2T2T3). The former whose syntax and
prosody align has overall higher correct rates tharatter whose syntax and prosody do not
align. Furthermore, in Study 4 and Study 5, a myghalsic NP is more easily parsed as a
degenerate foot than a monosyllabic pronoun, appety be motivated by maintaining the
subject-predicate boundary. Both adults and childneostly 6-year-olds) used the subject-
predicate pattern, which surfaced as a resultbgteer alignment between syntax and prosody.
In addition, in the 4wé sentences, the alternating pattern was used meagtently across age
groups, and this pattern matches the syntactigpesgbdic parsing. These results lend support to
the Syntax-Prosody Alignment Hypothesis.

Regarding structure complexity, in Study 4 NSR 8tatly 5 RTR, number of adjacent T3*
and number of syllables in the sentences had aoteff Study 4 NSR, but the effect did not

exist in Study 5 RTR which required children toiaaly apply T3S. Children did not perform
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very well in T3S in the sentences in Study 5 RTRs hot clear if it was due to the structural
complexity, variability of the input, or if the tasvas too hard for children. Children, however,
were able to integrate the subject and the VPardomain where T3S can apply. In Study 3
NPs, children did well in the three-syllable compdunouns. Although in general, children also
did well 4-syllable right-branching NPs, they halbtof difficulties in the mixed-branching
NPs. Taken together, the Structural complexity étlipsis cannot be confirmed or rejected at
this point.

There is variability in children and adult prodwacti The longer the string, the more
possibilities of variation. Clearly, there is vduilty and this may cause delays in acquisition.
Unfortunately we cannot determine if children’s &elor in Study 5 RTR was due to the
variability of the input or the complexity of thask and experimental sentences. It is clear that
children (a) shift strategies, (b) do not havelal adult patterns, and (c) have non-adult patterns
These observations lead us to conclude that atiguisif T3S is a slow process.

Although T3S variability was found in children aadults and variability may delay
children’s acquisition of T3S, whether or not véiidy indeed cause the delay will require
further investigation. The task in Study 5 RTR htigave been too difficult for children. Study
3 where children were asked to build NPs might Abee been beyond some children’s
capability, especially 3- and 4- year-ol¥ariational Hypothesigannot be confirmed at this
time.

T3S variability creates ambiguity and although digh have the knowledge of cyclic and
non-cyclic strategies, and also know to integragettvo strategies at the sentence level, their
accuracy is clearly not adult-like. Six-year-olth®wed that they are on the right track and

approximate to adult-like mastery of T3S in: (i) @ariability and (ii) frequency of the T3S
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surface patterns. In short, T3S develops graduatizer than instantaneously. For children to
master T3S at the adult-like level, it takes years.

In the next section, major findings of these staidiee summarized.

8.2 Summary and discussion of findings

The studies presented in this dissertation collentdural speech data, elicited production
data, and repetition data from children and adol®&iwan. The findings do not support that
mastery of T3S is easy and perfect very early.rékalts of these studies indicate that although
children know to change a T3 to a T2 (the younggstgroup: 3-year-olds), children across age
groups did not have adult-like accuracy. In whéibfes, | will summarize and briefly discuss

the major findings of each study.

Study 1: Natural Speech

Variability of T3S was attested (resulting from &ggtion or non-application of T3S across
prosodic domains). Examples of children’s T3S aggpion were provided.

We found that in children and adults, T3S applieserirequently within constituents than
across constituents. While there is only a 8.77fémince in adults, there is a 29.36% difference
in children. This may indicate that while adult1@pply T3S in a fairly similar manner within
constituents and across constituents, childreermdifftiate the two more (applying T3S within
constituents a lot more freely than across corestis).

Although T3S variability was attested in this stuthe cases of two adjacent T3* is far
greater than three, four, and five adjacent T3% Mhmber of cases where there were multiple
T3* was very small; therefore, a more systematadysis of T3S application in various syntactic

contexts in children and adults could not be cdraet.
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Study 2: Flat structures

We tested production of two-, three-, and five-digiwhile children did perfectly in the
control items, 3-year-olds’correct rates in the tesns are between 20% and 30%, and 5-year-
olds, approximately between 60% and 70% in theitests, indicating that children still do not
have adult-like mastery in flat structures (adul®0% correct in controls and 97.50% in the test
items). Under-application and over-applicatiom 86 were attested in both child groups.

In two-, three-, and five-digit sequences, we savafly parsing strategy and incorporation of
the unparsed syllables (when applicable). An isténg finding was that in the sequence of five
T3-digits, two patterns were predicted: (i) binparsing followed by incorporation:
(T2T3)(T2T2T3), and (ii) larger domain parsingiZT2T2T2T3), but an additional unpredicted
pattern T2T2T3)(T2T3) was attested in both child group as well adtadAlthough low in
percentage (below 10%), it is mysterious that chiidactually used this pattern, but they never
used the predicted patterfiT3)(T2T2T3) which was attested only in adults (22.50%). In
addition, the major patterM2T2T2T2T3), assumed to occur in fast speech by many studie
was produced in a normal speech setting.

Regarding children’s errors, most common errors3fgear-olds is over-application2T2,
*T2T2T2, *T2T2T2T2T2), indicating that although they have the knowledbehanging a T3
to a T2 when followed by another T3, they haveiditty maintaining the underlying tone for
the rightmost digit. Five-year-olds had a relatywemhaller proportion of such error, and
meanwhile another common error type emerged¥2T3T2 and *T2T3T2T3T2). This is a
rather attractive finding which indicates a binprgcess. The tendency of the alternation of

T2T3 in iterative binary feet is found in 5-year-glttsit not in 3-year-olds.
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With respect to directionalityT@T3)(T2T2T3) gives supporting evidence for a left-to-right
parsing strategy. On the other hani T2T3)(T2T3) gives counter evidence. An explanation is
that in flat structures, groupings of two or threegven four digits, is robust (e.g. phone number
reading), and since a three-syllable foot is ohighdly larger than a disyllabic foot, these two
types of parsing may both be accessible. In otleedsy children group two or three digits
together at one time, rather than going througiptbeess of binary parsing followed by
incorporation of the unparsed syllable. Suggestajriieow future work can further test parsing

strategies are given in Section 8.4.

Study 3: NPs

The major goal in this study was to test the cypécsing strategy in three-syllable
compound nouns¢[oc]] and [[oo]o]) and four-syllable NPs (R-branching[§[oc]]] and M-
branching §[[oc]o]]). The findings confirm that children and aduléder to morphosyntax in
building prosodic domains and T3S applies cychicalVhile children did very well in three-
syllable compounds their correct rates droppeaum-gyllable NPs. R-branching NPs appeared
easier to them than M-branching NPs, and cruciallythe mis-application errors in the M-
branching NPs werel2T3T2T3 (cyclic parsing predicts TT2T2T3). Such error results from a
left-to-right binary parsing. In other words, théseno reference to syntax in this pattern. The
parsing strategy might have been shifted to thaudeprosodic parsing without reference to
syntax in structurally complex cases. In fact, #n®r type was not only attested in both child

groups, but also in adults.
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Study 4: Natural Speech Repetition (NSR) and Study: Robot Talk Repetition (RTR)

In these two studies identical sentences were ugédthe only difference that in NSR, one
of the surface patterns served as the model, atiiRTR, the underlying tones served as the
model. T3S variability was attested in both studMsreover, the patterns that appeared in NSR
were also attested in RTR. More patterns weretattés RTR, which was not surprising as
participants were in a sense “freer” to apply T&®er than being affected by the model surface
form. As the participants of the two studies weifeetent, and the tasks were different, the fact
that certain patterns were consistently used pesvedrong evidence that the surface patterns
attested in the studies were legitimate, rathar #exidental (as it might be tempting to think
that may be the case in RTR due to the “unnatusaloe weirdness of the speech”).

Overall, 4-year-olds did not perform well in the RWhere they were required to apply T3S
in the RTR, and even 6-year-olds were not aduéi-likhe developmental patterns were clear.
Unlike 4-year-olds, 6-year-olds have all the T38gras adults have, although their frequency of
the T3S patterns sometimes differed from that oftadBy comparing the frequency of T3S
patterns across age groups, a clear trend shows-ilear-olds are approximating their
preference of T3S patterns to that of adults. &, fae found that the frequency of multiple T3S
patterns of 6-year-olds and adults was strikingtyilar.

In NSR, the length of sentence (4wis. 4wt) had an effect on 4- and 6-year-olds, but in
RTR, such effect no longer existed. Regarding cemipy that involves the number of adjacent
T3*, again, we see an effect (both child groupshditter in the three-T3 items than in the six-T3
items) in NSR, but not in RTR. An interpretatiorthat it is due to the task— the task in the

RTR is much harder than in NSR.
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Although the ternary pattern appears in both thgest-NP and the subject-pro sentences,
we found a distinction between them— a monosyllabigject NP tends to be parsed in its own
domain, that is, being a degenerate foot, and @aitihe subject-predicate boundary whereas a
subject pro does not tend to. This provides a gtmece of evidence that a monosyllabic NP and
a monosyllabic pronoun are prosodically differdr@nce, are dealt with differently in the foot-
building process. The patterns and the frequentlgepatterns that 6-year-olds produced mirror
those of adults, indicating that they were awarthefdistinction in the subject NP and subject
pro, which 4-year-olds did not seem to be aware of.

Finally, the ternary pattern used in the 6-syllabtperimental sentences always separate the
verb and the object as shown in ST1 and ST2 in (4).

4) [Ma [xiang [deng [xiao [mayi]]]]]

horse  want wait for small ant ‘Howsants to wait for Small Ant.’

3 3 3 3 33 uT

3 3 3 3 ) Word: T3S

3 3 3 3 23) Word: Incorpowa, no T3S

(2 3) 3 3 23) Phrase: Disyltafwot from left to right,

T3S

(2 2 3) 3 23) Phrase: incorpanatiT3S; ST1

(2 2 2) 3 23) Phrase: optional T3S asrdomains; ST2

Additional patterns attested:

3) (2 3) 3 23) subject-poade pattern; ST3

3) (2 2) 3 23) subject-predicate patteqptional T3S across
domains; ST4

In (4), T3S first applies to the NP cyclically aetWord level, which did not appear to be
difficult for children. Then, at the Phrase |evEBS applies non-cyclically, followed by
incorporation of the unparsed syllable. Such nombesivations give ST1, and if T3S applies
across domains, we have ST2. In both cases, theavnelrthe object are kept separated. The verb

and the object are in a syntactic constituentjib®T1 and ST2, the verb and the object are in

two different prosodic domains.
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For (4), ST3 and ST4 were attested in childrenahdts (approximately 25% in adults and
6-year-olds, and below 10% in 4-year-olds) in RTtRvas very telling that while the percentage
of the subject-predicate pattern is fairly higradgults in the subject-NP sentences, the same
pattern was used at a low frequency in the sulgjiersentences in adults and 6-year-olds (and it
was never used by children or adults in NSR.) Tdrerast in the prosodic property of
monosyllabic NPs and monosyllabic pronouns is agrgaiVhile a monosyllabic NP can stand
alone, a monosyllabic pronoun does not tend tadsédone easily because as a clitic, it has to
cliticize to a host. Although the distinction oftgect NPs and subject pronouns has not been
directly addressed in the T3S literature, in theults from this study, 6-year-olds were aware of
the prosodic differences between NPs and pronduresdistinction of NPs and pronouns in the
application of T3S shown in Study 4 and Study 5 aiestrates a previously unnoticed area that
children attend to in their acquisition of T3S.

The results from these experimental studies (SRudystudy 5) strongly indicate that
although children have some ability to use T3Syeamland know to change a T3 to a T2 when
followed by another T3, the intricacies of the Tgplication develop with time and even the

oldest age group, 6-year-olds, are not adult-like.

8.3 Future research

In Study 4 Natural Speech, in spite of its redussape and few instances of spontaneous
contexts for T3S application, sentences with aestitgronoun produced by children and adults
that show a subject-predicate pattern deservesra caveful study.

With respect to the prediction made for flat stanes (binary parsing, followed by
incorporation of an unparsed syllable, if appliealdirectionality is left to right), a longer

sequence of digits can be tested in the fututasfappropriate to the age range of the
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participants. To test directionality, longer oddwrher sequences could be used (such as 7, 9, or
11 digits). To test whether or not grouping of thox even four syllables are indeed the
alternatives (i.e. binary parsing is not the ornilptegy), testing multiples of three or four which
are also multiples of two will be crucial. For iaste, a sequence of six is two feet if groups of
three is used (XXX)(XXX) and three feet if groupiafytwo is used (XX)(XX)(XX). Caution
should be made as to what digits are used. In StUdlat Structure, we used identical digits in
the same sequence. The “formation” of digits witishlikely affect how the digits are parsed,
such as 595959 is possibly more likely to be paese(59)(59)(59) than (595)(959), and for the
same reason, 555999 can be easily parsed as (99b)(@tead of (55)(59)(99).

Another area of interest is how flat structuresriatt with non-flat structures. By
manipulation where flat structures are embeddesimences, we can further test that.

With respect to compound nouns, we tested fouaBldINPs in the R-branching and M-
branching structures. Future work can investigateinstance, five-syllable NPs with various
structures such as[p[o[oo]]]], [[oc][[ oo]o]] and [[[oo]o][oc]] (predicting TI2T3T2T3,
T2T3T2T2T3, andT2T2T3T2T3 respectively). Nevertheless, structures withhstamplexity
are very likely to be beyond children’s (under a8gg capacity as we saw that the four-syllable
M-branching NPs were already very difficult for iclien (age 3-6) in this study.

In the two studies NSR and RTR, we tested four-saxigyllable sentences, and in a limited
number of structures with more experimental iteersqondition. Future research can extend the
length of sentence, and also test other syntaictictares. We tested the sentences with different
number of adjacent T3*— zero, three, and all (fousix). Future studies can manipulate the
number of adjacent T3*. If it is age appropriat@pedding flat structures in sentences will be

interesting as we know very little about how T33lat structures interact with the neighboring
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syllables in sentences. The structures and theedexfrcomplexity is less constrained if the
experiments are intended for adult participants with child participants, factors such as length
of sentence and structural complexity need to befally considered.

All the studies presented in this dissertation vameied out in Taiwan,; future studies can
replicate and investigate to see whether or notakelts are similar in other regions where
Mandarin is spoken. If not, cross-regional rescéts be compared and the factors that may
account for regional difference can be further stigated.

Finally, although both T3S models (see Chaptera®)dally have the same coverage for T3S
patterns, there are patterns that were used bigiparits of these five studies that require further
investigation. It is not clear whether the Word-dtatase level Model or the Stress-foot Model
can better account for the empirical data. In antiag for T3S variation, both models have two
optional rules. In the Word-and-Phrase level Mod8E is optional between domains, and in
fast speech, a larger domain is formed within whiBls applies. In the Stress-foot Model, T3S
is optional between cyclic branches, and T3S i@opt before a T2 that is derived from a T3. A
crucial question to ask is, will the optional ruie$oth models over-generate T3S patterns? T3S
theories can be worked toward how to formalize V&8&ability as well as variability due to
regional or social difference if there is any. Aitial attempt of an Optimality Theory (Prince &
Smolensky 1993/2004) analysis of T3S variabilitydoppting Coetzee’s (2006) model has been
made (Wang & Lin 2011), which hopefully will aroute interest in analyzing T3S variation in
the OT framework. It is my hope that the dissestatf children’s acquisition of T3S will

inspire many more researchers to conduct studiehitaren’s acquisition of T3S.
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Appendix A

Study 1 Possible frozen chuckélhe lexical items which have a sequence of T3T3.)

Table 4.11 List of possible frozen chucks and nunalbéokens produced by each participant

Lexical Adult CH LI | Adult IU | Adult ES| Adult GK | Adult BR ER
items CZ 45 46| LU 46| CL 55| EE 59| TT 66 66
biaoyan 0 0 0 0 0 0 0 0 0 4 0 0
‘perform’

bu-ru o o o/ o of O o0 O O 6 0 2
‘breast-

feeding’

keyi 20 2 4 9 1 9 3 6 10 11 3 2
‘can’ (aux)

laocban 0 0 0 1 0 0 0 2 0 0 0 0
‘boss; store

owner’

lachu 2 0 1 7 4 6 1 0 0 2 2 2
‘tiger’

laoshu 0 0 0 0 0 0 1 0 0 0 0 0
‘mouse’

liaojie 0 0 0 0 0 0 0 1 0 0 0 0
‘realize’

nali 13 1 4 12 9 6 4 18 0 5 0 2
‘where’

Qiaohu 0 0 0 0 0 0 1 0 0 0 0 0
‘name of a

tiger’

suoyi 4 0 1 0 0 1 3 1 1 1 0 0
‘SO’

suoyou 0 0 0 0 0 4 0 0 0 1 0 0
‘all’

41 Buru (T3T3) ‘breast-feeding’ andongwu(T4T4) ‘animals’ (lit. breast-feeding animals)
together mean ‘mammals.’
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Table 4.11 (cont’d)

Lexical Adult CH LI | Adult U | Adult ES| Adult GK | Adult BR ER
items Cz 45 46| LU 46| CL 55| EE 59| TT 66 66
Xizac 0 0 0 0 0 1 2 0 0 0 0 0
‘bathe; take

a shower’

xiaogot 1 0 0 0 0 1 0 0 0 0 0 0
‘doggie’

yongyual 0 0 0 0 0 0 1 0 0 0 0 0
‘forever’

zhiyol 2 0 0 0 0 0 0 0 0 0 0 0
‘only’
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Appendix B

Study 2 Experimental materials

Narration' AfpRIe- By, “BRAAE@EZERERLOKF)?” (IFEEEK, @
’ﬂ“4Tam%%W$% ﬁ&*ﬁ%ﬁﬁm*ﬁ%ﬁﬁkﬁﬁﬁﬁﬁ”(%iﬁ
FIENH D BREMAFREG T L, M TRRFHMPA) RiER, “RBRGFI09FE, R
”k@%%%ﬁﬁw%%iﬁﬁ%h W RIF?

The experimenter: We are going to play a game. “¥8hhis? (pointing to the digit on the
screen)” After the child gives the answer, askdhiéd, “Could you hold out one hand just like
me? (The experimenter shows the child by holdingaduand, with five fingers up straight)”
(Then the experimenter slowly and gently bends ditwee of the child’s fingers, leaving two
up. “You say the digit (pointing to the digit oretBcreen) when I tap your fingers, okay?”

T FAPAR, KA (TR —E TR AR) 2 (R R ARF AT
x) BRAER, “ERBRGFHOFE, RAREEET, FRAF?

“Could you hold out one hand just like me? (Theakpenter shows the child by holding out a
hand, with five fingers up straight)” (Then the ekmenter slowly and gently bends down two
of the child’s fingers, leaving three up. “You gag digit (pointing to the digit on the screen)
when | tap your fingers, okay?”

“Ar TVX«TE%%@P&%, RA AR (Fdle— & FApd R) 27 RAAS, CREMRG T
AR, fRatREERT, BRFTH? 7

“Could you hold out one hand just like me? (Theeripenter shows the child by holding out a
hand, with five fingers up straight). You say thgitd(pointing to the digit on the screen) when |
tap your fingers. Are you ready?”

(Repeated) Figure 5.1 Flat structures: A child’sdhda) — (c) for two, three, and five digits
respectively
a. for two digits b. for three digits c. for five digits
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Figure 5.8 Study 2: List of materials

a. practice: a non-T3 digit “4” (Tone 4)

i) two times
Si Si
four four

ii) three times

‘four-four’

Si Si Si
four four four ‘four-four-four’
iii) five times
Si Si Si Si Si
four four four four four ‘four-four-four-four-four
b. control item: a non-T3 digit “2” (Tone 4)
i) two times
er er
two two ‘two-two’
ii) three times
er er er
two two two ‘two-two-two’
iii) five times
er er er er er
two two two two two @ ‘two-two-two-two-two’
c. test item: a T3 digit “5”
I) two times
wu wu
five five ‘five-five’
ii) three times
wu wu wu
five five five ‘five-five-five’
iii) five times
wu wu wu wu wu
five five five five five ‘five-five-five-five-five'
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Figure 5.8 (cont'd)

d. control item: a non-T3 digit “3” (Tone 1)

i) two times
san san
three three ‘three-three’
ii) three times
san san san
three three three ‘three-three-three’
iii) five times
san san san san san
three three three three three ‘three-three-tHiesetthree’
b. test item: a T3-digit “9”
i) two times
jiu jiu
nine nine ‘nine-nine’
ii) three times
jiu jiu jiu
nine nine nine ‘nine-nine-nine’
iii) five times
jiu jiu jiu jiu jiu
nine nine nine nine nine ‘nine-nine-nine-nine-nine
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Appendix C

Study 3 List of test and control items

A. Three-syllable compounds

Table 6.14 Study 3: List of tests and controlshireé-syllable compounds

Test (T) or | Materials Underlying Surface| Syntactic | Translation
Control (C) tones tones | structure

1 C N # 113 Same ko]o] Cock-pen
gongji bi
cock pen

2 T 2R F 333 223 [[o6]0] Mouse-pen
laoshu bi
mouse pen

3 C L B 313 Same ko]o] Cookie-bird
binggan niao
cookie bird

4 T KE B 333 223 [[oo]o] Fruit-bird
shuiguo niao
fruit bird

5 C K K% 344 Same | d[oo]] Water-elephant
shui  daxiang
water elephant

6 T K * & 333 23 [o[oa]] Water-tiger
shui  laohu
water tiger

7 C K JE 312 Same | d[oo]] Paper-rhino
zhi Xiniu
paper rhino

8 T 4% =5 333 23 [o[oo]] Paper-seahorse
zhi haima
paper seahorse
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B. Four-syllable NPs

Table 6.15 Study 3: List of tests and controlsour{syllable NPs

Test (T)/ | Materials Underq Surface| Syntactic | Translation
Control lying | tones | structure
©) tones
C A5 4 P 3222 Same | d[o[oc]]] | Small red sheep
xiao hong mianyang
smallred sheep
C B 4 F 3222 | Same | d[o[oc]]] | Small blue sheep
xiao lan mianyang
small blue sheep
T AN s 5 3333 | 2323 [o[o[oc]]] | Small purple
xiao zi haima seahorse
small purple seahorse
T N ) 4 3333 | 2323 [o[o[oo]]] | Small purple
xiao zi yusan umbrella
small purple umbrella
C N kR % 3224 | Same | d[[oc]c]] | Small long-
xiao chang bi xiang trunked elephant
small long-trunked elephant
C % KR = 4431 Same | d[oc]o]] | Green big-eyed
It dayan wa frog
green big-eyed  frog
T AN -7 % 3333 | 223 [6[[oo]o]] | Small short-
xiao duan tui ma legged horse
small short-legged horse
T % VAR 5 3333 | 223 [o[[oo]a]] | Short small-eyed
ai xiaoyan  niao bird

short small-eyed bird
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Appendix D
Study 3 Experimental materials

A. Three-syllable Compounds:

In Figure 6.7, target answers for the test itenesrabold type, and target answers for the control items_are dinge.

Figure 6.7 Study 3: Experimental materials for ¢hasgllable compounds

Pictures (shown to subjects on a laptgpScripts (for the experimenter) Target answers
computer)

1. __ A BRAME (FFFI2) . &% | (Modeling)
T F &AL (huli T2T2 fox’), &

w ¢ HRAZ £ (hulibi T2T2T3 ‘fox-pen’,

UT=ST).

Look at this pen. This is a fox (pointing

to fox). The pen looks like a fox. We

call it a ‘fox-pen.’

2. ERMAE? (BEFE LT WHY) gongiji
What is this? (pointing to the animal af cock ‘cock’
the top of the pen) 31 UT=ST
B R EFRAGENFE, AR A gongji bi
7 cock pen ‘cock-pen’
313 UT=ST

This pen looks like a cock, so what do
we call it?
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Figure 6.7 (cont'd)

3. B ARME(AEFFE LT E)? laoshu
What is this (pointing to the animal at mouse ‘mouse’
the top of the pen)? 33 uT
23 ST
%, & X FRMHEER, RAM | laoshu bi
g...? mouse pen ‘mouse-pen’
The pen looks like a mouse, so we call it 333 Ut
a. 223 ST
4. #hA&i2% % (niao T3 ‘bird’). #A&Z% | (Modeling)
BRI H I, KM FAER’
(dangao niaol4T1T3 ‘cake-bird’,
UT=ST).
Look at this bird. He’s so happy to see€
the cake. Let’s call it a ‘cake-bird.’
5. BRMAE? (F5F ) binggan
What are these? (pointing to the cookie ‘cookies’
cookies) 31 UT=ST

oty Sk p s, ARARAT ™ AT 2

He loves cookies, so what do we call it?

binggan niao
cookie bird
313

‘cookie-bird’
UT=ST
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Figure 6.7 (cont'd)
6. EAME? REAR) shuiguo
What is this? (pointing to the fruit) fruit “fruit’
33 uUT
‘2\ 23 ST
- &\ﬁ Hedg BHOKE, ARAEA ™ R AL 2 shuiguo niao
“ . . uiguo ni
He loves fruit, so we call it a... fruit bird fruit-bird’
& 33 3 uUT
@ 22 3 ST
7. EAMFE? houzi
What's this? monkey
‘(a) monkey’
20 UT=ST
8. BEAME? (NFEEE: BT houzi (Modeling)
T2TO ‘monkey’)
What’s this? (Child answers: (A)
monkey.)
¥, BEBRTRNR, TR EK
2o KAV KIET (shui houzi
T3T2TO0 water-monkey, UT=ST),
Yes. This monkey is very special. He
loves to live in the water. Let’s call it a
‘water-monkey.’
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Figure 6.7 (cont'd)

Q. 1B AAE? daxiang
What's this? elephant ‘elephant’
44 UT=ST
10. 1E AR daxiang
What’s this? elephant ‘elephant’
4 4 UT=ST
28 K FAIREBAELKAL, KT . .
oAt i 2 shui daxiang
A L water elephant ‘water-elephant’
This elephant also loves to live in the _
- 344 UT=ST
water. What do we call it?
11. iE R laohu
What's this? tiger ‘(a) tiger’
33 UT
23 ST
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Figure 6.7 (cont'd)

12. 1B AAE? laohu
What this? tiger ‘(a) tiger’
33 uT
23 ST
g EEALIRERAEAE KL, FTAA | shuilaohu
92 e ? water tiger ‘water-tiger’
This tiger loves to live in the water, tog, 3 3 3 Ut
so we call it... 323 ST
13. 17 A iE & K % (daxiangT4T4 (Modeling)
‘elephant’), # 2 4 a9, KA T4
‘UK %’ (zhi daxiang T3T4T4 paper-
elephant, UT=ST).
Look at this elephant. It's made of
paper. Let’s call it a ‘paper-elephant.’
14. BERAE? xiniu
What's this? rhino ‘rhino’
12 UT=ST
R AL B EG o ARAP] P ARAT R ? M '
It's also made of paper. What do we capaper rhino ‘paper-rhino’
ito 312 UT=ST

298




Figure 6.7 (cont'd)

15.

B AME?
What's this?

Mol A ARG o RAPT P A ee- 2
It's also made of paper, too, soit's a .

haima

seahorse ‘(a) seahorse’
33 UT

23 ST

zhi haima

paper seahorse ‘paper-seahorse’
333 UT

323 ST

B. Four-syllable NPs

In this experiment, as there are layers in theagfitt structure, one layer is elicited at a timiee Tinal target answer is elicited
through multiple pictures.

In Figure 6.8, target answers for the test itemesrabold type, and target answers for the control items are winegel.

Figure 6.8 Study 3: Experimental materials for feyllable NPs

Pictures (shown to subjects on a lapt
computer)

pcripts (for the experimenter)

Target answers

& R
What's this?

haima

seahorse ‘(a) seahorse’
33 UT

23 ST

299




Figure 6.8 (cont'd)

2. EARATE? (Modeling)
s What's this?

(% % haima'(a) seahorse’

T3T3>T2T3)

R &8,

The color is green.

EMHM EkiHH’

(IGhaimar4T3T3>T4T2T3 ‘green

seahorse?)

Let’s call it a green seahorse.

3. ERAE? haima
What's this? seahorse ‘(a) seahorse’
33 uT
23 ST
zise
A EERE? purple ‘purple’
What color is it? 34 UT=ST
zi haima
purple seahorse ‘(a) purple seahorse
AT Rt ? 333 ut

323 ST

What do we call it?
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Figure 6.8 (cont'd)

M 69 B & 4T 1%, HANE?
They have strange colors, don’t they?

4. thEEmEREH, —& kM, —& ] | (Modeling)
a9,
Look at these two seahorses. One is big,
the other is small.
#MMEERE (FBFRLEN)
‘X&i& %’ (dalu haimaT4 T4
T3T3>T4 T4T2T3 ‘(a) big green
seahorse?) T & &4y EEH’
(xiao I haimal3 T4 T3T3>T3 T4
T2T3 ‘(a) small green seahorse’)
We call this one (pointing to the big
one) a ‘big green seahorse, and this one
(pointing to the small one) a ‘small
green seahorse.’
5. RERFERNE, KENZXEEFH
(da zi haimar4 T3 T3T3>T4 T3 _ . _
T2T3. B (3L EH) 2 Xiao zi haima
small purple seahorse
Now look at these two. The big one is a(a) purple seahorse
e oy " smal e seahore
' 3 3 33 UT
2 3 23 ST
6. B AR mianyang
What are these? sheep ‘sheep’
2 2 UT=ST
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Figure 6.8 (cont'd)

other is small.

KM EE REW (FHFRLE)
‘K44 %’ (da hong mianyand4

T2 T2T2 ‘(a) big red sheep’) i& & /s

Eagk (BF &) 2

We call this one (pointing to the big

one) a “big red sheep.”

What about this one? (pointing to the

small one)

xiao hong mi

7. FEMBERLAY, KA K- hong mianyang
The sheep is red, we call ita ... red sheep ‘(a)red sheep’
2 22 UT=ST
8. BEAE, Krte..- lan  mianyang
This one is blue, sowe call ita ... blue sheep ‘(a) blue sheep’
2 22 UT=ST
9. thEEZRESRFE, —& key, —&.) | (Modeling)
Eo
Look at these two sheep. One is big, the

anyang

small red
3 2 22

sheep ‘(a) small red she

UT=ST

(D
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Figure 6.8 (cont'd)

10. hEEMESRF, KMMEE (FBF
X% 49) (dalan mianyan@4 T2 T2T2| _
‘(a) big blue sheep’)ig %72 (453 ) | Xlao_lan__mianyang
45 7 small blue sheep ‘(a) small blue sheep
- 3 2 22 UT=ST
Look at these two sheep. We call this
one (pointing to the big one) a “big blue
sheep.” What about this one? (pointing
to the small one)
11. B A E? yusan
What's this? umbrella ‘umbrella’
33 uT
23 ST
12. B AT (Modeling)
What's this?
BEREEN, AMME ‘BERL
The color is blue. Let’s call it a blue
umbrella
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Figure 6.8 (cont'd)

13. 1B AAR? yusan
What's this? umbrella ‘(@an) umbrella’
33 uT
23 ST
zise
g N le ‘purple’
R BFRE? purp o
What color is it? 34 UT=ST
zi yusan
urple umbrella ‘(a) purple umbrella’
KA A A 2 p3 3p3 Ugr)p P
What do we call it? 323 ST
14. frEER L AL, —FL K6y, —% ) | (Modeling)
8. KME L Kay (F8F K89)
‘KEM4’ (dalan yusarm4 T2
T3T3>T4 T2T2T3 ‘(a) big blue
umbrella’); & & /8§ EFREL’
(xiao lan yusanm3 T2 T3T3>T3 T2
T2T3 ‘(a) small blue umbrellas)
Look at these two umbrellas. One is bjg,

the other is small. We call this one
(pointing to the big one) a ‘big blue
umbrella, and this one (pointing to the
small one) a ‘small blue umbrella.’
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Figure 6.8 (cont'd)

15. RAEGEERNL. KORKEREL
(da zi yusar4 T3 T3T3->T4 T3 _ _
T2T3. AR (35 £ 69) 2 Xlao 7 yusan
A small purple seahorse
| Now look at these two. The big one is|a(®) PUPle seahorse
f “big purple umbrella.” What about this
§ - one (pointing to the small one)? small purple seahorse
3 3 33 uT
2 3 23 ST
16. iE A ma
What's this? horse ‘horse’
3 UT
3 ST
17. B A E? gingwa
What's this? frog frog’
11 uT
e T
18. rFiz & Frik, Hegkit&e-& (45F | (Modeling)
FHRRGEMR) o KM KA
¥’ (chang tuiwal2 T3 T1 UT=ST
‘%\ ‘(@) long-legged frog’)
Look at this frog. His legs (pointing to
the long hind leg) are so long. Let’s call
it a “long-legged frog.”
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Figure 6.8 (cont'd)

19. i AR E? ma
What's this? horse ‘horse’
3 uT
3 ST
fet RS B (% BHeygae) | Chang i ma
KAV F A M AT long  leg horse
: > - ‘(@) long-legged horse’
His legs are very long (pointing to the
hgrse’s long legs), too. What do we caII|ong leg horse
It 2 3 3 uT
2 2 3 ST
20. i R ma
What's this? horse ‘horse’
3 uT
3 ST
R < ' . | duan tui ma
BB R 4E (482 oY Rk
ﬁ;;ilﬁ:g?(éaﬁ% IRAE) L A short leg horse
j ‘(a) long- dh ’
His legs are so short (pointing to the (8) long-legged horse
_hgrse’s short legs), too. What do we call;, leg horse
It 3 3 3 uT
2 2 3 ST
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Figure 6.8 (cont'd)

21.

thEEREFE, —& K6, —&0)
8., KMMiEE Key (F5F K49)

‘K& &’ (dachang tuiwal4 T2
T3 T1 UT=ST ‘(a) big long-legged
frog); 2 %/89 DKM (Xiao
chang tuiwar3 T2 T3 T1 UT=ST, ‘(a)
small long-legged frogy)

Look at these two frogs. One is big an
the other is small. We call this one
(pointing to the big one) a “big long-
legged frog” and this one (pointing to
the small one) a “small long-legged
frog.”

(Modeling)

o

22.

REMGAFERNE, KOZKXERE
(da chang tuima4 T2 T3T3>T4 T2
T2 T3 ‘(a) big long-legged horse’) «)»
By (455 % 89)?

Now look at these two. The big one is
“big long-legged horse.” What about
this one (pointing to the small one)?

xiao chang tui ma
small long leg horse
é(a) small long-legged horse’

small long leg horse
3 2 3 3 UT
3 2 2 3 ST
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Figure 6.8 (cont'd)

23. AAEMFEEZRE, KO9LKREEMRE
(da duan tui ma4 T3 T3T3>T4 T2
T2 T3 ‘(a) small short-legged horse’) wiao  duan tui ma
N84 9 v 1 42 44) 9
INCVACLE-IN o) small short leg  horse
Look at these two. This big one is calltaéa) small short-legged horse
a “big short-legged horse.” What aboutSmall short leg  horse
_ o (Mot
this one? (pointing to the small one) 3 3 3 3 UT
3 2 2 3 ST
24. BERAE? daxiang
What's this? elephant  elephant
44 UT
44 ST
(Modeling)

hEEEKE. ey B T4rRk (35
FREERRNGET) o KM Kk
£ %’ . (chang bi xiangr2 T2 T4
UT=ST ‘(a) long-trunked elephant’)

Look at this elephant. His trunk
(pointing to the long trunk) is so long.

Let’s call it a “long-trunked elephant.”
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Figure 6.8 (cont'd)

S ()

I #9)?

Look at these two elephants. The big
one is “big short-trunked elephant.”
What about the small one?

25. 1B A E? daxiang
What's this? elephant ‘elephant’
_ o 44 uT
& al. N 44 ST
~ \ "\ n
o NSy o
R\ AN W BT (5% £ % pdaey e |duan bi xiang
\ " A 3 o A E A2 :s,hort trunk elephant ,
rliadd His trunk is so short (point at the (2) short-trunked elephant
ﬁl)ephant s short trunk). What do we Cdl!s,hort trunk  elephant
] 3 2 4 UT=ST
26. RathAEmE. KOLREER
(da chang bi xiang@4 T2 T2 T4 ‘(a) _ _ _
big long-trunked elephant) ‘)~ 9% xia0__chang Dbi Xlang
(362 & ) 2 small long trunk elephant
‘(@) small long-trunked elephant’
s Look at these two elephants. The big small lona  trunk elephant
one is a “big long-trunked elephant.” 3 ) 9 ) 4 P UT=ST
What about this one (pointing to the
small one)?
27. RERFERE, KL KER
.y (da duan bi xiang4 T3 T2 T4 ‘(a) big | _ _
al_dk short-trunked elephant) &% (43 | Xiao ~duan bi  xiang
\ ' Dy small short trunk elephant

‘(@) small long-trunked elephant’

small short trunk elephant
3 3 2 4 UT
2 3 2 4 UT
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Figure 6.8 (cont'd)

28. BAMAE? (AEFRE) yanjing
What are these? (pointing at the eyes) eyes ‘eyes’
31 UT=ST
(Modeling)
hEEE Fe, Meyikmiir Kok (35
FAERKGRE) o KL ‘K
Ak#’ , (dayanwal4 T3 T1 UT=ST
‘(a) big-eyed frog’)
Look at this frog. His eyes are so big.
Let’s call him a “big-eyed frog.”
29. i RATE? (xiao)niao
What's this? bird ‘(a) bird’
(3)3 UT
(2)3 ST
fe gk F Kok (J5F % K keosg [da yan o niao
. big eye bird ‘(a) big-eyed bird
" ?
M) o &A™ AT A 3 3 UT
His eyes are also very big (pointing at 4 2 3 ST
the bird’s big eyes), so what do we call
it?
30. HEZE NG, eyIkEE ) (J§F | Xia0o yan niao
BN egakeE) | & Ew st r? | small eye  bird (@) small-eyed bird
3 3 3 UT
Now look at this bird. His eyes are so| 2 2 3 ST
small (pointing at the bird’s small eyes).
What do we call it?
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Figure 6.8 (cont'd)

31.

pll?

EhE ERBE—KR. E—% (#F
RIRIFEGAE) &

Let’'s look the two birds one more time.
This is (pointing to the big-eyed one). ..

B (#F DRFGIRE) £
And this is (pointing to the small-eyed
one)...

da yan  niao

4 3 3 uUT
4 2 3 ST

xia0 yan niao
small eye
3 3 3 UT
2 2 3 ST

big eye bird ‘(a) big-eyed bird

bird ‘(a) small-eyed bird

32.

hARERE AR, —RH8, —E4
0. HMagIRaEF K (FBFAFHERK
AgIREg) , EE A, KAWL ‘8
XAk#’ (baidayanwal2 T4 T3 T1
UT=ST ‘(a) white big-eyed frog’)

Look at these two frogs. A white one
and a green one. Their eyes are very
This one is white (pointing at the white
one). We call it a “white big-eyed frog.

B & E A RM BB (F8F %4
mE) ?

What about this green one (point at th
green one)?

(Modeling)
Dig.
1¥] da yan  wa

green big eye frog
E‘(a) green big-eyed frog’

green big eye frog
4 4 3 1

UT=ST

311



Figure 6.8 (cont'd)

short. Let’s call the tall one a “tall
small-eyed bird.” What about this shor
one?

t

33. hEERE &, e IkiEAE K | (Modeling)
/ (G5 0Bk kayiRa) | — &
7 o, — RN, SEa, K7
‘B KikE’ (gao dayan niadl T4
T3T3UT> T1T4T2 T3 ST ‘(a) tall
big-eyed bird’) #&a9% (F5FH&GI] | . da  yan niao
% %) ? short big eye bird
ke k . _ _ ‘(a) short big-eyed bird’
Look at these two birds. Their eyes are
also very big eyes (pointing at the birds@reen big eye frog
big eyes). One is tall, and the otheris | 3 3 3 3 UT
short. Let’s call the tall one a “tall big-| 3 4 2 3 ST
eyed bird.” What about this short one?
34, frEiERE DB, HIEIREEAAT ) | (Modeling)
(FF DB IR , —&5
oy, —B&&M., SEHH, KM
‘& Bk &’ (gao xiao yan niad'l
T3T3T3UT> T1T2T2T3 ST ‘(a) ai xiao yan  niao
tall small-eyed bird’) ##9% (& | o small eye  bird
- AR E) 7 ‘(@) short small-eyed bird’
4 Look at these two birds. They both havgnhort small eye bird
very small eyes (pointing at the birds’ | 3 3 3 3 UT
small eyes). One is tall, and the other |s3 ) 2 3 ST
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Appendix E

Study 4 (NSR) Experimental Materials

Narration: #% i1 & 32— B3gt (g, TR E 4, @& vt fo) 37 ME AR 37
R, ML FRAE L, T AR E AR EE? A LEEF DA, FTH? 4

B335 B % Bk 7R ?

We are going to play a game. Look, this is a Ro#ad, this is BeaXiaoli. Robot says
something to BeaxXiaoli, but BearXiaoli cannot hear her. Could you help her by listening t
what the Robot is saying? After you hear it, yduX@aoli, okay?

Figure 7.12 Study 4: List of materials

Al
M Ni  xiang mai hua
‘- ’ you want buy flower ‘You want to buy flovee
: 3 3 3 1 uT
2 2 3 1 ST used
A2
Wo xiang mai bi
I want buy pens ‘lwantto buy pens.’
3 3 3 3 uT
2 2 2 3 ST used
A3
Ta  xiang kan shu
he want read book ‘He wants to read books
1 3 4 1 uT
1 3 4 1 ST used
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Figure 7.12 (cont'd)

Ad
Ni xiang Xi che
you want wash car ‘You wantto wash (the) ca
3 3 3 1 UT
2 2 3 1 ST used
A5
Wo xiang xi ma
I want wash horse ‘l want to wash (the)de.’
3 3 3 3 uT
2 2 2 3 ST
A6
25 Ta xiang chang ge
he want sing song ‘He wants to sing.’
1 3 4 1 uT
1 3 4 1 ST used
Bl
Banma xiang zhao xiongmao
Zebra want look for panda bear
‘Zebra wants to look for Panda Bear.’
Zebra want look for panda bear
13 3 3 21 uT
12 2 3 21 ST used
B2

Haima xiang zhao shuimu
seahorsewant look for jelly fish
‘Seahorse wants to look for Jelly Fish.’

seahorsewant look for jelly fish

33
22

3 3 33 uT
2 3 23 ST used
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Figure 7.12 (cont'd)

B3

Guoniu xiang bian gingwa

snaill want become frog

‘Snail wants to become Frog.’

snaill want become frog

12 3 4 11 uT

12 3 4 11 ST used
B4

Hema xiang deng  wugui

hippo want wait for turtle

‘Hippo wants to wait for the turtle.’

snail want become frog

23 3 3 11 uT

22 2 3 11 ST used
B5

Laoshu xiang deng mayi

mouse want wait for ant

‘Mouse wants to wait for Ant.’

mouse want wait for ant

33 3 3 33 uT

22 2 3 23 ST used
B6

Haibao xiang bian jingyu

seal want become whale

‘Seal wants to become Whale.’

seal want become whale

34 3 4 12 uT

34 3 4 12 ST used
C1

Wo xiang zhao da hema

I want look for big hippo
‘I want to look for Big Hippo.’

I want look for big hippo
3 3 3 4 23 uT
2 2 3 4 23 ST used
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Figure 7.12 (cont’d)

Cc2

Ni xiang yang xiao laohu

you want raise small tiger

‘You want to have (raise) a small Tiger.’

you want raise small tiger

3 3 3 3 33 uT

2 2 2 3 23 ST used
C3

Ta xiang chuan duan qunzi

she want wear short skirt

‘She wants to wear a short skirt.’

she want wear short skirt

1 3 1 3 25 uT

1 3 1 3 25 ST used
C4

Wo xiang zhao pang xiongmao

I want look for fat panda bear

‘I want to look for Fat Panda Bear.’

I want look for fat panda bear

3 3 3 4 21 uT

2 2 3 4 21 ST used
C5

Ni xiang yang xiao laoshu

you want raise small mouse

‘You want to have (raise) a small mouse.’

you want raise small mouse

3 3 3 3 33 uT

2 2 2 3 23 ST used
C6

pgloa, Ta xiang ting hao yinyue

she want listento good music
‘She wants to listen to good music.’

she want listento good music
1 3 1 3 14 uTt
1 3 1 3 14 ST used
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Figure 7.12 (cont'd)

D1
] ) Gou xiang zhao da  xingxing
o~ dog want look for big gorilla
‘Dog wants to look for (the) big gorilla.’
5 dog want look for big gorilla
3 3 3 4 11 uT
2 2 3 4 11 ST used
D2 - —
el Ma xiang zhao xiao haigou
e A horse want look for small fur-seal
w4 ‘Horse wants to look for (the) small fur-seal.’
o horse want look for small fur-seal
3 3 3 3 33 uT
4 2 2 2 3 3 ST used
D3
Niu xiang bian [0 gingwa
bull want become green frog
‘ ‘Bull wants to become (a) green frog.’
‘ S bull want become green frog
¢ 2 3 4 4 11 uT
2 3 4 4 11 Ssed
D4
Ma xiang deng da  wugui
horse want wait for big turtle
‘Horse wants to wait for Big Turtle.’
horse want wait for big turtle
3 3 3 4 11 uT
2 2 3 4 11 ST used
D5

=y

Gou xiang deng Xiao mayi
dog want waitfor small ant
‘Dog wants to wait for (the) small ant.’

dog want waitfor small ant
3 3 3 3 33 uTt
2 2 2 3 3 ST used
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Figure 7.12 (cont'd)
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Zhu xiang bian lan  jingyu
pig want become blue whale
‘Pig wants to become (a) small fur-seal.’

pig want become blue whale
1 3 4 2 12 uT
1 3 4 2 12 Ssed
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Appendix F

Study 5 (RTR) Experimental materials

Narration: 3% 7 & 32— B gk > 2B ghe? “PBRBAWE" - & AF] SR EA o RER
Pecho o & e Ry EeA I o fn ol J B PP A A, B A IR AT A - TR
LRS- e Nl IV S URER R IR S VR 1 Rl R < AR

We are going to play a game called “Robot Talk (RT).” “Look at this RobotShe talks funny, and
the bear doesn’t understand a word she says. The bear Xiaoli understands Child Talk only, not the

Robot Talk. Can you help her? Listen to the Robot Talk, and then tell Xiaoli what she says, okay?
Do you want to play the game?”

Figure 7.13 Study 5: List of materials

Al
A Ni  xiang mai hua
you want buy flower ‘You want to buy flovee
3 3 3 1 uT=RT
A2
Wo xiang mai bi
I want buy pens ‘Il wantto buy pens.’
3 3 3 3 UT=RT
A3
Ta  xiang kan shu
he want read book ‘He wants to read books
1 3 4 1 UT=RT

42 RT= Robot Talk (the manipulated speech)
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Figure 7.13 (cont'd)

A4
Ni xiang Xi che
you want wash car ‘You wantto wash (the) cal
3 3 3 1 UT=RT
A5
Wo xiang xi ma
I want wash horse ‘l want to wash (the)de.’
3 3 3 3 UT=RT
A6
35 Ta xiang chang ge
he want sing song ‘He wants to sing.’
1 3 4 1 UT=RT
Bl
Banma xiang zhao xiongmao
Zebra want look for panda bear
‘Zebra wants to look for Panda Bear.’
Zebra want look for panda bear
13 3 3 21 UT=RT
B2

Haima xiang zhao shuimu
seahorsewant look for jelly fish
‘Seahorse wants to look for Jelly Fish.’

seahorsewant look for jelly fish
33 3 3 33 UT=RT
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Figure 7.13 (cont'd)

B3

Guoniu xiang bian gingwa
snaill want become frog
‘Snail wants to become Frog.’

snaill want become frog
12 3 4 11

UT=RT

B4

Hema xiang deng  wugui
hippo want wait for turtle
‘Hippo wants to wait for the turtle.’

snaill want become frog
23 3 3 11

UT=RT

BS

Laoshu xiang deng mayi
mouse want wait for ant
‘Mouse wants to wait for Ant.’

mouse want wait for ant
33 3 3 33

UT=RT

B6

Haibao xiang bian jingyu
seal want become whale
‘Seal wants to become Whale.’

seal want become whale
34 3 4 12

UT=RT

C1

Wo xiang zhao da hema
I want look for big hippo
‘I want to look for Big Hippo.’

I want look for big hippo
3 3 3 4 23

UT=RT
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Figure 7.13 (cont'd)

Cc2
- Ni xiang yang xiao laohu
l’ you want raise small tiger
‘You want to have (raise) a small Tiger.’
you want raise small tiger
3 3 3 3 33 UT=RT
K
C3
fa Ta xiang chuan duan qunzi
| she want wear short skirt
‘She wants to wear a short skirt.’
she want wear short skirt
1 3 1 3 25 UT=RT
&
C4
Wo xiang zhao pang xiongmao
I want look for fat panda bear
‘I want to look for Fat Panda Bear.’
I want look for fat panda bear
3 3 3 4 21 UT=RT
C5
Ni xiang yang xiao laoshu
you want raise small mouse
‘You want to have (raise) a small mouse.’
‘ you want raise small mouse
X 3 3 3 3 33 UT=RT
C6
2glSac Ta xiang ting hao yinyue
she want listento good music
‘She wants to listen to good music.’
she want listento good music
1 3 1 3 14 UT=RT
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Figure 7.13 (cont’d)

D1
) , Gou xiang zhao da  xingxing
‘ dog want look for big gorilla
‘Dog wants to look for (the) big gorilla.’
dog want look for big gorilla
3 3 3 4 11 UT=RT
D2 -
" Ma xiang zhao xiao haigou
‘ horse want look for small fur-seal
(~ _ ‘Horse wants to look for (the) small fur-seal.’
5 e horse want look for small fur-seal
h 3 3 3 3 33  UT=RT
D3
Niu xiang bian [0 gingwa
ﬂ bull want become green frog
‘Bull wants to become (a) green frog.’
\ bull want become green frog
2 3 4 4 11 UT=RT
D4
Ma xiang deng da  wugui
horse want wait for big turtle
‘Horse wants to wait for Big Turtle.’
horse want wait for big turtle
3 3 3 4 11 UT=RT
D5

-

Gou xiang deng xiao mayi
dog want waitfor small ant
‘Dog wants to wait for (the) small ant.’

dog want waitfor small ant
3 3 3 3 33 UT=RT|
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Figure 7.13 (cont’d)

D6

¢
o
S

-/
{ =

v

Zhu xiang bian lan  jingyu
pig want become blue whale
‘Pig wants to become (a) small fur-seal.’

pig want become blue whale
1 3 4 2 12 UT=RT
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Appendix G

Predicted surface patterns for test items in Study NSR and Study 5 RTR

=

N

Four syllables, four words

Three T3*

[Ni [xiang [mai [hua]]]]

you want buy flower “You want to buy flowers.’

3 3 3 1 uT

3 3 3 1 Word: no T3S

3 3 (3 1) Phrase: disyllabic foot for the smalsinain, no T3S

(2 3) 3 1) Phrase: Disyllabic foot for the remainsydlables,
T3S; ST1

(2 2 3 1) Larger domain in fast speech; ST2

All T3*

[Wo [xiang [mai [bi]]]]

I want buy pen ‘Il wantto buy pens.’

3 3 3 3 uT

3 3 3 3 Word: no T3S

3 @ 3) Phrase: disyllabic foot for the smallest domaidS

(2 3) (2 3) Phrase: Disyllabic foot for the remainsydlables,
T3S; ST1

(2 2 2 3) Larger domain in fast speech; ST2

Six syllables, four words

Three T3*

[[banma] [xiang [zhao [xiongmao]]]]

zebra want look for panda bear  ‘Zebra wantsa& for Panda bear.’

13 3 3 21 uT

(13) 3 3 (22) Word: two disyllabic fe@BS

(13) 4 3) (21) Phrase: disyllabic foot, T3S;1ST

(12 2 3) (22) Larger domain in fast sped@s; ST2

All T3*

[[haima] [xiang [zhao [shuimul]]]]

seahorse want look for  jellyfish ‘Seahorse twda look for Jellyfish.’

33 3 3 33 uT

(23) 3 3 43) Word: two disyllabic feet, T3S

(23) e 3) (23) Phrase: disyllabic foot, T3S]AST

(22 2 3) (23) Larger domain in fast spgé&3S; ST2
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w

Six syllables, subject pronoun

Three T3*

[Wo [xiang [zhao [da [hema]]]]]

I want look for big hippo ‘| wato look for (a) big hippo.’

3 3 3 4 23 uT

3 3 3 4  (23) Word: T3S

3 3 3 4 23 Word: Ingoration, no T3S

(2 3) 3 4 23 Phrase: Didyitafoot from left to right, T3S

Directionality for the Incorporation ingmext step:
Leftward incorporation:

(2 2 3) 4 23 Phrase: Incorpiora T3S; ST1
Rightward incorporation:

(2 3 3 4 23) Phrase: Incorpiorg T3S; ST2

(2 2) 3 4 23) Optional: T38&@ss domains; ST3

All T3*

[Ni [xiang [yang [xiao [laohul]]]]]

you want raise small tiger ‘Yeant to have/raise (a) small tiger.’
3 3 3 3 33 uT

3 3 3 3 26) Word: T3S

3 3 3 3 23) Word: Incoraton, no T3S

(2 3) 3 3 23) Phrase: Disyllafwot from left to right, T3S

Directionality for the Incorporation ingmext step:
Leftward incorporation:

(2 2 3) (3 23 Phrase: Incorporatiods; ST1
(2 2 2) (3 23 Optional: T3S across domaB8k2
Rightward incorporation:

(2 3 @ 3 23 Phrase: Incorporation, T3S3ST
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»

Six syllables, subject noun

Three T3*

[Gou [xiang [zhao [da  [xingxing]]]]]

Dog want look for big gorilla ‘Dogants to look for Gorilla.’

3 3 3 4 11 uT

3 3 3 4 (12) Word: T3S

3 3 3 (4 11) Word: Incoration, no T3S

2 3) 3 4 11) Phrase: Disyltafmot from left to right, T3S

Directionality for the Incorporation ingmext step:
Leftward incorporation:

(2 2 3) (4 11) Phrase: IncorpanatiT3S; ST1

Rightward incorporation:

(2 3 3 4 11) Phrase: IncorpanatiT3S; ST2

(2 2) 3 4 11) Optional: T3S a@a®mains; ST3

All T3*

[Ma [xiang [zhao [xiao [haigoul]]]]]

horse  want look for small fur-seal ‘erwant to look for the small fur-seal.’

3 3 3 3 33 uT

3 3 3 3 2 Word: T3S

3 3 3 3 23) Word: Incoration, no T3S

(2 3) 3 3 23) Phrase: Disyltafoot from left to right,
T3S

Directionality for the Incorporation ingmext step:

Leftward incorporation:

(2 2 3) (3 23) Phrase: IncorpomtT3S; ST1
(2 2 2) 3 23) Optional: T3S across doms; ST2

Rightward incorporation:
(2 3) @ 3 23) Phrase: IncorporatioBSTST3
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Appendix H

Statistics notes
Multinomial logistic regression and Odds Ratio (OR)

Multinomial logistic regression is a powerful modeat can handle outcomes that are ordinal
(ordered categories) or nominal (unordered categprin this model, given a set of independent
variables, we can generate the predictions of thbgbilities of different outcomes.

The odds is a ratio of the probability that an éweili occur versus the probability that the
event will not occur. Odds ratio is the ratio oblpability of choosing one outcome category over
the probability of choosing the reference cateqoi@LA: Academic Technology Services,
Statistical Consulting Group). Field (2005/2009:y@@strates Odds Ratio (OR) with an
example as follows.

“Odds ratio is the ratio of the odds of an everdurdng in one group compared to another.
So for example, if the odds of dying after writiaglossary are 4, and the odds of dying after
not writing a glossary are .25, then the odds liat/.25 = 16. This means that if you write a
glossary you are 16 times more likely to die tHfarou don’t. An odds ratio of 1 would
indicate that the odds of a particular outcomeegpgal in both groups.”

Assume that there are two correct T3S surfacempatt®attern A and Pattern B. When
speakers produce a T3S phrase/sentence, the resgombe Pattern A, Pattern B, or incorrect.
The outcome measure in this study is the speatespbnses — Pattern A, Pattern B, and
incorrect answer. From the outcomes, we will seatwlationships exist with other important
independent variables. | will use this study ag@ample to illustrate the interpretation of the
analysis. In Table 9.1, ‘age’ and ‘structure’ am® independent variables to the outcome. These
two variables are both categorical, rather thadigrd. For the variable ‘age,’” there are three age
groups— 4-year-olds, 6-year-olds, and adults. Renariable ‘structure,’ there are two
structures, Structure X and Structure Y. | seleobrrect answer as the reference category.
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Table 9.1 An example of the statistics output dadimterpretation of the results

Parameter Estimates
95% Confidenc
Interval for
Exp(B)
a Std. Lower | Upper
T3S surface patterns B Error| Wald | df | Sig. [Exp(B)| Bound | Bound
Pattern A Intercept 1.13¢0 .48¢0 5.534 1] .019
age_group=4 -1.504 531 8.030 1] .00 .222 079 .629
age_group=6 323 .600 290 1 590 1.387 429 4.48(
age_group=adults o° . | o . . . .
structure= X 943 .381 6.113 1] .013 2.561 1.21q 5.421
structure='Y o° . | o .
Pattern B Intercept 2.319 .48 22.820 1] .00(¢
age_group=4 -1.454 .639 5.20 1] .023 .233 067 .814
age_group=6 -.379 .669 31§ 1 .57 .687 185 2.55(
age_group= adults o° . | o . . : .
structure= X -2.841 .47Q 36.564 1] .000 .058 023  .1471
structure='Y o° 0

a. The reference category is: Incorrect answer.
b. This parameter is set to zero because it isnchit.

A quick general information in Table 9.1 shows tthegt difference between 4-year-olds and
adults has been found to be statistically diffefenfattern A (or Pattern B) to Incorrect answer
given thatageandstructure are in the model (Pattern A== .005, Pattern Bp = .023), but there
are no difference between 6-year-olds and aduig€im A: p = .590, Pattern Bp = .575).

Variable “structure” is statistically significar Pattern Ay = .013) and Pattern B K .00143),
it means the difference between structure X angtgire Y has been found to be statistically
different for Pattern A (Pattern B) to incorrecsauer. Next, | will show specifically what the
values in Exp (B) tell us.

An important concept in this model is comparisargd a the comparison, there is always a
reference category. For instance, Pattern A angfdaB are both compared to the reference
category “Incorrect answers.” Both child groups being compared to adults. Between the two
structures, Structure Y is selected to be the eefsr category. Reference categories are not fixed,
so if we want to use 4-year-olds as the referemgepy it is fine, but it is more meaningful to

43Although in Table 9.1, we see .000, it is typicakyported as < .001 because this is an
extremely small number such as .00000000173 whiehable does not show.
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have the two child groups compared to the adudfe(ence group) for the purpose of the studies
in this dissertation. Similarly, we can use Struet¥ as a reference category if we choose to.

Two columns (Table 9.1) we should read are in blid,” and “Exp (B).” “Sig” tells us
whether or not it is statistically significant. Tigplly, a value less than .05 is considered
statistically significant. Exp (B) in the tabletlse so-called Odds Ratio (OR) value. The Exp (B)
column can tell us that a particular thing of ietris more likely or less likely to be in the
referent group.

Pattern A

The use of Pattern A relative to errors in Struefdrand Structure Y is significantly different
(Odds RatiqOR) = 2.567,p = .013). The OR value indicates that Structurs dbout 2.5 times
(exact number is 2.567) more likely to have Patfethan Structure Y.

For the surface Pattern A relative to incorrecinaas, 4-year-oldsGR=.222,p = .005) are
significantly different from adults, but 6-year-sldre notQR = 1.382,p = .590).

Given that adults are the reference group, an érevanaller than 1 in another age group
indicates that Pattern A is less likely to happethat age group, and an OR value greater than 1
indicates that Pattern A is more likely to happethiat age group. For instance, the OR value for
4-year-olds is .222, which means 4-year-olds ae likely than adults to prefer to use Pattern A
over incorrect answers. Four-year-olds are “.2@#4 more likely” to use this pattern, which is
not as easy to process. This actually means thadtisaate more likely to use the pattern by 4.5
times (1/.222= 4.50). For 6-year-olds, the OR vadugreater than 1, so that means they are more
likely (roughly 1.4 times, OR = 1.382) than adutigrefer to use this pattern over incorrect
answers.

Pattern B
The use of Pattern B relative to errors in Strueirand Structure Y is also significantly
different OR = .058,p < .00J). Notice that the OR value is smaller than 1. Theans that
Pattern B is less likely to occur in Structure ¥rhin Structure Y. If we take Structure Y
(reference category) as “1,” Structure X is .05% (OR value), and we can say Pattern B is more
likely to be used by approximately 17 times (1/838.24) in Structure Y than in Structure X.
For the surface Pattern B relative to incorrectaars, 4-year-oldsR= .233,p = .023) are
significantly different from adults, but 6-year-sldre notQR = .687,p = .575). By looking at
the OR values of the two child groups, the OR valare smaller than 1, indicating that children
are less likely than adults to prefer to use PatBeover incorrect answers. Adults are about 4.3
times (1/.233= 4.29) more likely than 4-year-olalsgd about 1.5 times (1/.687= 1.46) more likely
than 6-year-olds to use this pattern.

Overall, in addition to the information on statisti significance, Multinomial logistic
regression generates OR which allows us for additimterpretation. By how many times of
that one event occurs more than the other is edciodiae OR value and can be calculated if we
are interested in learning the information.
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