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ABSTRACT 

RATER EFFECTS IN ITA TESTING: ESL TEACHERS’ VERSUS AMERICAN UNDERGRADUATES’ 
JUDGMENTS OF ACCENTEDNESS, COMPREHENSIBILITY, AND ORAL PROFICIENCY 

By 

Ching-Ni Hsieh 

Second language (L2) oral performance assessment always involves raters’ subjective 

judgments and is thus subject to rater variability. The variability due to rater characteristics has 

important consequential impacts on decision-making processes, particularly in high-stakes 

testing situations (Bachman, Lynch, & Mason, 1995; A. Brown, 1995; Engelhard & Myford, 

2003; Lumley & McNamara, 1995; McNamara, 1996).  

The purposes of this dissertation study were twofold. First, I wanted to examine rater 

severity effects across two groups of raters, English-as-a-Second-Language (ESL) teachers and 

American undergraduate students, when raters evaluated international teaching assistants’ (ITAs) 

oral proficiency, accentedness, and comprehensibility. Second, I wanted to identify and compare 

rater orientations, that is, factors that drew raters’ attention when judging the examinees’ oral 

performances. I employed both quantitative and qualitative methodologies to address these issues 

concerning rater effects and rater orientations in the performance testing of ITAs at a large 

Midwestern university.  

Thirteen ESL teachers and 32 American undergraduate students participated in this study. 

They evaluated 28 potential ITAs’ oral responses to the Speaking Proficiency English 

Assessment Kit (SPEAK). Raters evaluated the examinees’ oral proficiency, accentedness, and 

comprehensibility, using three separate holistic rating scales. Raters also provided concurrent 

written comments regarding their rating criteria and participated in one-on-one interviews that 

explored raters’ rating orientations. I employed a many-facet Rasch measurement analysis to 



 

examine and compare rater severity across rater groups using the computer program FACETS. I 

compared the written comments across groups to identify major rating criteria employed by the 

ESL teachers and the undergraduates. I analyzed the interview data to explore the reasons for 

rating discrepancies across groups.  

 Results of the study suggested that the ESL teachers and the undergraduate raters did not 

differ in severity with respect to their ratings of oral proficiency. However, the comparisons of 

ratings in accentedness and comprehensibility were both statistically significant. The 

undergraduate raters were harsher than the teacher raters in their evaluations of examinees’ 

accentedness and comprehensibility. Additionally, the analysis of the written comments 

identified six major rating criteria: linguistic resources, phonology, fluency, content, global 

assessment, and nonlinguistic factors. Cross-group comparisons of the rating criteria indicated 

that the undergraduate raters tended to evaluate the examinees’ oral performances more globally 

than the ESL teachers did. In contrast, the ESL teachers tended to use a wider variety of rating 

criteria and commented more frequently on specific linguistic features. The interview protocols 

revealed that raters’ experience with accented speech, perceptions of accent as an important 

rating criterion, and approaches to rating (i.e. analytical or global), had important bearings on 

raters’ judgments of ITA speech. 
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CHAPTER 1: INTRODUCTION 

Second language (L2) oral performance assessment always involves raters’ subjective 

ratings and is thus subject to rater variability. The term rater variability refers to variations in 

scores that raters give that are associated with rater characteristics, but not with examinees’ 

actual performance or ability (Engelhard & Myford, 2003; McNamara, 1996; Myford & Wolfe, 

2000). The variability due to rater characteristics has been identified as rater effects and has 

important consequential impacts on decision-making processes, particularly in high-stakes 

testing situations (Bachman et al., 1995; Barrett, 2001; Engelhard & Myford, 2003; Myford & 

Wolfe, 2000; Schaefer, 2008; Weigle, 1998). These rater effects are part of what is considered as 

construct-irrelevant variance and may obscure the construct being measured (Congdon & 

McQueen, 2000). These effects, therefore, call into question the validity and fairness of 

performance assessments (Kunnan, 2000, 2005; McNamara, 2000; Meiron & Schick, 2000; 

Messick, 1989; Weir, 2005).  

Research on rater effects in L2 performance assessment has shown that rater effects can 

be manifested in different forms, such as central tendency, halo effect, and differential rater 

severity (Eckes, 2005). A central tendency effect is exhibited when raters avoid using the 

extreme categories of a rating scale and instead prefer using the categories near the midpoint of 

the scale. A halo effect manifests itself when raters transfer their perceptions of particular 

features of examinee performance to another, possibly unrelated, features and provide highly 

similar ratings across those features on the basis of an overall impression or evaluation (Bond & 

Fox, 2007; Eckes, in press; Linacre, 1989). However, the most prevalent rater effect in 

performance assessment is rater severity. This effect occurs when raters provide ratings that are 
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consistently either too harsh or too lenient as compared to other raters (Bachman et al., 1995; 

Eckes, in press; Lumley & McNamara, 1995; McNamara, 1996; Weigle, 1998).  

Several other factors also influence the ratings of performance assessments. For example, 

raters may differ in the way they apply the rating criteria or vary in the degree to which they 

weigh specific linguistic or non-linguistic features of the performance and thus derive different 

ratings for the same performance or derive the same ratings for different reasons (A. Brown, 

Iwashita, & McNamara, 2005; Eckes, in press; Papajohn, 2002; Weigle, 1999). Rater 

background variables, such as raters’ occupations (A. Brown, 1995; Chalhoub-Deville, 1995; 

Hadden, 1991; Meiron & Schick, 2000), gender (O'Loughlin, 2007), first languages (Chalhoub-

Deville, 1995; Johnson & Lim, 2009; Kim, 2009; Xi & Mollaun, 2009), second languages 

(Winke, Gass, & Myford, in press) and rating experience (Cumming, 1990; Weigle, 1994, 1999) 

may also influence how raters determine their ratings.  

Since many important decisions are made based on raters’ judgments of test takers’ test 

performances in high-stakes test settings, research studies concerning how to minimize 

measurement errors resulting from rater effects are crucial. To this end, studies that examine the 

sources of rater effects and explore rater orientations (i.e. factors that draw raters’ attention while 

rating) are most relevant. Results of such research can inform our understanding of the exact 

nature of rater variability and help us tackle practical problems regarding rater training.  

An examination of the relevant literature indicates that research on rater effects and rater 

orientations has predominantly focused on L2 writing assessment (e.g., Cumming, 1990; 

Cumming, Kantor, & Powers, 2002; Eckes, 2005; Lumley, 2002, 2005; Milanovic, Saville, & 

Shuhong, 1996; Schaefer, 2008; Weigle, 1994, 1998, 1999). There are as of yet relatively few 

studies that have investigated the effects of rater variability in ratings and how raters make their 
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rating decisions in L2 speaking assessment, despite a growing interest in general in how different 

rater effects influence the quality of ratings and what raters actually do (A. Brown, 2007; A. 

Brown & Hill, 2007; Chalhoub-Deville, 1995; McNamara & Lumley, 1997).  

While high-stakes language tests, such as the TOEFL® (Test of English as a Foreign 

LanguageTM) iBT (internet-based test) (Xi & Mollaun, 2009) or the International English 

Language Testing System (IELTS) (A. Brown, 2007; A. Brown & Hill, 2007; Merrylees & 

McDowell, 2007), have been the focus of many investigations on rater effects, published 

research on rater effects and rater orientations in L2 oral performance assessment has paid little 

attention to one particular high-stakes testing situation, the English language tests for those who 

hope to become international teaching assistants (ITAs) at higher educational institutions in 

North America. This testing situation, henceforth referred to as ITA testing, should also be 

considered when examining rater effects involved in the rating process because the screening of 

qualified ITAs whose English proficiency is sufficient for instruction and pronunciation is 

comprehensible to linguistically naïve undergraduates is important for the undergraduates’ 

learning.  

Part and parcel to ITA testing is the assumption that the official raters are acting as de 

facto representatives of the undergraduate student population at their institution, the population 

from which any class of students an ITA would teach would be drawn. Underlying this 

assumption is that if an official rater deems the speech of a potential ITA as insufficient (too low 

in terms of overall proficiency or comprehensibility), then undergraduates would not be able to 

learn from this person very well due to explicit speech issues, regardless of the person’s 

affability, subject-area content knowledge, or teaching style. In turn, it is assumed that any 

international student a typical undergraduate cannot understand cannot pass the ITA exam. Any 
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university with an ITA testing program should periodically check that their official raters judge 

potential ITAs’ speech on par with how undergraduates would. Discrepancies in how these two 

groups rate potential ITAs should be investigated, and how such discrepancies may impact the 

reliability and validity of ITA testing programs needs theoretical discussion.  

The ITA Problem 

The growing percentage of ITAs at U.S. universities has raised serious nationwide 

concerns with the English proficiency of the ITAs and how their proficiency impacts the quality 

of undergraduate education (Bailey, 1983, 1984b; Chiang, 2009; Muthuswamy, Smith, & Strom, 

2004, May; Plakans, 1997; Tyler, 1992). According to a 2006 survey that examined the 

international graduate applications, admissions, and enrollment trends conducted by the Council 

of Graduate Schools, 53 percent of graduate students in engineering, biology, and physics in U.S. 

universities were foreign-born (Council of Graduate Schools, 2007). The high percentage of 

international students in these technical fields brings a diverse instructional team in many 

research-oriented universities. It is now a common practice for research-oriented universities to 

rely on foreign-born graduate students to serve as ITAs and teach basic undergraduate courses, 

such as mathematics, chemistry, and statistics. ITAs often take roles as lecturers, provide help in 

the labs, and give out grades. They are sometimes the primary source of input for the 

incomprehensible course materials. When undergraduates encounter ITAs whose English or 

pronunciation one can not understand, the communication gap may frustrate the undergraduates 

or even push students away from a potential major or taking more advanced courses in a given 

department. Undergraduates’ complaints about ITAs’ insufficient language ability and heavy 

foreign accents are often heard among college campus and reported in the news (e.g., Bannon, 

2005, June 24; Finder, 2005, June 25; Ruderman, 2000).  
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In response to American undergraduates’ complaints about the difficulty in understanding 

their foreign TAs, ITAs’ speech comprehensibility and English oral proficiency, along with their 

teaching competence, have come under regulation by more than 20 states since the1980s (see 

Appendix A). These state statutes and regulations concerning ITA English proficiency aim to 

ensure that ITAs have sufficient communicative competence to perform their instructional duties 

(K. Brown, Fishman, & Jones, 1990; Dick & Robinson, 1994; Hoekje & Linnell, 1994; Monoson 

& Thomas, 1993). The state mandates vary in several ways. Many are in the form of legislative 

statutes while others are directed by state governing boards or governors. In states both with 

mandated and nonmandated regulations concerning ITAs, many research universities have used 

structured or standardized language tests, such as the Test of Spoken English (TSE)1 or the 

Speaking Proficiency English Assessment Kit (SPEAK), to asses ITAs’ language competence as 

recommended by state statutes (Monoson & Thomas, 1993; Oppenheim, 1997, March). (A list of 

50 universities that used the SPEAK test as an ITA screening tool at the time of this dissertation 

research is shown in Appendix B.) Instead of using commercially available speaking tests, many 

universities that employed ITAs developed their own in-house ITA assessment instruments. 

These test vary in their forms, such as the in the forms of oral interviews (e.g., University of 

Michigan), oral presentations (e.g., Northeastern University), and teaching simulations (e.g., 

Brown University).  

While the state mandates have seen substantial improvements in the selection of and 

preparation for qualified ITAs, problems concerning the communication between ITAs and their 

                                                        
1 The TSE and its institutional version, the SPEAK, are both English oral proficiency test 
developed by the Educational Testing Service (ETS). They measure the ability of nonnative 
speakers of English to communicate orally in a North American English context and are widely 
used as an ITA screening tool.  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students remain. In 2005, the North Dakota State Representative Bette Grande proposed a new 

bill, providing that if a student complained in writing that his or her foreign-born instructor did 

not speak English clearly and with good pronunciation, that student would be entitled to 

withdraw from the class with no academic or financial penalty and would even get a refund 

(Gravois, 2005, April 8). This new law was passed in March 2005 and required universities in 

North Dakota State not only to test ITAs’ English speaking skills, but also to notify students how 

to file and resolve complaints about their ITAs’ speech. The new proposal would remove ITAs 

from teaching roles if 10 percent of their class complained that they did not speak clearly. 

However, subsequent controversies and debates regarding the new policy arose because many 

people argued that student evaluations of ITAs were not necessarily reliable measures of ITAs’ 

speech and may not be fair to the ITAs being tested. Others suggested that communication was a 

two-way street and the undergraduates should take responsibilities in the communication process 

and make effort to understand their ITAs (Teicher, 2005).  

ITA Research 

Given the background regarding American undergraduates’ complaints about ITA speech 

and the establishment of ITA testing state regulations, it is important to understand the linguistic 

features of ITA speech that cause comprehension difficulty and to examine how ITA speaking 

proficiency is evaluated because an understanding of these issues can inform ITA programs with 

regard to their process and ensure that ITA testing is properly executed. Over the past three 

decades, a number of applied linguists have devoted substantial amount of research effort to 

identify the problematic features of language use by ITAs in instructional contexts (Bailey, 

1984b; Bryd & Constantinides, 1992; Hoekje & Linnell, 1994; Hoekje & Williams, 1992; 

Rounds, 1987; Tyler, 1992; Williams, 1992). Following Bailey’s seminal research on the 
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communicative problems of foreign TAs in the early 1980s (Bailey, 1983, 1984a, 1984b), a wide 

range of L2 speech features, in particular foreign accent, and their impact on native listeners’ 

comprehensibility have been explored and identified (e.g., Anderson-Hsieh & Koehler, 1988; 

Hinofotis & Bailey, 1981; Pickering, 2004; Williams, 1992). Researchers have also examined 

different assessment tools used to screen ITAs. For example, Douglas and Smith (1997) 

investigated the theoretical underpinnings of the TSE/SPEAK. Hoekje and Linnell (1994) 

examined the authenticity of language tasks in the SPEAK test. Plough, Briggs, and van Bonn 

(2010) examined the rating criteria employed by raters who assessed foreign TAs’ speaking 

proficiency. Xi (2008) explored the feasibility of using TOEFL iBT Speaking test as an 

alternative ITA screening tool. Several of these studies and others will be reviewed more 

thoroughly in Chapter 2 of this dissertation. 

Although research on issues related to ITAs has established that English language 

proficiency of ITAs and ITAs’ accented speech may affect American undergraduates’ 

comprehension, very few studies thus far have examined the issues of rater variability and rater 

orientations within an ITA testing situation. For example, Myford and Wolfe (2000) examined 

four sources of rater variability within the TSE. The study showed that TSE raters differed 

somewhat in the levels of severity they exercised when they rated the examinee performances. 

More specifically, they found that if the examinees’ scores were adjusted for the differences they 

found in rater severity, then the scores of two-thirds of the examinees would have differed from 

their raw score averages by 0.5 to 3.6 raw score points. These differences could have substantial 

consequences for examines whose scores lie within the cut score range.  

The paucity of research on rater effects and rater orientations in ITA testing may be 

partially due to the fact that most researchers in the ITA field are ITA trainers or applied 
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linguists who specialize in speech production or cross-cultural communication. The majority of 

the ITA research is oriented toward the English language and teacher training of ITAs (Bauer, 

1996; Bryd & Constantinides, 1992; Jia & Bergerson, 2008; Landa, 1988; Okoth & Mupinga, 

2007, February; Pica, Barnes, & Finger, 1990a, 1990b) and addresses issues such as ITAs’ 

communication problems (Bailey, 1984a; Dick & Robinson, 1994), ITAs’ cross-cultural 

awareness (Gorsuch, 2003; Yook & Albert, 1999), ITAs’ identities (LoCastro & Tapper, 2008), 

and undergraduates’ perceptions and attitudes toward ITA speech (K. Brown, 1992; Dalle & 

Inglis, 1989, March; Muthuswamy et al., 2004, May; Oppenheim, 1996; Plakans, 1997; Rao, 

1995, May; Rubin, 1992). Other ITA research focuses on the examination of specific aspects of 

speech production, such as intelligibility (Isaacs, 2008), primary stress (Hahn, 2004), and 

discourse structuring cues (Tyler, 1992).  

The scarcity of research in the area of rater effects in ITA testing signals a gap in the ITA 

and language testing literature. To bridge this gap, research into rater effects in ITA testing is 

critical and needed because decisions made by raters who evaluate ITAs’ oral performance has 

important bearings on the quality of the undergraduate courses taught by ITAs. Results of 

empirical studies that examine rater effects in specific ITA testing contexts could provide 

insights into how raters who screen ITAs behave and could identify specific rating concerns 

associated with ITA language tests.  

Context of the Study 

Given the increasing research interest in rater effects in L2 speaking assessment (A. 

Brown, 1995; Chalhoub-Deville, 1995; Eckes, 2005; Lumley & McNamara, 1995; Winke et al., 

in press) and the paucity of research on rater effects in ITA testing, I carried out this dissertation 

study to examine rater effects and rater orientations in the ITA testing context at Michigan State 
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University (MSU). Echoing Issacs’ (2008) and Morley’s (1994) call for the inclusion of 

undergraduate students in the ITA screening and test validation process, I included two groups of 

raters, (a) experienced English-as-a-Second-Language (ESL) teachers who were trained raters 

that assessed ITAs’ oral proficiency professionally and (b) native-English-speaking American 

undergraduate students at MSU. These raters evaluated potential ITAs’ oral responses to the 

SPEAK test made available by the Testing Office at MSU. Since ITAs’ communication 

problems, as indicated in the bulk of the ITA literature (e.g., Bailey, 1984; Hoekje & Linnell, 

1994; Hoekje & Williams, 1992; Rubin, 1992), are often associated with not only ITAs’ oral 

proficiency, but also their pronunciation problems, particularly their foreign accent, I examined 

rater variability between the two groups of raters in terms of examinees’ oral proficiency, degree 

of foreign accent (accentedness), and perceived comprehensibility.  

In this study, oral proficiency is operationalized as an examinee’s global communicative 

competence to function at an instructional setting in U.S. higher educational institutions 

(Douglas & Smith, 1997). The construct definition of accentedness follows Munro and 

Derwing’s work on L2 speech perception and production (Derwing & Munro, 2009; Munro & 

Derwing, 1995a). According to Derwing and Munro (2009), accentedness is defined as “how 

different a pattern of speech sounds compared to the local variety” (p. 478). Lastly, the construct 

of comprehensibility is defined as the listeners’ estimation of how easy or difficult it is to 

understand a given speaker (Derwing & Munro, 1997; Munro & Derwing, 1995a). 

The inclusion of the constructs of accentedness and comprehensibility in this study 

deserves further justification. The conceptions of accentedness and comprehensibility are 

important sub-dimensions of L2 speech (Munro & Derwing, 1995a, 1999, 2001; Munro, 

Derwing, & Morton, 2006). A foreign accent is a normal feature of L2 leaning among those who 
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acquire the L2 after puberty (Flege, Munro, & MacKay, 1995; Munro & Derwing, 1995a; Piske, 

MacKay, & Flege, 2001). Although foreign accent is a salient indicator of a speaker’s linguistic 

background, the impact of foreign accent on listeners’ comprehension is complex and 

compounded by an array of factors. Research has shown that a strong foreign accent does not 

necessarily entail decreased comprehensibility or intelligibility (Munro & Derwing, 1995a) and 

that even if an L2 speaker has a strong accent, his or her speech could still be highly 

comprehensible and intelligible (Munro, Derwing, & Morton, 2006). This complicated 

interrelationships among accentedness, comprehensibility, and intelligibility have important 

theoretical implications for construct definition in oral performance assessment and are relevant 

to the ITA testing context because complaints about ITAs’ speech are often discussed in terms of 

ITAs’ pronunciation problems (e.g., Bailey, 1984; Rubin, 1992), in particular, foreign accent and 

its impact on comprehensibility. Heavy foreign accent, as many studies have shown (Derwing & 

Munro, 2009; Kang, 2010; Munro, Derwing, & Sato, 2006), has often been deemed as the cause 

of ITAs’ poor communication skills and the main source of undergraduates’ comprehension 

difficulty.  

Significance of the Study  

This dissertation project closely relates to contemporary scholarship in the fields of ITA 

research and language testing. First of all, I examined the quality of human ratings in oral 

performance assessment within a high-stakes testing context. Such investigation is a research 

priority in performance-based language assessment since high quality ratings are essential for 

drawing reliable and valid inferences about a test taker’s performance (Lumley & McNamara, 

1995). Secondly, I addressed issues regarding the comparability and characteristics of oral 

performance ratings awarded by two rater groups, ESL teachers and American undergraduates, 
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in ITA testing. This research agenda echoes the call for the inclusion of linguistically naïve 

undergraduate raters in the screening of ITAs in local test validation studies (Isaacs, 2008; 

Morley, 1994). Thirdly, I employed a mixed-method design in data collection and analysis, a 

current trend in research methodology within the fields of language testing and second language 

acquisition. In particular, this design offers a comprehensive and diverse illustration of raters’ 

rating behaviors and allows both the examination of the quantitative data (the scores) raters 

awarded to the speech samples and the exploration of the thought processes raters underwent 

while rating. This methodology provides a deeper understanding of rater effects in performance 

assessment as different aspects of rater behaviors can be elicited by different methods. Most 

importantly, this study is distinguished from previous research by its breadth of focus not only on 

rater variability in oral proficiency ratings, but also on the ratings of two aspects of L2 speech: 

accentedness and comprehensibility, both of which have important bearings on our 

understanding of U.S. undergraduates’ complaints about ITA speech (Bailey, 1984b; Rounds, 

1987; Yule & Hofffman, 1990). This investigation is further supported by data drawn from 

evaluation criteria commented on by the ESL teachers and the American undergraduates. Results 

of this dissertation study will provide validity evidence to the rating processes in a specific ITA 

testing situation as well as shed light on the research of rater effects in the field of language 

testing and assessment.  

Organization of Chapters 

The goal of this study was to examine rater effects, particularly differences, or lack 

thereof, in rater severity between ESL teachers and undergraduate students in terms of their 

ratings of ITAs’ speech samples on oral proficiency, accentedness, and comprehensibility. The 

secondary goal of this study was to determine factors in the test takers’ speech that drew the 
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raters’ attention while evaluating the test takers’ performance. Chapter 1 presents an overview of 

the dissertation study. Chapter 2 presents a review of relevant literature and provides a synthesis 

of research on rater effects, rater orientations, and L2 speech perception and production. Chapter 

3 describes the methodology of the study. Chapter 4 reports the results of the quantitative data 

analysis. Chapter 5 reports the findings and discussions of the qualitative data analysis. Chapter 6 

discusses the implications of the research results, addresses the limitations of the study, and 

makes recommendations for future research. Chapter 7 draws conclusions of the dissertation 

study.  
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CHAPTER TWO: LITERATURE REVIEW 

The main purpose of this study was to examine rater variability associated with the 

characteristics of two groups of raters, ESL teachers and American undergraduates, on their 

ratings of potential ITAs’ oral proficiency, accentedness, and comprehensibility. The second 

purpose of the study was to explore rater orientations, that is, what raters attended to while 

judging ITAs’ performances on speaking tasks. This chapter reviews research in (a) rater effects, 

(b) rater orientations, and (c) accentedness and comprehensibility in associations with ITAs’ 

communication problems. The literature reviewed below serves as the theoretical underpinnings 

guiding the research presented in this dissertation.  

Rater Effects  

Rater effects, such as rater severity or leniency, are often viewed as sources of systematic 

variance in ratings that are associated with raters and not with the examinees (Eckes, 2005, 2008; 

Hoyt, 2000; Myford & Wolfe, 2003). Researchers investigating language performance 

assessments have observed considerable differences in rater severity or leniency (Bachman et al., 

1995; A. Brown, 1995; Eckes, 2005, 2008; Engelhard & Myford, 2003; Kim, 2009; Lumley & 

McNamara, 1995; Lynch & McNamara, 1998; Winke et al., in press). For example, Eckes (2005) 

employed a many-facet Rasch analysis to examine rater effects on the scoring of the writing and 

speaking sections of a German test and found that raters differed strongly in how severely they 

rated the examinees. Also applying a Rasch analysis to model rater bias patterns, Lumley and 

McNamara (1995; McNamara, 1990, 1996), in their validation research of two sub-tests of an 

occupational English test for health professionals, found that rater severity was not static; rather 

it changed over time.  
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Research on rater variability in L2 speaking tests suggests that different rater 

backgrounds may impact the way raters assess examinees’ language ability and how raters weigh 

rating criteria (A. Brown, 1995; Elder, 1993; McNamara, 1996; Reed & Cohen, 2001). These 

studies have addressed issues such as (a) the aspects of the test performances on which raters 

focus (A. Brown et al., 2005; Orr, 2002) and (b) the impact of rater characteristics, such as 

teacher versus non-teacher raters (Chalhoub-Deville, 1995), raters’ first language (L1) 

backgrounds (Kim, 2009; Xi & Mollaun, 2009), raters’ L2 backgrounds (Winke et al., in press), 

and raters’ countries of origin (Chalhoub-Deville & Wigglesworth, 2005). These idiosyncratic 

rater backgrounds have been shown to affect ratings to a large extent and should be further 

investigated.  

Barnwell (1989) compared the rating behaviors between untrained, native speakers of 

Spanish and trained raters when they evaluated American students’ performances on an oral 

interview in Spanish. The researcher reported that the untrained raters were more severe in their 

evaluations than the trained raters. Chalhoub-Deville (1995) compared the rating behaviors 

among native speakers of Arabic teaching Arabic in the U.S., non-teaching native speakers of 

Arabic living in the U.S., and non-teaching native speakers of Arabic living in Lebanon. She 

found that the non-teacher-rater group in Lebanon emphasized the grammar-pronunciation aspect 

more while the teacher-rater group in the U.S. was more diversified in terms of the features they 

employed to evaluate the subjects’ L2 oral performance. Hadden (1991) compared ESL teachers 

and nonteacher raters’ perceptions of Chinese speakers’ spoken English. Teacher raters were 

found to be more severe than nonteacher raters in terms of students’ linguistic ability, but no 

difference was found in the areas of comprehensibility, social acceptability, personality, and 

body language. Citing multiple studies on the effect of rater training (Lunz & Stahl, 1990; 
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Weigle, 1994), McNamara (1996) discussed cases of surprising differences between raw scores 

and scores adjusted for rater characteristics. His critical review on the impact of rater 

backgrounds in scoring suggested that rater training can make raters internally consistent, but 

cannot eliminate the variability in severity.  

To summarize, what all of these studies imply is that raters of different backgrounds may 

exercise different degree of severity in their judgments of examinee performances and these 

differences in severity may in turn affect the scores they assign.   

Rater Orientations  

An import aspect of research on the validity of expert judgments concerns rater 

orientations, that is, factors that draw raters’ attention. Douglas (1994) argues that raters may 

arrive at similar ratings for very different reasons and test takers may have qualitatively different 

performances and yet receive similar test scores. Thus far, research on rater orientation has 

mainly focused on writing assessment (Barkaoui, 2010a, 2010b, 2010c; J. D. Brown, 1991; 

Connor-Linton, 1995; Cumming et al., 2002; Delaruelle, 1997; Lumley, 2002; Mendelsohn & 

Cumming, 1987; Milanovic et al., 1996; O'Loughlin, 1994; Sakyi, 2000; Santos, 1988; Shi, 

2001; Weigle, 1999). However, there is relatively little research on rater orientations in speaking 

assessment (A. Brown, 2007; A. Brown et al., 2005; Iwashita, Brown, McNamara, & O'Hagan, 

2008; Meiron, 1998, April; Meiron & Schick, 2000; Nakatsuhara, 2008; Orr, 2002).  

Research on rater orientations in speaking assessment has found mixed results in terms of 

how consistent or similar raters evaluated oral performances. Orr (2002) used verbal reports 

(Ericsson & Simon, 1993), a technique used to elicit individual’s spoken thoughts, to investigate 

raters’ decision-making processes. He had 32 raters watch two video recordings of the 

Cambridge First Certificate in English (FCE) Speaking test. While rating, raters provided verbal 
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feedback (speak aloud) of what they were thinking—these reports were recorded and transcribed. 

Orr found that trained raters applied different standards in scoring and did not focus on the rating 

criteria in the same way. Raters varied in the amount of attention they paid to non-criterion 

aspects of the candidates’ performances. The varied nature of the perceptions observed among 

the FCE raters has led to the author’s concern about the possibility of deriving valid test scores in 

oral performance assessment.  

 Brown et al. (2005) conducted a comprehensive study to examine rater orientations on 

two types of TOEFL speaking tasks, the independent and integrated tasks,2 at different levels of 

oral proficiency. Ten experienced ESL teachers listened to selected speech samples and provided 

verbal reports regarding the aspects of the examinees’ oral performances to which they attended. 

Analysis of the verbal reports yielded five major categories: linguistic resources, phonology, 

fluency, content, and global assessment. Unlike Orr’s (2002) findings that showed the varieties 

and contradictory nature of rater perceptions of examinee performances, Brown et al. concluded 

that expert raters tended to agree generally as to what aspects of performances were valued.  

Two studies (Meiron, 1998, April; Papajohn, 2002) investigated rater behavior and rating 

orientations in ITA testing. Both used the SPEAK test. Meiron (1998, April) used verbal 

protocols, written retrospectives, and questionnaires with novice and experienced SPEAK raters 

to explore rater behaviors on a single SPEAK task, the picture narrative, in which test takers 

retold a story using a series of picture prompts. She found that raters may take different 

                                                        
2 Integrated tasks require the test-takers to “process and transform a cognitively complex 
stimulus (e.g., a written text or a lecture) and integrate information from this source into the 
speaking performance” while the independent tasks require test-takers to “draw on their own 
knowledge or ideas to respond to a question or prompt … these tasks are often restricted to fairly 
bland topics that draw on test-takers’ general knowledge” (Brown et al., 2005, p.1).   
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approaches to rating, such as focusing on certain self-generated features not specified in the 

rating rubric or weighing differentially on discrete features in the speech samples. Papajohn 

(2002) explored trained SPEAK raters’ concepts of rating using concept mapping, a graphical 

method for showing meaningful relationships among concepts. He found that the nine trained 

SPEAK raters, even though they had gone through a standardized training process, still 

developed individualized concepts of the process of rating and emphasized the rating criteria to 

varying degrees. He suggested that the key concepts to emphasize in rater training should include 

holistic rating, the effort required from examiners and listeners, salient features of a response, 

reference to rating criteria, sustainability, and internalization of the rating criteria. His findings 

also implied that teaching experience and the way raters internalized the scoring criteria all came 

into play in the rating processes.  

While Meiron (1998, April) and Papajohn (2002) both found various rating features 

among SPEAK raters, Meiron (1998, April) was mainly concerned with the validation of an 

existing scale and Papajohn emphasized how the rater trainers could use the information gained 

from the concept mapping to identify key rating criteria. The researchers, however, did not 

compare and determine specific performance features on which expert raters and untrained 

undergraduates focus when raters attempt to reach their judgments of the examinees’ speaking 

ability. These features, nevertheless, are important for ITA testing and for understanding factors 

that hinder undergraduates’ comprehension of ITA speech.  

Aspects of L2 Speech with Relevance to ITA Testing 

Oral proficiency. Examining rater severity and rater orientation in ITA testing across 

expert judges and novice raters requires an understanding of previous work that compares ESL 

teachers and U.S. undergraduates’ judgments. Several researchers have compared ESL 
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professionals’ and U.S. undergraduates’ evaluations of examinee’s oral proficiency using 

standardized tests such as the TSE/SPEAK (Bejar, 1985; Clarke & Swinton, 1980; Powers, 

Shedl, Wilson-Leung, & Butler, 1999). Clarke and Swinton (1980) administered the TSE to 

ITAs at eight higher educational institutions in the U.S. The TSE scores, evaluated by ESL 

professionals, were found to be strong predictors of undergraduates’ ratings of ITAs’ English 

communicative competence in classroom lectures as well as in conversational situations. Results 

of the study revealed that examinees’ comprehensibility of ITA speech was more closely related 

to the pronunciation and fluency aspects of the examinee’s speech than to grammar. Powers et al. 

(1999) investigated the degree to which official TSE scores were predictive of U.S. 

undergraduates’ ability to understand the messages conveyed by potential ITAs in different, 

U.S.-higher-educational institutions. The researchers found a strong relationship between the 

examinees’ communicative competence and the undergraduates’ ability to respond correctly or 

appropriately to the examinee’s message.  

Bejar’s (1985) study of the TSE raters found that raters who were graduate students 

pursuing a masters or doctorate in teaching ESL exhibited a smaller degree of rating 

discrepancies compared to that of ESL professionals. Bejar suggested that the observed 

differences in the margins of rating discrepancies might be due to the fact that the student raters 

had daily contact with ITAs in their respective programs or institutions and thus may have 

became more familiar with the particular ITA’s accented speech. Bejar also found that raters 

differed in severity, especially in their ratings of fluency, and suggested that raters who were too 

severe or too lenient should be excluded from the rater pool. Alternatively, he recommended that 

raters should be equated using rigorous psychometrical procedures to control for rating 

differences.  
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Other researchers had undergraduates evaluate ITAs’ classroom performances and 

compare undergraduates’ evaluations against expert raters’ judgments of ITA speech. Orth 

(1983) compared American undergraduate students and experienced ESL teachers’ evaluations 

of 10 ITAs’ oral English proficiency. He had both groups of raters evaluate ITAs’ tape-recorded 

lectures and found drastic difference in the ratings. The correlation in the ratings awarded by the 

undergraduates and the ESL teachers was very weak (r = .12). The undergraduates appeared to 

rate the ITAs less on linguistic features of their speech than on features of delivery and nonverbal 

aspects of communication. Orth also indicated that the undergraduates’ ratings were biased by 

the grades they anticipated to receive from these ITAs.  

Dalle and Inglis (1989, March) had undergraduates evaluate the intelligibility and clarity 

of 18 ITAs’ classroom performances using the Speech Evaluation scale developed by Orth 

(1983). The mean ratings of the speech evaluation was moderately correlated (r = 0.6) with the 

scores the ITAs received on the SPEAK test. Similarly, Oppenheim (1998, March) compared 

ESL raters’ ratings of ITAs’ English oral proficiency against undergraduate raters’ ratings of 

ITAs’ linguistic skills. She found that the rater groups’ assessments varied significantly. On the 

contrary, Saif (2002) recruited a panel of two ESL instructors and three undergraduate students 

to rate 26 ITAs’ oral proficiency during or shortly after the ITAs took an oral proficiency test. 

The study revealed a high level of reliability among the five raters, suggesting that the 

linguistically naïve, untrained undergraduate raters were able to rate the ITAs’ oral performance 

consistently as the ESL experts did. Different from Orth’s (1983) study, the undergraduate raters 

at Saif’s study did not know the ITAs they evaluated in person. Thus, it appears that they were 

able to judge the ITAs’ performance more objectively without personal bias involved. However, 

it remains inconclusive whether novice undergraduate raters who do not have a direct 



20 
 

relationship with the examinees may rate as objectively as observed in Saif’s study and more 

research is needed.    

Accentedness. Foreign accent has been one of the major topics for research in the field of 

L2 speech perception and production (Derwing & Munro, 1997, 2005, 2009; Derwing, Munro, & 

Wiebe, 1998; Flege, 1988a; Flege & Fletcher, 1992; Flege et al., 1995; Isaacs, 2008; Kang, 2010; 

Munro & Derwing, 1995a, 1995b, 1999, 2001). The degree to which native listeners perceive L2 

learners as having accented speech varies widely by listener, although no accent is normally 

perceived as intrinsically best (Derwing & Munro, 2009).  

Munro and Derwing (1995a) examined the interrelationships among accentedness, 

comprehensibility, and intelligibility in the speech of L2 learners. They had 18 English-speaking, 

undergraduate students listen to two, English-native speakers and 10 proficient, Chinese ESL 

speakers’ narrations based on a one-page cartoon. Listeners transcribed three short excerpts of 

each speaker’s narrative and evaluated the speaker’s accentedness and comprehensibility on a 9-

point, holistic scale. The researchers found that the speakers’ utterances in English were highly 

intelligible and comprehensible although the listeners’ ratings on accentedness were fairly 

widely dispersed along the scale, with a major proportion in the heavily accented range. The 

researchers suggested that the presence of a strong foreign accent may not necessarily result in 

reduced intelligibility or comprehensibility.  

Researchers have identified a range of segmental and suprasegmental features of L2 

speech that affect listeners’ judgments of accentedness. Some of the most researched aspects 

include speaking rate (Munro & Derwing, 1998, 2001; Trofimovich & Baker, 2006), pausing 

(Kang, 2010; Trofimovich & Baker, 2006), stress (Juffs, 1990; Kang, 2008, 2010; Trofimovich 

& Baker, 2006; Zielinski, 2006, 2008), and intonation (Kang, 2008, 2010; Pickering, 2001, 
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2004). Each of these features plays a role in the perception of accented speech, although none of 

its own is solely responsible for a listener’s judgements of a particular L2 speaker’s speech.   

In ITA-related research, several speech features have important effects on the kinds of 

conclusions that can be drawn about native listeners’ judgements of ITA accented speech. For 

example, Kang (2010) analyzed 11 ITAs’ in-class lectures acoustically and found that ITAs’ 

accent ratings were best predicted by pitch range and word stress measures. Hahn (2004) found 

that native listeners tended to process ITA accented speech more easily when primary stress was 

correct although, contrastively, Trofimovich and Baker (2006) did not find stress timing to be a 

significant predictor of accent ratings in their Korean ITAs’ sentence reading. They found 

instead that the speakers’ pause duration and speech rate contributed more to foreign accent.   

Foreign accent has been the main target of blame for American undergraduate students’ 

difficulties in understanding ITA accented speech (Bailey, 1984a; Bauer, 1996; Bryd & 

Constantinides, 1992; Dalle & Inglis, 1989, March; Derwing & Munro, 2009; Kang, 2010; 

Landa, 1988; Munro, Derwing, & Sato, 2006; Oppenheim, 1996, April; Pica et al., 1990a; Rao, 

1995, May; Rubin & Smith, 1990; Sebastian & Ryan, 1985). Poor pronunciation, in most cases 

referring to heavy foreign accent, has often been seen as the cause of ITAs’ poor communication 

skills or deemed as a cover term that signals ITAs’ ineffective classroom instructions (Rubin, 

1992). In an early study, Hinofotis and Bailey (1981) compared American undergraduates and 

ESL teachers’ evaluations of ITAs’ oral performances using videotaped, mock lectures produced 

by ITAs at the University of California, Los Angeles. They found that both the undergraduates 

and the ESL teachers ranked pronunciation as the single most prominent failure in ITAs’ overall 

communicative competence. Plakans (1997) conducted a large-scale survey to examine 

undergraduates’ experiences with and attitudes toward ITAs at Iowa State University. She found 



22 
 

that the two most common complaints about ITAs’ language use were ITAs’ poor pronunciation 

and their inability to understand and answer students’ questions satisfactorily.  

Research in language attitudes has indicated that native listeners’ perceptions of a foreign 

accent may influence their attitudes toward and affective reactions to the speakers (Cargile & 

Giles, 1997; Lindemann, 2002; Lippi-Green, 1997). Cargile and Giles (1997) found that native 

listeners felt less pleasure after hearing a speaker with a Japanese accent than after hearing a 

speaker with a standard American accent. Lindemann (2002) showed that native listeners reacted 

negatively to speakers with a Korean accent while the speakers were conducting communication 

tasks.  

Within the field of ITA research, foreign accent has long been shown to have a 

noteworthy impact on American undergraduates’ attitudes toward ITAs (Bailey, 1984a; 

Bresnahan, Ohashi, Nebashi, Liu, & Shearman, 2002; Fox & Gay, 1994; Rubin, 1992; Rubin & 

Smith, 1990). Rubin and Smith (1990) had two native speakers of Cantonese record a highly 

accented and a moderately accented version of simulated classroom lectures on two different 

topics. Undergraduate raters were recruited to evaluate one or the other of the recordings, which 

were accompanied by a photograph of either a European or an Asian instructor. Results of their 

study showed that when students were faced with the Asian instructor, they perceived higher 

levels of foreign accentedness and judged the speakers to be poor teachers. Rao (1995, May) 

explored American undergraduates’ affective, cognitive, and behavioral responses when the 

students interacted with a foreign TA on the first day of class. Results of the study showed that 

when the undergraduates expected that their foreign TA’s accent would be difficult to follow, 

they exhibited higher levels of anger and anxiety, evaluated the foreign TA less favorably on 

communication competence, and were more likely to drop the TA’s class. Bresnahan, Ohashi, 
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Nebashi, Liu, and Shearman (2002) examined undergraduates’ attitudinal and affective responses 

toward American English and two conditions of foreign accent (intelligible versus 

unintelligible). Results revealed that the undergraduates exhibited more positive attitudinal and 

affective responses to American English as opposed to intelligible, foreign-accented speech.  

To address native listeners’ negative attitudes towards accented L2 speech, Derwing, 

Rosssiter, and Munro (2002) carried out an experiment that attempted to teach native speakers to 

listen to foreign-accented speech. Results of their experiment suggested that the undergraduates, 

through very limited instruction of a particular accent (Vietnamese), became more confident to 

understand foreign accents and felt more willing to communicate with individuals who spoke 

English as an L2. This study is particularly important for ITA testing and instruction programs 

because it suggests that initial complaints by undergraduates may be unduly harsh or judgmental 

due to personal bias or prejudice. However, effective training in how to listen to L2 speakers 

may contribute to positive changes in attitudes and willingness to interact with and listen to 

accented speech.  

Comprehensibility. Research in L2 speech perception and production has shown that 

different aspects of phonemic segmentals and prosody features have different impacts on 

comprehensibility (Munro & Derwing, 1995a). In ITA-related research, a number of studies have 

sought to identify factors that affect American undergraduates’ comprehension of ITA speech. 

These studies suggested factors such as speech rate (Munro & Derwing, 1998), discourse-level 

language use (Davies, Tyler, & Koran, 1989; Pica et al., 1990a; Tyler, 1992), intonation and tone 

(Kang, 2008; Pickering, 2004), accent familiarity (Rubin, 1992; Rubin & Smith, 1990), and 

personal emotions (Yook & Albert, 1999) are all attributable to comprehension difficulties in 

different ways. These factors will be reviewed below. 
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Speech rate. Speech rate has been shown to impact listeners’ comprehensiblity of L2 

speech. Anderson-Hsieh and Koehler (1988) investigated the effect of foreign accent and speech 

rate on native-speakers’ comprehension of ITAs’ class presentation. They found that ITAs’ 

speech rate had an important effect on the undergraduates’ comprehension of course materials. 

The increase in the ITAs’ speaking rate from a regular to a fast rate was found to result in a 

decrease in the listeners’ comprehension for the most heavily accented speakers. Munro and 

Derwing (1998) conducted two experiments to test the hypothesis that accented speech heard at a 

slower rate would sound less accented and more comprehensible than speech produced at a 

normal rate. Interestingly, they found that, in the first experiment, listeners preferred to listen to 

accented speech at slower rates, while during the second experiment listeners preferred some 

speeded passages, but none of the slowed ones. Taking these mixed findings into consideration, 

the researchers concluded that it was unclear whether faster speech or slower speech was more 

preferable for native listeners when they listened to accented speech (Derwing & Munro, 2001; 

Munro & Derwing, 2001).  

Discourse structuring cues. Another aspect of L2 speech critical for comprehension 

relates to the use of discourse structuring devices. Tyler, Jefferies, and Davies (1988) examined 

ITAs’ videotaped teaching demonstrations. They found that discourse structuring cues native 

speakers used to construct coherence or to orient their listeners to the relative importance among 

ideas in the discourse were absent in Chinese and Korean ITAs’ speech. The ITAs instead 

constructed an undifferentiated, flat discourse structure. The undergraduates judged these ITAs’ 

lecturers to be disorganized and unfocused. Tyler (1992) used a qualitative, discourse-analytic 

framework to analyze the discourse structure of two spoken texts produced by a native English 

speaker and a Chinese TA. The analysis revealed a variety of differences in the two speakers’ 
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use of discourse structuring devices, particularly in the areas of lexical discourse markers, lexical 

specificity, and syntactic incorporation. Tyler argued that the differences in the discourse-level 

patterns exhibited in the two speakers’ spoken discourses were one of the factors that interfered 

with undergraduates’ abilities to understand foreign TAs’ speech. Williams (1992) examined 24 

ITAs’ planned and unplanned discourses at several U.S. research universities. She found that 

ITAs’ planned discourses contained more markers that contributed significantly to 

undergraduates’ comprehension, and stated that explicit use of discourse markers was critical for 

the comprehensibility of ITA speech.  

Intonation and tone. The impact of intonation and tone choices on comprehensibility has 

also been researched in the ITA literature. Tyler et al. (1988)  found that there were many  

inappropriate falling intonation in their Chinese and Korean ITAs’ speech. Pickering (2001) 

examined how tone choices, that is, the choice of a sustained rising, falling, or level pitch 

movement, contributed to ITAs’ communication failure in the classroom. The researcher 

compared the tone choice features of six Chinese ITAs and six American TAs by analyzing these 

TAs’ classroom presentations during their regular course of teaching. Results of the study 

showed substantial differences in the number of specific tone choices and the way these tones 

were used between the two groups of TAs.  

Accent familiarity. Familiarity with foreign accent is also an important factor that 

influences native listeners’ comprehension of ITA speech. Gass and Varonis (1984) asked 

undergraduate students to transcribe sentences and to summarize a short story at a variety of 

familiarity conditions. The results demonstrated that familiarity with a topic, with accented 

speech in general, with a particular accent, and with a particular speaker all had an impact on 

listening comprehension. Rubin and Smith (1990) carried out an experiment to identify factors 
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that predicted undergraduates’ comprehension of accented speech. They used highly and 

moderately accented speech as well as native speakers’ productions. The undergraduate 

participants who had taken courses from ITAs appeared to score higher on the comprehension 

tests.  

Personal emotions. Undergraduates’ comprehension of ITA speech is also associated 

with their emotional reactions toward the speaker. Yook and Albert (1999) examined the 

relationships among undergraduates’ comprehension of ITA speech, evaluations of ITAs’ 

language competence, and emotions. They had 422 American undergraduates view a 5-minute 

videotaped presentation by a male, Asian TA who majored in engineering at a large Midwestern 

university. After viewing the presentation, the students answered four open-ended questions 

tapping the content of the presented material to assess their comprehension. The students also 

listened to the speaker’s responses to the SPEAK test, and rated the intensity of eight emotions 

while they viewed the video. The researchers found that positive emotions led to higher 

evaluations of the ITA’s language competence, whereas negative emotions led to lower 

evaluations, suggesting that nonlanguage factors, such as personal emotions or reactions to 

accented speech, can impact native listeners’ judgements of L2 speech.  

 To summarize, the studies reviewed in this chapter suggest that raters may vary 

substantially in the severity they exercise when evaluating oral performances, and that raters can 

derive similar (or different) ratings for different reasons. The reviewed studies have also 

provided evidence showing that American undergraduates and ESL teachers might agree more 

than they disagree with respect to their evaluations of ITAs’ oral proficiency and yet may 

perceive accented speech in distinctive ways. A variety of factors that contribute to native 

listeners’ judgements of L2 speech have also been established. However, these studies focused 
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on oral proficiency, accentedness or comprehensibility, or a combination of accentedness and 

comprehensibility. A critical issue yet to be resolved concerns the relative effect of rater 

backgrounds on raters’ judgements of these three measures.  

Much more work is needed for two main reasons. First of all, none of the studies directly 

investigated the precise nature regarding the degree to which ESL teachers and American 

undergraduates differ in severity, or do not differ, with respect to their ratings of ITAs’ oral 

performance. No known study has yielded systematic, detailed comparisons of judgements made 

by ESL teachers and U.S. undergraduates in order to determine the role of rater background in 

measures of oral proficiency, accentedness, and comprehensibility in ITA testing. If the speech 

features of ITAs are the predominate factors influencing raters’ judgements of L2 speech, then 

rater backgrounds would only be a minor contributor to score discrepancies. And we would 

expect a high degree of agreement or little difference in rater severity among ESL teachers and 

undergraduates regarding scores on oral proficiency, accentedness, and comprehensibility 

associated with a particular ITA. In contrast, as much research has suggested, human judgements 

are highly subjective and affected by different rater characteristics. In this case, the ESL teachers 

and the undergraduates may exhibit a varying degree of rater severity and respond to the same 

oral response in inconsistent ways. Since the relative contributions of rater background effects 

remain unclear, in this study, I chose to compare ESL teachers and undergraduates’ evaluations 

of ITA speech to determine whether raters from different backgrounds share similar judgements 

with regard to oral proficiency, accentedness, and comprehensibility.  

Secondly, previous studies have not systematically examined ESL teachers and 

undergraduate raters’ rating orientations while assessing ITA speech. As reviewed in the 

previous section, raters’ rating orientations may differ depending on the raters’ backgrounds 
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and/or teaching and training experiences. Interpreting two groups of raters’ evaluations of ITAs’ 

oral proficiency requires an understanding of the factors on which they based their judgements. 

On the one hand, factors to which raters paid attention might reveal important features of the 

speech itself that were salient to the listeners’ judgments regardless of backgrounds. On the other 

hand, factors to which raters pay attention might deviate from individual to individual because of 

familiarity with accents or teaching experience.   

In this study, I compared ratings of oral proficiency, accentedness, and comprehensibility 

awarded by two groups of raters to address the issues listed above. I also explored the factors to 

which raters attended while they evaluated ITAs’ oral proficiency.  

The research questions guiding this study included:  

 1. Do ESL teachers and American undergraduate students differ in the severity with 

which they evaluate potential ITAs’ oral proficiency, accentedness, and comprehensibility, 

respectively, and if so, to what extent?  

2. What factors draw raters’ attention while the raters evaluate potential ITAs’ oral 

proficiency? Are different factors more or less salient to different rater groups?  

To examine rater variability associated with the characteristics of these two groups of 

raters, I employed a many-facet Rasch measurement (MFRM) that can provide a fine-grained 

analysis of multiple variables potentially having an impact on the ratings (Bond & Fox, 2007; 

Eckes, in press; Linacre, 1989, 1998). To discern what raters focused on when evaluating the 

speech samples, and to investigate differences in rating orientations between the rater groups, 

raters provided concurrent written reports and participated in follow-up interviews that helped 

explain the potential causes for rater variability in scoring. The next chapter details the research 

design of the study.  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CHAPTER 3: METHODOLOGY 

Test Examinees  

The data for this study consisted of 28 examinees’ oral responses to the SPEAK test 

during operational SPEAK test administrations at MSU. The requested SPEAK test data 

included the recordings of the examinees’ complete responses to the test. The SPEAK test data 

were pre-rated by official SPEAK raters. The examinees’ actual SPEAK scores ranged from 40 

to 55, with five-point increments. The cut score for a qualified ITA was 50 for MSU examinees.  

The examinees were international graduate students who were seeking an ITA 

opportunity at MSU. They were 10 Chinese, 10 Korean, and 8 Arabic native speakers; 19 were 

males and 9 were females (see Table 1). 

Table 1. Demographics of Examinees 

Examinee ID Gender First Language Actual SPEAK Score 
1 M Chinese 40 
2 M Chinese 40 
3 F Chinese 40 
4 M Chinese 45 
5 M Chinese 45 
6 F Chinese 45 
7 M Chinese 45 
8 M Chinese 50 
9 M Chinese 50 
10 M Chinese 50 
11 M Korean 40 
12 M Korean 40 
13 M Korean 40 
14 F Korean 45 
15 F Korean 45 
16 M Korean 45 
17 F Korean 45 
18 F Korean 50 
19 M Korean 50 
20 F Korean 50 
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Table 1 (Cont’d)   

Examinee ID Gender First Language Actual SPEAK Score 
21 M Arabic 40 
22 F Arabic 40 
23 M Arabic 40 
24 M Arabic 45 
25 M Arabic 45 
26 M Arabic 50 
27 M Arabic 50 
28 F Arabic 50 

 

Rating Materials 

The SPEAK test comprises twelve tasks, each of which is designed to elicit a particular 

speech act from the examinees. These speech acts include different language functions such as 

narrating, apologizing, persuading, recommending, and giving and supporting opinions. The test 

is administered aurally using prerecorded prompts and printed test booklets. The task types 

include descriptions of maps, story-telling based on a sequence of pictures, discussions of topics 

of general interests, descriptions of information presented in a simple graph, and presentations of 

information from a revised schedule. The time allotted to each response ranges from 30 to 90 

seconds and the entire test takes around 20 minutes.  

Three tasks from each examinee’s response to the SPEAK test were chosen for ratings. 

These tasks included a picture description, a topic discussion, and a presentation on a revised 

schedule. The entire response time of these three tasks was approximately four minutes. There 

were a total of 84 speech samples (28 samples on each of the three tasks) for evaluation. These 

speech samples were saved on an online rating system for rater evaluations. All raters rated all 

84 speech samples. 
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Rating Scales 

Raters judged examinee performances using three sets of rating scales. The first one was 

the 5-point holistic SPEAK rating scale (see Appendix C) and was used to assess examinees’ 

overall oral proficiency. Raters utilized this scale, ranging from 20 to 60 (20= no effective 

communication; no evidence of ability to perform task; 60= communication almost always 

effective; task performed very competently), with a 10-point increment. The ratings indicated 

raters’ evaluations of an examinee’s overall task performance with respect to each task. The 

second and third rating scales were both a 9-point holistic scale, following Munro and Derwing 

(1995a). I chose these two scales for the ratings of accentedness (1= no accent; 9= heavily 

accented) and comprehensibility (1= very easy to understand; 9 extremely difficult or impossible 

to understand), respectively.  

Raters 

Two rater groups participated in this study. The first rater group included 13 ESL 

teachers who were trained SPEAK raters at MSU. All the ESL teachers had some experience in 

rating speaking tests (e.g., SPEAK, placement tests, classroom-based achievement tests). There 

were 5 males and 8 females. Their ages ranged from 29 to 56 years (M = 39.9, SD = 9.1). The 

teacher raters all had academic backgrounds in language education or linguistics and experience 

teaching ESL at a level similar to the test examinees in the present study. Their years of 

ESL/EFL teaching experience ranged from 6 to 22 years (M = 12.5, SD = 6.1). The mean length 

of SPEAK rating experience was 4.5 years (SD = 5.5). All raters reported the nonnative accents 

they were familiar with. Raters were most familiar with the accents of Arabic, Chinese, Korean, 

Japanese, and Spanish speakers. Table 2 details the background information of the teacher raters.  
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Table 2. Demographics of ESL Teacher Rater Group 

Rater 
ID 

Gender Age L 1 Teaching 
experience 

(yrs) 

Level of 
studentsa 

SPEAK 
rating 

experience 
(yrs) 

Accent familiarityb 

T1 F 38 Japanese 11 2 0.5 1, 2, 3, 5 
T2 F 39 English 18 1, 2, 3, 4 13 1, 2, 3, 4, 5, 7, 8 
T3 M 56 English 26 1, 2, 3 16 1, 2, 4, 5, 7, 8 
T4 F 30 English 8 1, 2, 3, 4 0.5 1, 2, 3, 4, 5, 6, 7, 8, 9 
T5 F 29 English 11 1, 2, 3 0.5 1, 2, 3, 4 
T6 M 35 English 10 1, 2, 3, 4 0.5 1, 2, 3, 4, 5, 6, 7, 11 
T7 M 40 English 8 2, 3 0.5 1, 2, 3, 4, 5 
T8 F 35 English 12 1, 2, 3 7 1, 2, 3, 4, 5, 6, 7, 12 
T9 M 36 English 9 1, 2, 3 11 1, 2, 4, 5 
T10 F 56 English 6 1, 2 4 1, 2, 4 
T11 F 34 English 7 1, 2, 3 0.5 1, 2, 3, 4, 6, 12 
T12 M 38 English 14 1, 2, 3 0.6 3, 4, 5, 13 
T13 F 53 Turkish 22 1, 2, 3, 4 3 1, 2, 3, 5, 6, 7, 8, 9 

a 1= beginner, 2= intermediate, 3= advanced, 4= superior  
b 1= Arabic, 2= Chinese, 3= French, 4= Korean, 5= Japanese, 6= Russian, 7= Spanish, 8= Thai,  
9= Turkish, 10= Vietnamese, 11= Hungarian, 12= German, 13= Indonesian 

The second rater group included 32 American undergraduate students at MSU (see Table 

3). The undergraduate raters were all native speakers of English and from a wide variety of 

academic programs. There were 9 males and 23 females. Their ages ranged from 18 to 22 years 

(M = 20.1, SD = 1.2). They had been studying at MSU between one and four years at the time of 

data collection (M = 2.8, SD = 0.9). The undergraduate raters all had experience taking courses 

taught by ITAs at MSU. The number of courses they had taken by ITAs ranged from 1 to 6 (M = 

2.9, SD = 1.6).  Twenty-four undergraduates reported that they talked to their ITAs once or less 

than once a week, seven reported twice a week and one reported three times a week. All the 

undergraduates had ITAs whose first languages were either Chinese or Korean. Few had Arabic, 

Japanese, Hindi, or Spanish ITAs. Twelve undergraduates had no foreign friends either while 

studying at MSU or in their upbringing and no foreign-accent familiarity. Twenty reported 

having a few foreign friends (mostly Arabic, Chinese, Korean, and Hindi speakers) and had 
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limited exposure to foreign accents. None of the undergraduates had prior experience rating non-

native English speakers’ speech. Table 4 provides a summary of the background characteristics 

of both rater groups. 

Table 3. Demographics of Undergraduate Rater Group 

a 1= less than once a week, 2= once a week, 3= twice a week, 4= three times a week.  
 

Rater 
ID 

Gender Age Major Years 
at 

MSU 

ITA 
courses 
taken 

Frequency 
talking to 

ITAsa 

Foreign friends 
and accent 
familiarity   

U1 F 19 Education 2 2 1 No 
U2 F 19 Criminal justice 2 1 3 No 
U3 F 21 Microbiology 4 6 2 Korean 
U4 F 20 Missing data 2 2 2 Chinese, Arabic 
U5 M 22 Computer Science  4 6 1 Chinese, Arabic 
U6 F 20 Education 3 2 2 Chinese 
U7 F 19 Education 2 1 2 No 
U8 F 21 Education 4 3 1 No 
U9 F 21 Education 3 1 3 Chinese 
U10 F 20 Education 3 6 2 No 
U11 M 22 Chemistry 3 1 2 No 
U12 F 20 Humanities 3 5 1 No 
U13 M 22 Spanish 4 5 1 No 
U14 F 22 Dietetics 4 4 2 No 
U15 M 19 Nursing 2 1 1 Chinese, Korean 
U16 F 19 Education 2 2 2 Chinese 
U17 M 19 Chemistry 3 2 3 No 
U18 F 22 Spanish 4 4 4 Chinese, Korean 
U19 F 20 English 3 5 1 Chinese 
U20 F 19 Psychology 2 4 1 Chinese, Arabic 
U21 M 20 Political Science 2 2 1 Chinese 
U22 M 22 Interdisciplinary  3 4 1 Chinese, Arabic 
U23 F 21 Education 4 4 3 Korean, Arabic,  
U24 F 21 Education 4 4 2 No 
U25 F 20 Education 3 1 2 Hindi 
U26 M 20 History 3 2 1 No 
U27 F 18 Communications 1 1 1 Arabic 
U28 F 18 Pre-Med 1 2 3 Chinese, Korean 
U29 F 19 Nursing 2 2 3 Chinese, Arabic 
U30 F 20 Education 3 3 3 Chinese 
U31 M 18 Criminal justice 1 1 2 Chinese 
U32 F 21 Communications 3 3 2 Chinese 
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Table 4. Background Information by Rater Group 

 

Procedure 

 Prior to rating, I informed the raters about the purpose of the research project and the 

research design. I then introduced them the construct definitions of oral proficiency, 

accentedness, and comprehensibility, and the three rating scales employed. Once raters gave 

their consent to participate in the study, they completed a background questionnaire that 

contained questions about their demographic information (see Appendices D and E). Since the 

ESL teachers were all trained raters, no rater training or norming session was undertaken. The 

undergraduate raters were engaged in a minimal, one-on-one training, which consisted of 

acquainting the raters with the rating tasks and the rating rubrics. However, I did not give them 

any extensive practice rating or rater norming. I minimized the training in order to capture the 

novice raters’ rating behaviors and to reflect their impressionistic judgments of foreign TAs’ oral 

performances. 

Raters evaluated examinee performances online. The examinee order was randomized 

across tasks and raters. I instructed the raters to rate the recordings in a quiet room that had 

Internet access. Raters rated from Task 1, then moved on to Task 2, and finally to Task 3. With 

respect to the three measures (oral proficiency, accentedness, and comprehensibility), I told the 

raters to listen to each of the recordings and assign scores on the examinee’s oral proficiency 

 ESL teachers 
(n = 13) 

Undergraduates 
(n = 32) 

                 Male 5 9 Gender 
                 Female 8 23 

Age M = 39.9 (SD = 9.1) M = 20.1 (SD = 1.2) 
Teaching experience M = 12.5 years (SD = 6.1) N/A 
SPEAK rating experience M = 4.5 years  (SD = 5.5) N/A 
Years at MSU N/A M = 2.8 (SD = 0.9) 
ITA courses taken N/A M = 2.9 (SD = 1.6) 
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first. Raters could listen to each recording multiple times if they considered it necessary. 

Immediately after they assigned an oral proficiency rating to a response, they proceeded to 

provide written comments regarding factors that drew their attention while they made their rating 

decisions. Raters could skip the entering of written comments for any particular recording if they 

chose to. Once raters completed the written comments (or chose to skip it), they then moved on 

to assign ratings on accentedness and comprehensibility for each recording.  The entire ratings 

took between four to six hours. After raters completed their ratings, I conducted semi-structured 

interviews with the raters one-on-one. The interviews lasted between 30 minutes and one hour. 

The interview questions are listed in Appendix F.  

Data Analysis  

 Analysis of rating data. To answer the research questions outlined previously, I 

analyzed the rating data using (a) different statistical analysis approaches, including descriptive 

and inferential statistics using SPSS (version 16) and (b) the MFRM analysis using the computer 

program FACETS (Version 3.67) (Linacre, 2010). To assist in the interpretation of the data 

analysis, an overview of the MFRM model employed in this study is given below.   

 The MFRM approach has been applied substantively to model rater effects in the field of 

language testing and assessment (Bachman et al., 1995; Eckes, 2005, 2008; Engelhard & 

Myford, 2003; Lumley, 2002; Lumley & McNamara, 1995; Myford & Wolfe, 2000, 2003). 

Evidence derived from these studies has accumulated, pointing to substantial degrees of 

systematic error in rater judgments that may lead to inappropriate interpretation of scores 

obtained from human raters (Weigle, 1999). The MFRM approach takes into account various 

facets, such as examinee ability, rater severity, and task difficulty, simultaneously when 

analyzing rating data. This joint calibration of multiple facets makes it possible to map rater 
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severity on the same scale as examinee ability and task difficulty. These calibrations are often 

expressed in a common equal-interval metric, that is, the log-odds unit, or logit scale (Linacre, 

1989, 1998; McNamara, 1996). As Linacre (1998) suggests, when the rating data show sufficient 

fit to the model, researchers can draw useful, diagnostically informative comparisons among the 

various facets.   

 In the current study, the MFRM model implemented included four facets: examinees, 

raters, tasks, and rater status (ESL teachers versus undergraduate raters). I carried out three 

separate FACETS analyses to determine whether the rater groups differed in severity when they 

rated the examinees’ oral proficiency, accentedness, and comprehensibility.  

 The MFRM model for the ratings of oral proficiency is as follows:  

 loge(Pnijsk/Pnijs(k-1)) = Bn –Di –Sj – Rs – Fk  

where 

 Pnijsk = probability of examinee n receiving a rating of k on task i from rater j  

 Pnijs(k-1) = probability of examinee n receiving a rating of k-1 on task i from rater j 

 Bn = oral proficiency for examinee n 

 Di = difficulty of task i 

 Sj = severity of rater j,  

 Rs = rater status, s, and  

 Fk = difficulty of receiving a rating of k relative to a rating of k-1. 

 The MFRM model for the ratings of accentedness is as follows:  

 loge(Pnijsk/Pnijs(k-1)) = An –Di –Sj – Rs – Fk  
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where 

 An = Accentedness for examinee n.  

 The MFRM model for the ratings of comprehensibility is as follows:  

 loge(Pnijsk/Pnijs(k-1)) = Cn –Di –Sj – Rs – Fk  

where 

 Cn = Comprehensibility for examinee n.  

 For each element of each facet, the FACETS analysis provides a measure (a logit 

estimate of the calibration) and a standard error (information about the precision of that logit 

estimate). FACETS also provides a set of fit statistics that show the degree to which observed 

ratings match the expected ratings generated by the Rasch model (Linacre, 1989; Myford & 

Wolfe, 2003). Fit statistics also indicate the consistency with which each individual rater uses the 

rating scale across examinees, tasks, and rating criteria. Huge differences between the observed 

and expected ratings are expressed as standardized residuals and indicate unexpected results 

(Engelhard & Myford, 2003; Myford & Wolfe, 2003, 2004). The standardized residuals can be 

summarized over different facets and elements to provide indices of model-data fit (Linacre, 

2002).  

 I estimated the global model fit of the FACETS runs based on the proportion of 

unexpected observations to the overall observations. With respect to the rater effects of interest 

to this study, I used rater measurement reports to examine rater severity or leniency. I also 

conducted a general investigation of rater consistency based on the inspection of rater fit 

statistics to examine rating behaviors and to identify misfitting raters.  
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 Analysis of written comments and interviews. To answer the second research question 

regarding the factors that draw raters’ attention while make judgements on examinees’ oral 

proficiency, I analyzed the written comments and the interview data to understand factors that 

influenced rating decisions. A detailed discussion of the coding process and the analysis of the 

written comments is provided as follows.  

 The entire written comment dataset consisted of 2,151 comments provided by the 13 ESL 

teachers and 32 undergraduates across the three rating tasks. The ESL teachers provided 742 

(34.5%) of the comment entries and the undergraduates 1,409 (65.5%). The comments varied in 

length, ranging from one word, such as “comprehensible” to a few sentences, such as “Accent is 

strong, but little interference with meaning. Speech is a bit choppy, but the performance is strong 

overall.” The longest single comment entry consisted of 95 words.  

 The first step I took to analyze the rater comments was to review the data 

impressionistically in order to identify factors raters paid attention to. Then I read and re-read the 

written comments several times until I was fully familiar with the entire comments. Then I made 

several attempts to divide the original 2,151 comments into separate segments. Each segment 

included a single or several sentences, either continuous or separated by other sentences but 

failing within the same comment, with a single aspect of the performance as the focus (A. Brown 

et al., 2005; Green, 1998; Patton, 1990). I began this process by using Brown et al.’s (2005) 

empirically developed coding scheme for rater orientations in speaking tasks. As reviewed 

previously, Brown et al.’s coding scheme consists of five main coding categories: linguistic 

resources, phonology, fluency, content, and global assessment, and 15 subcategories. This 

coding scheme was a good fit for the current study because it was developed for the examination 

of rater orientations in speaking assessment. In addition, the scientific and transparent 
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development process of the coding scheme reported in Brown et al. provided validity evidence of 

the coding process for the current study.  

 On the basis of a few cycles of data segmentation, I considered that Brown et al.’s coding 

scheme was very instrumental for this study because it could account for the majority of the data. 

However, I also considered that it was necessary to add one additional, main category, 

nonlinguistic factors. The initial categorization showed that 59 comments (20 from the ESL 

teachers and 39 from the undergraduates) addressed the issues of test-takers’ test-taking 

behaviors (e.g., the use of test-taking strategies) and the emotional status of the examinees (e.g., 

confident or nervous) that could not be categorized under any of the five existing coding 

categories. While the number of these comments was minimal compared to the rest of the 

comments categorized for the five major categories, the fact that these factors were not part of 

the rating criteria specified in the official SPEAK rating rubric warranted further investigation. I 

believed that it was important to add this new coding category so as to specifically deal with 

nonlinguistic factors, an aspect not addressed in Brown et al.’s study.  

 In addition to the nonlinguistic factors, I also added two subcategories in the coding 

scheme. The first one pertained to the accent aspect of L2 and was added within the main 

category of phonology. The new subcategory accent only includes comments that are directly 

related to the examinee’s foreign accent, such as “The accent is really heavy” or “I can’t 

understand the speaker because of his accent.” It should not be confused with the subcategory 

“pronunciation” which only includes comments related to the articulation of vowels and 

consonants, such as “The vowel sound ‘a’ is off” or “The speaker dropped the final consonant 

‘t’.”  I considered accent an indispensable subcategory because it appeared that most raters 

mentioned the impact of accent on comprehensibility, either positively or negatively. A second 
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new subcategory, organization, was added within the main category of content. My initial 

reviews of the written comments suggested that many comments from both rater groups were 

related to the organization of the examinee speech, including the organization of ideas and the 

overall organization of the responses. This new subcategory organization was added to examine 

and reflect how raters judged the organization of ideas examinees produced in their responses.  

 On the other hand, two subcategories amount and framing within the main category of 

content in Brown et al.’s coding scheme were removed. This was done because I found no 

relevant comment in the dataset related to these two coding categories. The revised version of the 

coding scheme consisted of six main categories: linguistic resources, phonology, fluency, 

content, global assessment, and nonlinguistic factors, and 15 corresponding subcategories. Two 

researchers reviewed this version of coding categories and provided feedback on the clarity and 

appropriateness of the category descriptions. Table 5 displays the final version of the coding 

scheme used in the current study.  
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Table 5. Coding Scheme 

Note: Adapted from “An examination of rater orientations and test-taker performance on 
English-for-academic purpose speaking task,” by Brown, A., Iwashita, N., and McNamara, T. F.,  
2005, p.16.  

 To facilitate the coding process, I first segmented the entire dataset at the main category 

level using the finalized coding scheme. For example, the comment “There was a huge pause in 

the speech, and task was not completed” was divided into two segments, first of which was 

identified as related to the fluency feature of the performance and the second to content. 

Comments that addressed the same features of the performance in consecutive sentences were 

kept intact. For example, the comment “Final consonants are overstressed or elongated. Final 

consonants are even stressed so much to create an additional consonant effect.” was considered 

addressing the issue of phonology and was not further divided. Although most of the comments 

were relatively short and straightforward, some were lengthier, more complex, and contained 

repeated references to the same category. In these cases, it was not always clear whether the 

repeated references were recycling of the same idea or a new idea. To make the coding process 

Main categories Subcategories Examples 
Linguistic resources Grammar 

Vocabulary 
Expressions 
Textualization 

There were a few verb tense errors. 
Very poor word choice.  
There are some awkward expressions.  
There is no strong use of cohesive devices.  

Phonology Pronunciation 
Intonation 
Rhythm and stress 
Accent 

The vowels seem to be lengthened.  
The speech is full of intonation in odd places. 
The stress inhibits complete comprehension.  
His accent was really heavy.  

Fluency Pauses 
Repetition and repair 
Speech rate 
Global fluency  

There were a lot of pauses in his speech.  
His repetitions of words affected the flow.  
She spoke too slowly.  
The speaker had some trouble with fluency.  

Content Task fulfillment 
Ideas 
Organization  

The task was not completed.  
Hard to catch several ideas.  
Good organization to his response.  

Global assessment  No subcategory Well done; I could understand everything. 
Non-linguistic factors No subcategory Perhaps his anxiety was in control.  
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consistent, I treated all references to one of the major aspects of the performance as a single 

segment. I used an ellipsis (…) to indicate the linking of two separate phrases or sentences in the 

same segment. For example, the comment “This person paused excessively although the pauses 

didn't confuse me. … he only paused to correct the organization and pronunciation of his words,” 

was identified as one single category, fluency. Once the segmentation at the main category was 

completed, I categorized each segment into subcategories within corresponding main categories, 

following the same procedure.  

 To check the reliability of the coding, a second coder and I coded a random sample of 

444 segments (approximately 20% of the data). Intercoder percentage agreement was calculated 

at the main category level (see Table 6). The overall percentage agreement achieved was 79.7%. 

Percentage agreement within each main category varied, with the highest agreement achieved 

among the phonological and fluency features, which were quite clearly identified in the rater 

comments. The main categories of content, global assessment, and non-linguistic factors 

achieved relatively low intercoder agreements. In terms of content, it was sometimes difficult for 

the two coders to determine whether a comment should be coded as “organization” within 

content or as “global assessment” because occasionally raters made comments regarding the 

organization of the entire responses (e.g., “The speaker was hard to follow because of her poor 

organization). To make the coding process consistent, we decided to code any mention of the 

organization of ideas under the subcategory of organization.  

 With regard to global assessment, we disagreed as to what to and what not to include in 

this category initially because several comments were about the holistic quality of the responses 

and at the same time provided linguistic features that could possibly be categorized under other 

subcategories. For example, in the comment “He is mostly effect and coherent,” I first coded it 
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under the subcategory of textualization within the main category of linguistic resources while the 

second coder coded it for global assessment. After our discussion, I have come to realize that the 

mention of “coherent” here was not the same as cohesion, which refers to the use of cohesive 

devices or discourse markers, but refer to the overall comprehensibility or effectiveness of the 

response. We then decided to code this and other similar comments under the category of global 

assessment.  

 The last category, non-linguistic factors, received the lowest intercoder agreement rate. 

However, since there were only six cases being categorized and therefore the four cases that we 

disagreed upon somewhat made the percentage of disagreement look more serious than it 

actually was. Essentially, the second coder was confused as to how to categorize the mentions of 

test-taking strategies and test anxiety and had coded them for global assessment. After 

discussion, we decided that factors such as test-taking strategies or examinees’ emotional 

reactions should be coded for non-linguistic factors and should not be confused with the 

judgments of the global quality of the responses. After the second coder and I discussed the 90 

difficult cases one by one, we reached a 100% agreement. I then coded the entire data set both at 

the main category and subcategory levels.  

Table 6. Intercoder Agreement by the Main Categories 

 

 

 

  

 

 
Number of codes 

by coder 1 
Coders 1 & 2 number 
of codes agreement 

Coders 1 & 2     
% agreement  

Linguistic resources 87 77 88.50% 
Phonology 134 125 93.30% 
Fluency 85 78 91.80% 
Content 45 28 62.20% 
Global assessment 87 44 50.60% 
Non linguistic factors 6 2 33.30% 
Total 444 354 79.70% 
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 When coding the entire dataset, I coded each segment for one main category and one 

subcategory. For example, a segment coded as relevant to the main category of linguistic 

resources could be further coded to the subcategory of grammar or vocabulary. When tallying 

the frequency of codes within each main category and subcategory, I counted each code once for 

the main category and the subcategory. For example, a segment coded as being related to 

grammar within the main category of linguistic resources was counted once for the subcategory 

of grammar and once for the main category of linguistic resources. The entire dataset was coded 

into a total of 4,308 segments at the main category level, with 1,650 (38.3%) from the ESL 

teachers’ comments, and 2,658 (61.7%) from the undergraduates’. 

 After data coding, I calculated the frequencies and proportions of comments made by 

each individual rater on each coded main category and subcategory. Then I performed a series of 

statistical analyses to compare the comments made by the ESL teachers and the undergraduates 

to determine whether the rater groups differed in the rating criteria they mentioned in the 

comments. Results of these analyses will be reported in the Chapter 5.  

 The analysis of the interview data follows the content analysis for qualitative data 

analysis (Miles & Huberman, 1994). The interviews were transcribed verbatim and the 

transcripts were subject to several iterative categorizations and analyzed through diverse 

analytical methods, including pattern identification, clustering of conceptual groupings, and 

constant comparisons. During the concept formation stage of the data analysis, I read and re-read 

the transcripts several times until I was closely familiar with the transcripts in their entirety. I 

then gradually conceptualized the underlying patterns in the data and categorized concepts 

gained from the data. Through constant comparison method of qualitative data analysis, coherent 

and related comments in the interviews were grouped as one theme (McCracken, 1988; Miles & 
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Huberman, 1994; Patton, 1990). The major themes identified from the interview data will be 

discussed in Chapter 5 to unfold the complex interaction between rater orientations and their 

impact on ratings.  
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CHAPTER 4: RESULTS OF QUANTITATIVE DATA 

Descriptive Statistics  

 This section reports the descriptive statistics and rater reliability of the rating data. Table 

7 details the raw score average of the measures of oral proficiency, accentedness, and 

comprehensibility for each examinee. The scores were calculated by averaging the ratings 

awarded by the entire pool of raters within each group.  

Table 8 presents the descriptive statistics of the three measures by rater group, including 

the ranges of the scores, means, and standard deviations of the ratings. The descriptive statistics 

show that the ESL teacher group had a slightly higher mean and lower standard deviation for the 

oral proficiency ratings than did the undergraduate raters. Contrastively, the teacher raters had 

lower means and higher standard deviations for the accentedness and comprehensibility ratings 

than did the undergraduate raters. Lower means in accentedness suggest that the examinees were 

rated as having lesser degree of foreign accent; lower means in comprehensibility means that the 

examinees were easier to understand. Taken together, the results indicate that the ESL teachers 

were more lenient in their ratings of oral proficiency, accentedness, and comprehensibility. 

Nevertheless, there was more variation in the teachers’ ratings than in the undergraduates’.  



47 
 

Table 7. Raw Score Average Taken over Raters within Rater Group 

Oral Proficiency Accentedness Comprehensibility 
Examinee 

ID 
ESL 

Teachers 
Under- 

graduates 
ESL 

Teachers 
Under- 

graduates 
ESL 

Teachers 
Under- 

graduates 
1 39.5 33.8 7.0 7.6 4.9 5.6 
2 38.5 36.7 7.1 7.3 5.4 5.1 
3 41.0 40.2 5.9 6.5 3.9 4.5 
4 42.1 39.1 5.5 6.0 4.2 4.5 
5 44.6 47.0 4.4 4.9 3.0 3.3 
6 42.3 42.9 5.5 6.2 3.7 4.2 
7 41.0 40.6 6.2 6.5 4.3 4.4 
8 43.1 42.6 6.0 6.6 3.6 4.2 
9 42.6 41.7 5.5 6.5 3.7 4.3 
10 43.6 45.4 4.9 4.9 3.5 3.7 
11 38.7 35.1 6.7 7.4 4.6 5.3 
12 43.6 46.4 4.3 5.4 3.0 3.5 
13 41.8 40.1 6.5 6.9 4.2 4.6 
14 47.7 46.7 3.8 5.0 2.6 3.2 
15 43.1 45.3 4.1 4.9 3.2 3.7 
16 42.3 40.1 5.8 6.7 3.8 4.5 
17 45.6 45.2 4.6 5.6 2.9 3.7 
18 46.7 44.6 4.2 5.3 2.8 3.5 
19 48.5 48.9 4.0 5.2 2.4 2.9 
20 44.9 48.6 4.2 4.4 2.9 3.2 
21 35.6 29.8 6.4 7.1 5.4 6.0 
22 40.8 39.9 5.8 6.5 3.9 4.6 
23 41.0 39.6 6.1 6.7 4.0 4.6 
24 43.8 41.8 4.5 6.0 3.4 4.2 
25 42.1 41.7 5.2 6.1 3.5 4.3 
26 45.6 46.6 4.4 5.2 2.7 3.5 
27 43.6 42.2 5.7 6.6 3.3 3.9 
28 52.6 52.8 2.5 3.3 1.9 2.4 
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Table 8. Descriptive Statistics by Rater Group 

Rater group Measures Max. 
possible 
score 

Min. Max. M SD Mean as a % 
of the max. 
possible 
score 

Oral proficiency  60 35.6 52.6 43.1 3.4 71.8% 
Accentedness 9 2.0 7.0 5.2 1.1 57.8% 

ESL Teachers 

Comprehensibility 9 1.9 5.4 3.6 0.9 60.0% 
Oral proficiency  60 29.8 52.8 42.3 4.9 70.5% 
Accentedness 9 3.3 7.6 6.0 1.0 66.7% 

Undergraduates 

Comprehensibility 9 2.4 6.0 4.1 0.8 45.6% 
 

Interrater Reliability 

Interrater reliability was conducted at the group level for the three measures separately, 

using Cronbach’s Alpha. For oral proficiency, the interrater reliability was computed at .96 for 

the whole rater group, .88 for the ESL teachers, and .95 for the undergraduates. For 

accentedness, the interrater reliability was computed at .97 for the whole rater group, .92 for the 

ESL teachers, and .95 for the undergraduates. For comprehensibility, the interrater reliability was 

computed at .96 for the whole rater group, .92 for the ESL teachers, and .93 for the 

undergraduates. All of the interrater reliability indexes were within acceptable range (Field, 

2009).  

Classification of ITA Assignments 

In order to compare how oral proficiency ratings assigned by the ESL teachers and the 

undergraduates performed in classifying the examinees into one of the three ITA assignment 

outcomes: nonpass, provisional pass, and clear pass, a detailed classification was carried out, 

using the mean oral proficiency ratings taken over each rater group. When an examinee’s 

average oral proficiency rating was below 42.4, he or she was categorized in the nonpass 

category of the ITA assignment. A mean oral proficiency rating of 42.5 to 47.4, which was 

rounded to 45 in operational SPEAK test administration, was categorized as provisional pass. A 
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rating of 47.5 or higher, which was rounded to 50 in operational SPEAK test administration, was 

categorized as a clear pass. A score of 50 means that the examinee is qualified to work as an ITA 

at MSU. Table 9 reports the numbers of examinees and the examinee IDs in each of the three 

ITA assignments by rater group.  

Table 9. Classification of ITA Assignments by Rater Group 

ESL teachers Undergraduates  

N Examinee ID N Examinee ID 

Nonpass  
(below 42.4) 

13 1, 2, 3, 4, 6, 7, 11, 13, 
16, 21, 22, 23, 25 

15 1, 2, 3, 4, 7, 9, 
11,13,16, 21, 22, 23, 

24, 25, 27 
Provisional pass 
(between 42.5 
and 47.4) 

12 5, 8, 9, 10, 12, 15, 17, 
18, 20, 24, 26, 27 

10 5, 6, 8, 10, 12, 14, 
15, 17, 18, 26 

Clear pass  
(47.5 and above) 

3 14, 19, 28 3 19, 20, 28 

 

The percentage agreement on ITA assignments between the ESL teachers and the 

undergraduate raters further demonstrates the similarities, or dissimilarities, in the raters’ 

evaluations of a qualified ITA’s oral proficiency. In Table 10, the diagonal cases were those the 

rater groups agreed on while off-diagonal cases were those they did not agree upon. The rater 

groups agreed 80% both on the nonpass and the provisional pass cases. They agreed less 

concerning assignments to the clear pass category (66.7%). However, the low percent agreement 

observed here was somehow inflated because there were only three cases in the class pass 

category assigned by each rater group. The rater groups disagreed only on one of the three cases 

and thus the low percent agreementage regarding the class pass category should be interpreted 

with caution.  

In terms of the nonpass category, the undergraduates appeared to be harsher in their 

evaluations. They assigned two more cases to the nonpass category (n = 15) than ESL teachers 
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did (N=13). Regarding the provisional pass category, the undergraduate raters assigned fewer 

cases (n = 10) than the ESL teachers did (n = 12). Both rater groups assigned three examinees to 

the clear pass category, although the three examinees assigned to the category were not identical. 

A scrutiny of the clear pass cases indicates that the rater groups disagreed on the ITA assignment 

for examinees 14 and 20. While the ESL teachers classified examinee 14 as clear pass and 

examinee 20 as provisional pass, the undergraduates classified the examinee 14 as provisional 

pass and examinee 20 as class pass. The ESL teachers assigned a raw score of 47.7 for examinee 

14 and 44.9 for examinee 20 whereas the undergraduates assigned a raw score of 46.7 for 

examinee 14 and 48.6 for examinee 20. The ESL teachers assigned an averaged score of 1.0 

higher than the averaged score assigned by the undergraduates for examinee 14. The ESL 

teachers, however, assigned an averaged score of 3.7 higher than the averaged score assigned by 

the undergraduates for examinee 20.  These raw score differences had a significant impact on the 

ITA assignment.  

Table 10. Agreement on ITA Assignment between Rater Groups 

ESL teachers Undergraduates 
Nonpass Provisional pass Clear pass 

% Agreement 

Nonpass 12 3 0 80% 
Provisional pass 1 8 1 80% 
Clear pass 0 1 2    66.7% 
Overall %          78.6% 
 

To summarize, the fact that the majority of the examinees were considered not qualified 

to work as ITAs indicates that, on the one hand, the examinees’ oral proficiency may well fall 

below a rating of 50 judged by the raters, and on the other hand, regardless of rater status, raters 

tended to be conservative in assigning a rating of 50, if no clear indication of strong oral 

proficiency was manifested in the response.  
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Correlation Analysis 

Correlations among measures within rater groups. Pearson product-moment 

correlation coefficients were computed to determine the relationships between (1) oral 

proficiency and accentedness, (2) oral proficiency and comprehensibility, and (3) accentedness 

and comprehensibility. The group-averaged ratings on oral proficiency, accentedness, and 

comprehensibility were used for the computation. Table 11 shows the correlation coefficients.  

The correlations among oral proficiency, accentedness, and comprehensibility were all 

highly significant. The negative correlations between oral proficiency and accentedness indicate 

that when the examinee’s oral proficiency was rated higher, he/she was perceived less foreign 

accented. The negative correlations between oral proficiency and comprehensibility mean that 

when an examinee was rated higher on oral proficiency, he/she was perceived as easier to 

understand. Contrastively, the positive correlations between accentedness and comprehensibility 

indicate that when an examinee was perceived more heavily accented, his/her speech was 

perceived more difficult to understand. For both rater groups, the strongest correlation was 

observed between oral proficiency and comprehensibility and the weakest relationship was 

between oral proficiency and accentedness. Nevertheless, the differences in the strengths of the 

correlations are marginal, indicating that the constructs of oral proficiency, accentedness, and 

comprehensibility are closely related.   

Table 11. Pearson Correlations among Measures within Rater Groups 

 Oral proficiency Accentedness 
Accentedness -.89* (ESL Teachers) 

-.90* (Undergraduates) 
 

Comprehensibility -.94* (ESL Teachers) 
-.99* (Undergraduates) 

.92* (ESL Teachers)  

.91* (Undergraduates) 
*p < .001  
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Correlations among measures across rater groups. A second set of correlation 

analysis was performed to examine the degree of correspondence between the ratings of oral 

proficiency, accentedness, and comprehensibility across rater groups. The correlations were 

computed by correlating the group-averaged ratings of the three measures. As Table 12 shows, 

the correlations were all highly significant, suggesting that ratings of oral proficiency, 

accentedness, and comprehensibility assigned by the ESL teachers and the undergraduates were 

closely related. The strongest correlation was between the group-averaged comprehensibility 

ratings, followed by the accentedness and oral proficiency. These relationships reveal that the 

ESL teachers and the undergraduates ranked order the perceived comprehensibility and 

accentedness in a consistent manner.   

Table 12. Pearson Correlations among Measures across Rater Group 

Undergraduates ESL Teachers 
 Oral Proficiency Accentedness Comprehensibility 
Oral Proficiency .92* -.89* -.95* 
Accentedness -.85* .95* .86* 
Comprehensibility -.94* .91* .96* 
*p <.001 

FACETS Analyses 

Global model fit. The Rasch model is a prescriptive statistical method and requires the 

data to fit the Rasch model well. If the data fit the model, then the dataset as a whole supports a 

unidimensional measurement and captures one latent variable (Linacre, 1989). To estimate the 

overall data-model fit for each of the FACETS runs, the unexpected responses given the 

assumptions on the model were investigated. Linacre (2010) suggests that satisfactory model fit 

is achieved when about 5% or less of the absolute standardized residuals are equal or greater than 

2, and about 1% or less are equal or greater than 3.   
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There were a total of 3,780 valid responses in each of the three measures. The percentage 

of responses associated with absolute standardized residuals equal or greater than 2 and equal or 

greater than 3 were calculated to assess data-model fit. Table 13 details the estimates. The 

examination of the standardized residuals indicated a satisfactory model fit for the three separate 

measures.  

Table 13. Global Model Fit 

         StdRes ≥  |3|              StdRes ≥  |2| 
Oral proficiency  0.9% 4.7% 
Accentedness 1.1% 4.2% 
Comprehensibility 0.9% 4.8% 
 

Variable maps. Figures 1, 2, and 3 show the variable maps of the examinee ability, rater 

severity, task difficulty, and rating scales for the measures of oral proficiency, accentedness, and 

comprehensibility. In each of the FACETS analyses, the rater and task facets were centered, but 

not the examinee facet. This is because the examinee abilities are conventionally measured from 

the local origins of all the other facets. If the average ability is high, then the average examinee 

ability has a positive logit measure. If the average ability is low, then the average examinee 

ability has a negative logit measure. Contrastively, the task difficulties and the rater severities are 

both measured from the center, the local origin. As such, the average rater severity has a severity 

of 0 logits and the average task difficulty has a difficulty of 0 logits, as can be seen at the center 

of each variable map.  

The FACETS computer program calibrates the examinees, raters, tasks, and the rating 

scales so that all the facets are positioned on the same scale, creating a single frame of reference 

for interpreting the results from the analysis. The logits scale is an equal-interval scale, in which 

all logit units have the same value (Linacre, 1989), unlike the raw scores in which the distances 
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between intervals may not be equal (Bond & Fox, 2007). In each of the three figures, the 

leftmost column is the logit scale. The highest values are located at the top of the variable map 

and the lowest values are located at the bottom.  

The second column of the variable map shows the examinee measure under investigation. 

Each examinee was located along the logit scale according to his or her estimated value of oral 

proficiency, accentedness, and comprehensibility, respectively. For oral proficiency (Figure 1), 

the examinees were ordered with the most able at the top and the least able at the bottom. The 

examinees’ oral proficiency measures ranged from -0.54 logits to 4.33 logits, with a total spread 

of 4.87 logits. For accentedness (Figure 2), the examinees were ordered with the most heavily 

accented at the top and the least accented at the bottom. The examinees’ accentedness measures 

ranged from -1.18 logits to 1.59 logits, with a total spread of 2.77 logits. For comprehensibility 

(Figure 3), the examinees were ordered with the most difficult to understand at the top and the 

easiest at the bottom. The examinees’ comprehensibility measures ranged from -1.83 logits to 

0.45 logits, with a total spread of 2.28 logits.  

The third column of the variable map compares the raters in terms of the level of severity 

or leniency each exercised when rating the examinees’ performances. The most severe rater was 

located at the top of the logit scale and the most lenient at the bottom. For oral proficiency 

ratings, the harshest raters, (U5, U18), had a severity measure of 1.85 logits, while the most 

lenient rater (U25) had a severity measure of -2.03 logits. The rater severity measures in oral 

proficiency show a 3.88-logit spread. For accentedness ratings, the harshest rater (T11) had a 

severity measure of 1.68 logits, while the most lenient rater (U22) had a severity measure of -

1.44 logits. The rater severity measures in accentedness show a 3.12-logit spread. For 

comprehensibility ratings, the harshest rater (T8) had a severity measure of 1.24 logits, while the 
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most lenient rater (T12) had a severity measure of -1.48 logits. The rater severity measures in 

comprehensibility show a 2.72-logit spread.  

The fourth column of the variable map shows the difficulty of the three rating tasks. The 

most difficult task is at the top and the least difficult at the bottom. For oral proficiency ratings, 

the task difficulty measures show a 0.43-logit spread. For accentedness ratings, the task difficulty 

measures show a 0.08-logit spread. For comprehensibility ratings, the task difficulty measures 

show a 0.13-logit spread. These small ranges of logit spread indicate that the three rating tasks 

were approximately the same in their difficulty levels.  

The fifth column of the variable map displays the rating scales raters used to evaluate the 

speech samples. For oral proficiency, the 5-point SPEAK rating scale, ranging from 20 to 60 was 

used. For accentedness and comprehensibility, a 9-point rating scale was used.  
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Figure 1. Variable Map for Oral Proficiency Ratings 
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Figure 2. Variable Map for Accentedness Ratings 
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Figure 3. Variable Map for Comprehensibility Ratings 
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Rater measurement report. FACETS produces an estimate (in logit) of the degree of 

severity each rater exercised, the error associated with this estimate, and fit statistics for 

detecting model-data fit for each individual rater. The rater measurement estimates are 

represented in Tables 14, 15, and 16, for oral proficiency, accentedness, and comprehensibility, 

respectively. In each table, raters are arranged from the most severe to the least severe at the 

bottom, as indicated by the severity measure logit.  

Table 14. Differences in Severity on Oral Proficiency 

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

U5 1.85 0.16 0.85 
U18 1.83 0.16 0.95 
U27 1.55 0.16 0.95 
U15 1.13 0.16 1.41 
U32 1.00 0.16 0.80 
U8 0.97 0.16 0.85 
U1 0.85 0.16 1.51 
U3 0.79 0.16 1.26 
T11 0.72 0.16 0.42 
U7 0.61 0.16 0.65 
U22 0.56 0.16 1.24 
U6 0.53 0.16 0.79 
U14 0.53 0.16 1.32 
U17 0.51 0.16 0.91 
T8 0.48 0.16 0.55 
T5 0.30 0.16 0.38 
T10 0.27 0.16 1.09 
U28 0.27 0.16 1.61 
T2 0.24 0.16 0.45 
T7 0.24 0.16 0.51 
T12 0.24 0.16 0.52 
U29 0.08 0.16 1.14 
U9 0.03 0.16 1.66 
U31 0.03 0.16 1.05 
U4 -0.02 0.16 1.47 
U21 -0.05 0.16 0.76 
U10 -0.08 0.16 1.15 
T3 -0.13 0.16 0.66 
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Table 14. (cont’d) 

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

U13 -0.24 0.16 1.11 
U30 -0.27 0.16 1.26 
T9 -0.29 0.16 0.70 

U23 -0.32 0.17 0.72 
U12 -0.37 0.17 0.70 
U16 -0.37 0.17 1.31 
T1 -0.51 0.17 0.69 
T13 -0.68 0.17 0.38 
U2 -0.87 0.17 1.80 
U20 -1.04 0.17 0.43 
T4 -1.07 0.17 0.59 
T6 -1.22 0.17 0.73 

U19 -1.30 0.17 1.79 
U26 -1.30 0.17 0.64 
U24 -1.69 0.17 1.47 
U11 -1.78 0.17 1.80 
U25 -2.03 0.18 2.27 

Mean 0.00 0.16 1.01 
SD 0.90 0.00 0.46 

Note. RMSE: .16; Adj. SD: .88; Rater separation: 5.33; Reliability: .97; Fixed (all same) chi-
square: 1296.6; d.f.: 44; significance: .00 
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Table 15. Differences in Severity on Accentedness 

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

T11 1.68 0.12 0.85 
U30 1.52 0.12 2.46 
U18 1.43 0.11 1.61 
U23 1.07 0.10 0.87 
U9 0.97 0.10 1.44 
U6 0.94 0.10 1.58 
U19 0.87 0.10 1.13 
U7 0.81 0.10 0.44 
U28 0.60 0.09 2.27 
U4 0.54 0.09 0.61 
T8 0.50 0.09 0.63 
U5 0.50 0.09 0.69 
U20 0.47 0.09 0.91 
U26 0.30 0.09 0.63 
U12 0.27 0.09 0.50 
T1 0.23 0.09 1.07 

U16 0.12 0.08 2.06 
U1 0.06 0.08 0.66 
U24 0.02 0.08 0.82 
U32 -0.01 0.08 1.41 
U10 -0.05 0.08 1.54 
U27 -0.07 0.08 0.65 
T13 -0.01 0.08 0.59 
U13 -0.12 0.08 0.72 
U21 -0.13 0.08 0.50 
U11 -0.16 0.08 0.83 
U17 -0.21 0.08 1.37 
U15 -0.21 0.08 1.80 
U14 -0.25 0.08 0.76 
T5 -0.28 0.08 0.69 
T7 -0.29 0.08 0.68 
T10 -0.32 0.08 1.21 
T12 -0.33 0.08 0.80 
U25 -0.46 0.08 1.20 
T2 -0.56 0.08 0.40 

U29 -0.57 0.08 1.96 
U2 -0.59 0.08 1.33 
U3 -0.61 0.08 1.04 
U8 -0.86 0.08 0.41 
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Table 15. (cont’d)  

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

U31 -0.86 0.08 0.69 
T3 -0.88 0.08 1.46 
T9 -0.94 0.08 0.57 
T6 -1.25 0.09 0.51 
T4 -1.36 0.09 1.64 

U22 -1.44 0.09 0.55 
Mean 0.00 0.09 1.03 

SD 0.74 0.01 0.53 
Note. RMSE: .09; Adj. SD: .72; Rater separation: 8.19; Reliability: .99; Fixed (all same) chi-
square: 2599.4; d.f.: 44; significance: .00 
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Table 16. Differences in Severity on Comprehensibility 

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

T8 1.24 0.08 0.48 
U30 0.76 0.08 1.63 
U5 0.75 0.08 0.75 
U1 0.56 0.08 0.96 
U18 0.55 0.08 0.80 
T13 0.54 0.08 0.45 
U32 0.49 0.08 1.42 
U27 0.48 0.08 0.67 
U6 0.45 0.08 1.12 
U15 0.43 0.08 1.23 
U29 0.43 0.08 1.66 
U22 0.41 0.08 0.79 
U28 0.41 0.08 1.23 
U8 0.29 0.08 2.07 
U14 0.24 0.08 0.74 
T5 0.23 0.08 0.80 
U4 0.21 0.08 0.93 
U23 0.21 0.08 0.90 
U3 0.20 0.08 1.00 
U21 0.19 0.08 0.41 
U17 0.19 0.08 0.84 
T7 0.14 0.08 0.49 
T2 0.11 0.08 0.48 

U31 0.11 0.08 1.21 
U26 -0.02 0.08 0.56 
U13 -0.04 0.08 1.03 
U11 -0.05 0.08 2.49 
U9 -0.10 0.08 2.05 
U10 -0.20 0.09 0.81 
U2 -0.22 0.09 0.96 
T11 -0.25 0.09 0.55 
U12 -0.25 0.09 1.05 
T10 -0.26 0.09 0.85 
T1 -0.28 0.09 0.70 
U7 -0.38 0.09 0.57 
U19 -0.42 0.09 1.28 
U20 -0.43 0.09 0.55 
U25 -0.46 0.09 1.80 
U24 -0.60 0.10 1.64 
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Table 16. (cont’d) 

Rater ID Rater severity measure 
(in logits) 

Standard Error Infit Mean-square 

U16 -0.77 0.10 1.05 
T6 -0.82 0.10 0.60 
T9 -0.82 0.10 0.59 
T3 -0.86 0.10 0.83 
T4 -0.91 0.10 0.71 
T12 -1.48 0.12 1.41 

Mean 0.00 0.09 1.00 
S.D. 0.53 0.01 0.48 

Note. RMSE: .09; Adj. SD: .52; Rater separation: 6.04; Reliability: .97; Fixed (all same) chi- 
square: 1473.1; d.f.: 44; significance: .00 

It is important to note that the rater severity estimates in the three tables are meaningful 

only within the context of each individual analysis and are not comparable across the three 

measures. In other words, the analysis tells us that the difference in severity between U5 and U18 

(1.85 logits – 1.83 logits = 0.02 logits) on the oral proficiency rating is smaller than the 

difference between U18 and U27 (1.83 logits – 1.55 logits = 0.28 logits). However, the analysis 

does not tell us about whether U5 was more severe on ratings of oral proficiency than on 

accentedness (severity = 0.05 logits) or comprehensibility (severity = 0.75 logits). This is 

because the three FACETS analyses were run separately and thus three independent severity 

scales were constructed.  

While it is apparent from the tables that raters differ in their severity estimates, whether 

these differences in severity are meaningful or not cannot be determined from the tables alone. 

To determine this, three statistics FACETS provided were examined. These included the rater 

separation index, the reliability of the rater separation index, and the fixed (all same) chi-square. 

These three statistics are shown at the bottom of Tables 14, 15, and 16.  

 The rater separation index is the ratio of the adjusted standard division (Adj. SD) of the 
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rater severity estimates to the root mean-square estimation error (RMSE), a statistical average of 

the standard errors of measures (Linacre, 2010). When the raters are equally severe, the standard 

deviation of the rater severity estimates will be equal to or smaller than the mean estimation error 

of the entire data set and result in a separation index of 1 or less. Results of the analyses show 

that the separation index for oral proficiency is 5.33, for accentedness is 8.19, and for 

comprehensibility is 6.04. These results suggest that the variances among the 45 raters are 

substantially more than the error measurements, with the largest variance observed in the 

accentedness ratings, and that raters were not equally severe in each of the three separate 

measures.  

The second statistic, the reliability of rater separation, indicates how well the analysis 

reliably distinguishes among the raters in terms of their levels of severity. The most desirable 

result, in this case, is to have a reliability of rater separation of 0.00, because this indicates that 

the analysis is not able to distinguish rater severity reliably; that is, raters are interchangeable. 

Results of the analyses, however, show that the reliability indexes were very high for all the three 

measures (.97 for oral proficiency and comprehensibility, and .99 for accentedness), denoting 

that there were statistically significant differences in the levels of severity among the raters.  

The third statistic, the fixed (all same) chi-square, tests the null hypothesis that the 

measures of the elements in a facet (in this case, the severity of the 45 raters) are statistically the 

same, except for measurement errors. For oral proficiency, the result of the chi-square test 

indicated that the average levels of severity the entire rater group exercised were significantly 

different, χ2 (44, N = 45)  = 1296.6, p < .001. For accentedness, the average levels of severity the 

entire rater group exercised were also significantly different, χ2 (44, N = 45) = 2599.4, p < .001. 
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Similarly, the average levels of severity the entire rater group exercised on comprehensibility 

ratings were also significantly different, χ2 (44, N = 45)  =1473.1, p < .001.  

In addition to the three statistics for determining the differences in rater severity, 

FACETS also provides two fit statistics, infit and outfit, that can be used to monitor quality 

control for the assessment system and to judge rater consistency (Engelhard & Myford, 2003). 

The infit mean-square is a weighted mean-square residual, that it, the average difference between 

actual scores and the estimated scores provided by the model, whereas the outfit mean-square is 

the unweighted mean-square residual and is more sensitive to extreme ratings. The mean-square 

fit statistics indicate the amount of distortion of the measurement system and has an expected 

value of 1.0 (Linacre, 2010). Raters whose fit statistics are much larger than 1.0 rate 

inconsistently and unpredictably and their ratings exhibit more variations. Contrastively, raters 

whose fit statistics are far below 1.0 rate too consistently and do not well distinguish examinee 

performances. As recommended by Linacre (2010), the outfit problems are less of a threat to 

measurement than infit ones and infit statistics are preferable for reporting purposes.  

The raters’ infit statistics indicate the degree to which each rater is internally consistent in 

his or her ratings. The fourth column in Tables 14, 15, and 16 details the infit statistics for each 

rater in each measure. It should be noted that there is no fixed cutoff or rule for which infit 

statistics are acceptable for each rater; often times, such decisions are made depending upon the 

targeted use of the test results. Linacre (2002) suggests that the range of infit mean squares 

between 0.5 and 1.5 is practically useful. Specifically, the infit statistics equal or greater than 1.5 

indicate underfit, or too much unpredictable ratings from the Rasch measures, whereas the infit 

statistics of 0.5 or less suggest overfit, or too predictable ratings from the Rasch measures. Due 
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to the low-stakes nature of the current research study, Linacre’s recommended range was 

considered appropriate for assessing rater consistency and thus was adopted.  

Applying the abovementioned standard to Tables 14, 15, and 16, the analyses of rater-

model fit showed that, for the most part, raters were internally consistent (over 73% of the raters 

were consistent in each of the three measures). Some raters had infit statistics falling beyond the 

acceptable range (12 raters in oral proficiency, 12 raters in accentedness, and another 12 raters in 

comprehensibility). Among these inconsistent raters, T2 appeared to show rating inconsistencies 

in all three measures, with infit mean-square of 0.45 for oral proficiency, 0.40 for accentedness, 

and 0.48 for comprehensibility. These infit statistics suggest that T2’s ratings exhibited a lack of 

variability in comparison to the rest of the raters’ ratings. This lack of variation in ratings means 

that T2 had restricted the range in her ratings by not using all the rating categories included in the 

rating scales.  

In addition to T2 who showed substantial rating inconsistencies and central tendency 

effect in her ratings, five raters appeared to rate inconsistently in two of the three measures. Rater 

U28 had infit mean-square indices of 1.61 for oral proficiency and 2.27 for accentedness. These 

infit statistics suggest underfit, or highly unpredictable ratings. Raters T13, U9, U11, and U25 

were inconsistent in their ratings of oral proficiency and comprehensibility, but not accentedness. 

T13 showed evidence of overfit (infit mean-squares = 0.38 for oral proficiency and 0.45 for 

comprehensibility). U9, U11, and U25 showed varying degrees of underfit (infit mean-squares 

between 1.66 and 2.49). Taken together, these results suggest that ratings of the two inconsistent 

teacher raters (T2 and T13) tended to be less variable, while ratings of the four inconsistent 

undergraduate raters (U9, U11, U25, U28) tended to be highly unpredictable.  
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It needs to be noted that, for the purpose of this study, all the 45 raters were included in 

the FACETS analyses, regardless of rater fit. Generally, in validation studies, misfitting raters 

are omitted one by one from the analysis in order to improve the overall model fit (Engelhard & 

Myford, 2003; Linacre, 1989). The reason for the inclusion of all the raters was because the main 

purpose of this study was to compare the rating differences between the two rater groups rather 

than to pinpoint inconsistent raters. Additionally, the undergraduate raters were not 

systematically trained and thus unpredictable ratings were expected at the outset of the study. 

Since the paramount Rasch model assumption of unidimensional measurement has been checked 

and met, I considered that there was no need to eliminate any misfitting rater from the analyses, 

although the FACETS results should be interpreted with caution.  

Comparison of Rater Groups 

To answer the first research question regarding the differences in overall severity 

between the ESL teachers and the American undergraduate students when they evaluated 

potential ITAs’ oral proficiency, accentedness, and comprehensibility, I compared the average 

severity measures of the rater groups in each rating category. Results of the comparison are 

presented in Tables 17, 18, and 19.  

 Table 17 shows whether the ESL teachers tended to rate any more severely or leniently 

on average than the undergraduate raters when they evaluated the examinees’ oral proficiency. 

The fixed (all same) chi-square tests the null hypothesis that the rater groups can be thought of as 

equally lenient after allowing for measurement errors. Results of the chi-square test indicate that 

the rater groups did not differ in the average levels of severity they exercised when evaluating 

the examinees’ oral proficiency, χ2 = (1, N = 2) = 3.2, p = .07.  
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Table 17. Rater Group Measurement Report on Oral Proficiency 

Rater group Observed raw 
score 

Observed 
count 

Observed raw 
score average 

Average severity 
measure (in logits) 

Model 
SE 

ESL teachers 47040 1092 43.1 -0.05 0.05 
Undergraduates 113770 2688 42.3 0.05 0.03 

M 80405.0 1890.0 42.7 0.00 0.04 
SD 47185.2 1128.5 0.5 0.07 0.01 

Note. Fixed (all same) chi-square = 3.2; df = 1, significance = .07 

 Table 18 shows whether the ESL teachers tended to rate any more severely or leniently 

on average than the undergraduate raters when they evaluated the examinees’ accentedness. 

Results of the chi-square test indicate that the rater groups differed significantly in the average 

levels of severity they exercised when evaluating the examinees’ accentedness, χ2 = (1, N = 2) = 

67.6, p < .001. The results suggest that the undergraduate raters as a whole tended to rate more 

harshly on accentedness than the ESL teachers did.  

Table 18. Rater Group Measurement Report on Accentedness 

Rater group Observed raw 
score 

Observed 
count 

Observed raw 
score average 

Average severity 
measure (in logits) 

Model 
SE 

ESL teachers 5727 1092 5.2 -0.12 0.02 
Undergraduates 16051 2688 6.0  0.12 0.02 

M 10889.0 1890.0 5.6 0.00 0.02 
SD 7300.2 1128.5 0.5 -0.16 0.01 

Note. Fixed (all same) chi-square = 67.6; df = 1, significance = .00 

Table 19 shows whether the ESL teachers tended to rate any more severely or leniently 

on average than the undergraduate raters when they evaluated the examinees’ comprehensibility. 

Results of the chi-square test indicate that the rater groups differed significantly in the average 

levels of severity they exercised when evaluating the examinees’ comprehensibility, χ2 = (1, N = 

2) = 75.4, p < .001. The results suggest that the undergraduate raters as a whole tended to rate 

more harshly on comprehensibility than the ESL teachers did.  
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Table 19. Rater Group Measurement Report on Comprehensibility 

Rater group Observed raw 
score 

Observed 
count 

Observed raw 
score average 

Average severity 
measure (in logits) 

Model 
SE 

ESL teachers 3933 1092 3.6 -0.13 0.02 
Undergraduates 11090 2688 4.1  0.13 0.01 

M 7511.5 1890.0 3.9 0.00 0.02 
SD 5060.8 1128.5 0.4 0.18 0.01 

Note. Fixed (all same) chi-square = 75.4; df = 1, significance = .00 

 In order to provide more evidence regarding the differences in overall severity between 

the two groups of raters when they evaluated potential ITAs’ oral proficiency, accentedness, and 

comprehensibility, I carried out three separate Mann-Whitney U tests. Mann-Whitney U test is a 

non-parametric test used to compare whether two group means are equal or not and is more 

appropriate than an independent samples t test for small samples that are not normally 

distributed, which is the case in the current study.  

Results of the Mann-Whitney U tests indicated that there was no significant difference in 

severity between the ESL teachers and the undergraduate raters on their ratings of oral 

proficiency, U(43)= 180.50, Z = -.689, p = .49.  However, significant differences were found in 

the comparisons of accentedness and comprehensibility. The undergraduate raters were 

significantly more severe in the ratings of accentedness than the ESL teachers, U(43)= 124.50 , Z 

= -2.091, p < .05. The undergraduates were also significantly more severe in the ratings of 

comprehensibility than the ESL teachers, U(43) = 125.0, Z = -2.079, p < .05.  

To summarize, the Mann-Whitney U tests and the FACETS analyses yielded converging 

results, suggesting that the undergraduate raters were significantly more severe on their ratings of 

accentedness and comprehensibility than were the ESL teachers. However, the rater groups did 

not differ in severity on their ratings of oral proficiency.  
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CHAPTER 5: FINDINGS AND DISCUSSIONS OF QUALITATIVE DATA 

Presentations of Written Comments  

 To answer the second research question regarding factors that draw raters’ attention when 

evaluating examinees oral proficiency, the written comments were analyzed both qualitatively 

and quantitatively. Examples of the written comments coded for each coding category is 

presented in this section to illustrate the specific aspects of L2 speech raters commented on and 

how these factors influenced raters’ judgments. The quantitative analysis of the written 

comments includes the tallies of the coded categories and the comparisons of the mean 

frequencies of coded categories across rater groups. These analyses were performed to determine 

whether the ESL teachers and the undergraduates differed in the rating criteria they employed.   

Table 20 reports the frequency counts of the six coded main categories commented by the 

rater groups. Figure 4 illustrates graphically the proportions of the written comments coded for 

each main category. Phonology accounted for the largest group of comments, whereas the non-

linguistic factors were commented on by the raters the least. The ESL teachers made larger 

numbers of comments on phonology, linguistic resources, and fluency, and less on content and 

global assessment. The undergraduates made larger numbers of comments on phonology, 

linguistic resources, fluency, and global assessment, and less on content. Both groups made very 

few comments pertaining to the non-linguistic factors.  
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Table 20. Frequency Counts of Written Comments across Rater Group 

 Linguistic 
resources 

Phonology Fluency Content Global 
Assessment 

Non-
linguistic 
factors 

Total 

ESL teachers 393 597 381 144 115 20 1,650 
Undergraduates 474 806 598 210 531 39 2,658 
Overall 867 1,403 979 354 646 59 4,308 
 

Figure 4. Proportion Distribution of Comments Coded for the Main Categories 

 

Linguistic resources. The first main category, linguistic resources, consists of four 

subcategories: grammar, vocabulary, expressions, and textualization.   

Grammar. Both the ESL teachers and the undergraduates made a substantial number of 

comments related to grammar. Although raters commented in terms of both the accuracy and 

complexity of grammar, accuracy received more attention. Specifically, raters referred to the 

examinees’ use of number agreement (Example 1), verb tense (Example 2), English articles 

(Example 3), and referred less frequently to singular/plural marking, prepositions, and the use of 
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compound-complex sentences. In addition to pinpointing the grammar errors the examinees 

made, some raters attended to the global quality of grammar accuracy and its positive or negative 

impact on intelligibility and comprehensibility. Several raters commented that inaccurate 

grammar structures hindered comprehensibility, whereas others noted that responses with 

inaccurate grammar structures were still highly comprehensible (Example 4). Very few 

comments dealt with the range of grammar structures used (Example 5). 

Example 1: Number agreement is a problem. (T6) 

Example 2: The speaker used present tense for the past. (T7) 

Example 3: Speaker did not always use articles, which hindered understanding. (U28)   

Example 4: Her English was not so good and she didn’t construct her sentences very  

       well, but she was definitely understandable. (U27) 

Example 5: She used good range of structures (e.g., use of passive voice). (T6) 

Vocabulary. Vocabulary was another subcategory frequently referred to by both groups 

of raters. Raters repeatedly commented on the accuracy or precision of word choices (Examples 

6-7), and the use of sophisticated or advanced vocabulary (Example 8). A few raters pointed out 

the examinees’ inability to use correct word form and its impact on intelligibility (Example 9).  

Example 6: Explanations not always clear due to word choice. (T12) 

Example 7: Very precise, impressive use of words. (U14) 

Example 8: The speaker displays sophisticated vocabulary. (T6) 

Example 9: The speaker chose the wrong words and word forms in a couple of key  

        areas; that was distracting at best and confusing at worst. (T7) 

 Expressions.  The subcategory expressions refers to the examinees’ use of English 

phrases or idioms. Unlike the large number of comments on grammar and vocabulary, few raters 
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commented on the accuracy and complexity of the expressions examinees used. Some comments 

were related to inaccurate or inappropriate expressions (Example 10) while others were 

associated with the appropriateness of the phrases examinees chose to convey certain meanings 

(Example 11).  

 Example 10: It’s hard to understand this examinee because there are some awkward  

   expressions. (T3) 

Example 11: The end thought is not phrased in the appropriate manner for a suggestion,  

          like “You can buy your souvenir here”. (U20) 

Textualization. Textualization refers to the use of connectives, cohesive devices, and 

discourse markers. Several comments were related to the examinees’ abilities to use these 

devices to tie ideas together smoothly and clearly (Example 12) and to establish the links raters 

needed in order to comprehend what was being said (Example 13).  

Example 12: There is no strong use of cohesive devices to link all the ideas together. (T2) 

Example 13: Over-reliance on “and” as a coordinator, “one long and … and … and …,”  

  which results in somewhat unsophisticated speech and suggests weaker        

  discourse comprehensibility. (T5) 

Phonology. Raters as a whole made the largest number of comments on phonology. This 

main category comprises four subcategories: pronunciation (including the segmental articulation 

of vowels and consonants), intonation, rhythm and stress, and accent. The single subcategory, 

pronunciation, consists of more than half of the comments coded for phonology. Approximately 

one third of the comments were on the examinees’ accent.  

Pronunciation. The ESL teachers and the undergraduates both made frequent comments 

concerning the examinees’ pronunciation problems, either globally or locally (Examples 14-15). 
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The most jarring errors, they wrote, included the articulation of the consonants “th”, “l”, “r” and 

“n”, the insertion of epenthetic vowels (Example 16), inaccurate pronunciation of consonant 

clusters, and the unreleased final plosives such as “p”, “t”, “k,” (Example 17). Some raters 

attempted to make inference on the causes of these errors and suggested that they might result 

from the interference of the examinees’ first languages (Examples 18-19). The impact of wrong 

pronunciation on comprehensibility was also addressed (Example 20).  

Example 14: I gave her a 30 on the SPEAK rating because of her poor pronunciation. It  

was hard to understand which words she was trying to pronounce. (U15) 

Example 15: Her pronunciation was especially strong on the “r” sound and like the word  

                  “lobby.” It was very distracting. (T5) 

Example 16: Speaker struggles with “k” sound by adding “ah” to the end of it, like  

       “bookahstore.” (U14) 

Example 17: Pronunciation problems with dropping the final “p” and “t”, like “get.” (T8) 

Example 18: The examinee might be an Arabic speaker because he has the typical  

           Arabic RRRs sounds. (T3) 

Example 19: Sounds like some Chinese speakers. Speaker struggles with the “ee”  

         sounds, like in “street.” (U12) 

Example 20: The segmental problems here are significant enough to require a patient  

       listener. (T2)  

Intonation. In terms of intonation, raters commonly referred to the accuracy and 

nativeness of the examinees’ intonation patterns and how they impacted comprehensibility 

(Example 21). Similar to the comments on pronunciation, raters made inferences on the potential 

impact of the examinees’ first languages on their intonation patterns (Example 22). Flat 
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intonation patterns and the inability to divide the speech into meaningful thought groups were 

also commented on (Example 23-24).  

Example 21: This speaker’s intonation sounds very different from what you would expect  

      from a native speaker and makes it hard to follow. (U18) 

Example 22: The rhythm and prosody are very distracting, sounds like a Chinese speaker.  

         (T3) 

Example 23: The intonation is off—monotonous and oddly inflected. (T8) 

Example 24: The thought groups were not clear, which means that he needs to work on  

          his intonation. (U1) 

Rhythm and stress. Raters commented on the stress patterns within individual words 

(Example 25-26) as well as at the sentence level, namely, the rhythm of the speech (Example 

27). Wrong stress patterns were considered distracting to the listeners and had a negative impact 

on intelligibility and comprehensibility (Example 28-29). The naturalness of the stress patterns 

was also mentioned in several comments (Example 30).  

Example 25: I couldn’t catch several stressed words. (T6) 

Example 26: The speaker stresses unnatural syllables (U20) 

Example 27: The rhythm is a little bit off. (T3) 

Example 28: The speech doesn’t generally follow the sentence stress patterns typical of  

         English. (T2)  

Example 29: Word stress patterns are distracting and make comprehensibility low. (T3) 

Example 30: Speech sounds funny because the speaker stresses unnatural words. (U7) 

Accent. Many raters commented on the examinees’ accent in terms of its impact on 

comprehensibility. Some examinees’ accent was judged to have an adverse impact on 
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comprehensibility (Example 31), whereas others considered accented speech was still 

comprehensible (Example 32). Several undergraduates raised the concern of being taught by 

examinees who had a heavy accent (Example 33). 

Example 31: Very strong accent and hard to understand her most of the time. (U2) 

Example 32: Accent was strong, but did not affect comprehensibility. (T6)  

Example 33: His accent was so strong, being taught by this person would be very  

         difficult. (U5)  

Fluency. Approximately one fifth of the comments were coded under the main category 

of fluency. Fluency encompassed the flow and smoothness of the examinees’ speech. Several 

raters pointed out specific aspects of fluency, such as the pausing features (hesitation and fillers), 

the speech rate of the speakers, repetition, and self-repairs. Other times raters evaluated the 

speech samples based on the global quality of fluency.  

 Pauses. A substantial number of comments within the fluency category relates to the 

pausing features of the speakers. Unnatural pausing patterns of the speakers were considered to 

have negative impacts on comprehensibility (Example 34). The use of filled pauses, such as “uh” 

and “er,” and stuttering and stumbling were also sources of concerns. Raters considered that 

excessive or unnatural use of fillers might have a detrimental effect on the flow of speech 

(Examples 35).  A few raters made inferences about the reasons for the unnatural patterns of 

pauses and hesitations in the examinees’ speech. They speculated that the examinees might be 

planning the language or organizing their ideas which resulted in unnatural pauses (Example 36). 

Raters tended to be sympathetic in situations where they considered that the excessive use of 

pauses was a result of cognitive planning or nervousness rather than an authentic reflection of the 

speaker’s oral proficiency (Example 37).   
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Example 34: Her lack of pauses at the end of each utterance made me hard to follow  

          (T1). 

Example 35: The use of fillers such as “uh”, “um”, and “er” between words was a bit  

         distracting. (U24) 

Example 36: The pauses here sound to be pauses of someone thinking, not struggling to  

                     find words or anything. (T3) 

Example 37: He stumbled excessively while speaking. I believe this wasn’t because he  

couldn’t think of a word that he wanted to use but merely because he was   

nervous. Although this was slightly annoying, I gave him a passing grade 

because I believe it was not because he had a weak grasp of the language 

that caused him to stumble over his words. (U3) 

 Repetition and repair. Repetition and repairs are specific types of disfluency that 

appeared to be jarring to the raters’ ears. Raters commented on the occurrences of word 

repetitions, false starts, and self-repairs, and their negative impacts on comprehensibility 

(Examples 38). Raters also discussed the challenges repetitions and repairs posed for speech 

processing. Some raters thought that unnatural repetitions and self-repairs could damage the 

fluidity of speech and made it difficult for the examinees to complete tasks in the time allotted 

(Example 39). Several raters commented on repetitions of individual words and phrases and felt 

that such occurrences were distracting to the listeners (Example 40). Lastly, the repetitions of 

similar grammar structures and ideas were viewed negatively (Example 41).  

Example 38: Some hesitations, lots of repetitions, which lower comprehension with all  

          the repetitions. (U20) 

Example 39: Some excessive repair prevents her from completing the task or getting  
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      reasonably far enough in time. (T2)  

Example 40: Lots of repetitions of words, verb phrases—very distracting. (T3) 

Example 41: The structures were often repeated though there were only a few errors (e.g.,  

         come left). There were also repetitions of ideas and words with some minor  

          errors. (T6) 

 Speech rate. Many raters noted the relationship between intelligibility and the speed of 

speech. Some examinees were judged to speak too slowly (Example 42) while others too fast 

(Example 43). In any case, an unnatural speech rate was judged to have a negative impact on 

intelligibility. However, raters did not want to penalize the examinees because of their speech 

rate because they felt that some examinees might be pressured by the response time and were 

forced to speak faster than they normally would. Raters considered that the examinees’ unnatural 

fast speech that resulted in low intelligibility might not be an accurate representation of the 

examinee’s speaking proficiency (Example 44). Several raters, mostly the undergraduates, 

showed a preference for a slower speech rate. They assumed that slower speech could improve 

intelligibility, particularly in cases where strong accent was present (Examples 45-46). They also 

suggested that clear and slow speech was important for a foreign TA (Example 47).  

Example 42: If he wasn’t speaking so slowly, he’d be easier to understand. (U5) 

Example 43: He speakers a bit too fast. (U2) 

Example 44: He may be pressured by time, I’m not sure, but his fast speech makes him  

really hard to understand. … I feel bad giving this one a low score because I 

have a feeling that he wouldn’t talk like this normally. If he talked slower and 

more deliberately I would have understood him fairly well. (T5) 

Example 45: The accent was slightly thick. However, the speaker was speaking  
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       slow enough that I understood what she was saying. (U4) 

Example 46: Speaker just speaks too fast. If she slowed down some, she would be  

pretty good. Slowing down will also lesson the intensity of her accent.          

(U22) 

Example 47: I could comprehend it, but the way he was saying it, in short, fast sentences  

was what made it hard. If he was talking like that in class, I think it would be    

difficult for students to understand him. It’s best to speak slowly and clearly. 

(U25) 

Content. When making references to the content of the responses, raters commented on 

three main aspects: task fulfillment, the ideas the examinees produced, and the organizations of 

the information produced.  

 Task fulfillment. Task fulfillment was evaluated in terms of whether the task 

requirements were performed competently (Example 48) and whether the responses stayed on 

topic (Example 49). Several raters made inferences with regard to the reasons for incomplete 

tasks, and pointed out the potential causes such as slow speech rate or response-time constraints 

(Example 50). One rater showed a preference for a score of 45 on the SPEAK rating scale for 

responses that showed good task fulfillment but had a few linguistic problems (Example 51).  

Example 48: Task seems to be performed competently. (T6) 

 Example 49: The speaker was on topic although the task was not completed. (U1) 

 Example 50: He spoke too slowly and carefully. So he was unable to finish the task in  

       time. (T7) 

 Example 51: I would have liked to have given this person a 45 if that existed because she  
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accomplished the task very well. But her pronunciation and word choice were 

very distracting so I went with a score of 40. (T5) 

 Ideas. Raters commented on the content of the responses both in terms of the number of 

ideas produced (Example 52) and the way the information was delivered (Example 53). They 

also commented on the ideas according to their clarity (Example 54). Another point made by 

several raters associated with the examinees’ readiness to be an ITA (Example 55). Finally, 

raters also discussed the difficulties in comprehending the information reported in the responses 

(Example 56).  

 Example 52: The speaker repeated the same information; very redundant. (T1) 

 Example 53: The speaker provides lots of information and it’s very naturally stated.  

         (U20) 

Example 54: The speaker’s thought groups are not always clear, but she seems to  

         interpret information competently. (T6)  

Example 55: He explained things perfectly and is organized. He would be a good TA for  

       that reason. (U15) 

Example 56: It was hard to catch several ideas. (T6)  

Organization. Raters evaluated the content of the responses in terms of the organization 

of the responses and its impact on comprehensibility (Examples 57). Raters indicated that poor 

organization could hinder comprehensibility even though individual words were intelligible 

(Example 58). Several raters attempted to make inferences regarding the reasons for poor 

organization and suggested that the causes might be due to poor grammar structures or lack of 

background information on the topics (Examples 59-60). 

 Example 57: The organization of the response requires significant listener effort to  
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      decipher the message. (T2)  

Example 58: The organization and flow make it hard to follow what the speaker is trying  

         to say, but I was able to understand the individual words the speaker was  

         saying. (U6)  

Example 59: Her organization was slightly hard to follow, maybe because she mixed  

         different verb tenses in the same sentence. She often forgot verbs too. (U3) 

Example 60: His organization was bad. I guess maybe because this is an impromptu kind  

         of test where they aren’t allowed to think of any background information on  

         the topic they are to speak about before hand, so I can’t blame him. (U3)  

Global Assessments. From time to time, raters made global assessments of examinees’ 

speech (Example 61). They made frequent references to the holistic qualities of the speech 

samples, specifically on the comprehensibility and intelligibility of the speakers (Examples 62-

63). A few raters evaluated the performances in terms of the test purpose—that is, to provide an 

indication of the examinees’ readiness to be an ITA (Examples 64-65).  

 Example 61: Overall speech was very good and very easy to understand. (U14) 

Example 62: Her comprehensibility could be worked on, but good overall. (U31) 

 Example 63: The overall intelligibility of the speech was not high. (U31) 

 Example 64: One thing that influenced me was that I could imagine him effectively  

        speaking in front of a class in America. (T7) 

Example 65: The speaker is not qualified for a TA because he sounds muffled when  

        speaking English. (U29) 
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Non-linguistic factors. Relatively few comments were related to non-linguistic issues. 

These included the examinees’ test-taking strategies (Examples 66), being nervous or confident 

during the test (Examples 67-68), and voice quality (Examples 69-70).  

Example 66: Nothing linguistic was in his way—just a bad test-taking strategy. (T3) 

Example 67: He sounded nervous which may have affected his fluency. (T10) 

Example 68: The examinee sounded somewhat confident. (T10) 

Example 69: Tone of his voice is distracting, sounds somewhat like shouting. (T5) 

Example 70: His voice is so deep that you can’t really understand what he is saying.  

         (U31) 

Comparison of Written Comments 

Since one of the main purposes of this study was to compare the types of rating criteria 

raters attended to across rater groups, I tallied the coded data and computed the percentages for 

each rater and for each code both at the main category and subcategory levels for quantitative 

data analysis. Due to the imbalanced numbers of raters across rater groups, when performing 

statistical analysis, I used the percentages of comments each rater made for each coded category, 

instead of the raw frequency, to perform cross-groups comparisons. The tests of normality 

indicate that the distribution of the percentages calculated for each rater for each code did not 

meet the statistical assumptions of parametric tests. Thus, I used the nonparametric tests, the 

Mann-Whitney U tests, to compare the coded data both at the main category and the subcategory 

levels.  

Main categories. Table 21 reports the descriptive statistics for the six coded main 

categories, including the mean and standard deviation for each group. A scrutiny of the table 
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indicates that many of the coded data show high standard deviations. The variability was resulted 

from the variations in the proportions of comments each rater made in each coded category.  

Results of the Mann-Whitney U Tests indicate that the two groups did not differ in the 

percentages of comments coded for linguistic resources, phonology, fluency, content, and non-

linguistic factors. The only significant difference observed was associated with raters’ global 

assessment of the examinees’ oral proficiency, U(43)=62.5, Z= -3.65, p < .001, suggesting that 

the undergraduate raters commented significantly more frequently on the global quality of the 

responses than the ESL teachers did.  

Table 21. Descriptive Statistics and Mann-Whitney U Tests for the Main Categories 

Overall  
(N = 45) 

ESL teachers  
(n = 13) 

Undergraduates 
(n = 32) 

Z-value Main 
categories 

M SD M SD M SD  

P 

Linguistic 
resources 

18.1 10.7 20.6 10.9 17.1 10.7 -1.03 .29 

Phonology 34.1 16.6 40.6 17.8 31.5 15.7 -1.62 .10 
Fluency 21.4 11.1 23.3 9.5 20.7 11.7 -5.26 .59 
Content 7.1 6.6 8.6 7.7 6.5 6.1 -7.54 .45 
Global 
assessment 

17.6 18.6 5.7 5.1 22.4 20.0 -3.64 <.001 

Nonlinguistic 
factors 

1.7 2.7 1.2 1.4 1.8 3.1 -0.02 .97 

 

 Linguistic resources. In terms of the subcategories within the main category of linguistic 

resources, raters as a whole made nearly equal proportion of comments to the grammar (M = 

44.3%) and vocabulary (M = 44.0%) aspects of the examinee responses (see Table 22). In 

contrast, raters commented less frequently on the expressions and textualization. Results of the 

Mann-Whitney U Tests indicate that the rater groups differed significantly in the proportions of 

comments they made on the expressions the examinees produced, U(43) = -2.87, Z = 121.5, p <  
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.001. The ESL teachers appeared to comment more frequently on the expressions used by the 

examinees than the undergraduates did.  

Table 22. Descriptive Statistics and Mann-Whitney U Tests for Linguistic Resources 

Overall  ESL teachers  Undergraduates Subcategories 
M SD M SD M SD 

Z-value P 

Grammar 44.3 25.5 44.9 16.9 44.1 28.6 -0.20 .84 
Vocabulary 44.0 27.2 38.7 19.4 46.2 29.8 -0.47 .63 
Expression 2.9 6.2 6.6 7.9 1.4 4.6 -2.87 <.001 
Textualization 6.5 13.4 9.7 17.2 5.2 11.6 -1.59 .11 
  

 Phonology. The main category phonology consisted of the largest proportion of the 

written comments. Raters as a whole commented most frequently on the pronunciation aspect of 

the speakers’ speech, suggesting that the examinees’ articulations of vowels and consonants were 

salient features of L2 speech for the listeners. Table 23 displays that more than one third of the 

comments were related to the examinees’ foreign accent (M = 34.5%), whereas less than 10% of 

the comments were related to either the intonation or rhythm and stress aspects of the speech 

samples.  

Results of the Mann-Whitney U Tests indicate that the rater groups differed significantly 

in the proportions of comments they made for intonation, U(43) = 54.0, Z = -4.23, p < .001, 

rhythm and stress, U(43) = 87.0, Z = -3.42, p < .001, and accent, U(43) = 91.5, Z= -2.91, p 

<.001.  The results indicate that the ESL teachers commented more frequently on the intonation 

and rhythm and stress aspects of the examinees’ speech, while the undergraduates commented 

more frequently on the examinees’ foreign accent.  
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Table 23. Descriptive Statistics and Mann-Whitney U Tests for Phonology 

Overall ESL Teachers Undergraduates Subcategories 
M SD M SD M SD 

Z-value P 

Pronunciation 52.0 23.7 53.8 15.3 51.2 26.6 -0.25 .80 
Intonation 6.3 10.8 15.2 12.7 2.6 7.4 -4.23 <.001 
Rhythm and 
stress 

7.3 14.9 12.9 10.9 5.0 15.8 -3.42 <.001 

Accent 34.5 26.1 17.9 17.4 41.2 26.2 -2.91 <.001 
 

 Fluency. Table 24 reports the results for the main category of fluency, the second largest 

group of comments raters made. As the table shows, the comments as a whole coded were 

concerned with, in descending order, (a) overall fluency, (b) pauses, (c) repetition and repair, and 

(d) speech rate. Results of the Mann-Whitney U Tests indicate that the rater groups did not differ 

in any of comments they made for any of the four subcategories.  

Table 24. Descriptive Statistics and Mann-Whitney U Tests for Fluency 

Overall ESL Teachers Undergraduates Subcategories 
M SD M SD M SD 

Z-value P 

Pauses 28.8 26.4 38.4 24.8 24.9 26.4 -1.88 .06 
Speech rate 13.8 15.3 17.1 16.2 12.4 14.9 -1.11 .26 
Repetition 
and repair 

15.0 14.6 13.5 9.5 15.7 16.4 -0.11 .90 

Overall 
fluency 

37.9 28.9 31.1 27.9 40.8 29.2 -0.96 .33 

 

 Content. Relatively few comments were coded for the main category of content. Table 

25 shows that when raters commented on different aspects of the content, they commented most 

frequently on the ideas the examinees produced in their responses (M = 40.0%). This was 

followed by comments made about the organization of the responses (M = 28.2%) and task 

fulfillment (M = 10.1%).  Results of the Mann-Whitney U Tests indicate that the ESL teachers 

commented significantly more frequently to task fulfillment than the undergraduates did, U(43)= 
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125.0, Z= -2.67, p < .001 (See Table 25). No significant difference was found on the comments 

coded for ideas and organization.  

Table 25. Descriptive Statistics and Mann-Whitney U Tests for Content 

Overall ESL Teachers Undergraduates Subcategories 
M SD M SD M SD 

Z-value P 

Task 
fulfillment 

10.1 21.6 21.5 26.4 5.5 17.8 -2.67 <.001 

Ideas 40.0 43.2 39.7 39.3 40.1 45.3 -0.27 .78 
Organization 28.2 39.5 23.4 35.5 30.2 41.4 -0.05 .95 
 

 To summarize, raters attended to six major conceptual categories when evaluating the 

examinees’ oral proficiency: linguistic resources, phonology, fluency, content, global 

assessment, and non-linguistic factors. Within each major category, they paid attention to 

different aspects of L2 speech. At the main category level, rater groups differed significantly in 

the proportion of comments they made on global assessment. The undergraduate raters 

commented more frequently on the overall quality of the examinees’ responses than the ESL 

teachers did. At the subcategory level, rater groups differed significantly in the proportion of 

comments they made on several different performance features, including (a) expressions, (b) 

intonation, (c) rhythm and stress, (d) accent, and (e) task fulfillment. The ESL teachers 

commented more frequently on expressions, intonation, rhythm and stress, and task fulfillment 

than the undergraduates did, whereas the undergraduates attended more often to the accent of the 

examinees than the ESL teachers did.  

Findings and Discussions of Interview Data 

 The interview data was analyzed to explore the links between the ratings raters assigned 

and the factors that influenced their ratings. In addition to the six main rating criteria identified 

through the written comments presented earlier, the interview data further reveal three major 
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factors that have important bearings on the ratings: (a) experience with accented speech, (b) 

accent as an important rating criterion, (c) analytic versus holistic ratings.  

Experience with accented speech. The ESL teachers and the undergraduates believed 

that experience with accented speech could help them better understand the SPEAK examinees 

and lack of familiarity with foreign accents could deter students from comprehending ITA 

speech. All the ESL teachers reported that they were familiar with a variety of foreign accents 

and that their experience with foreign accents helped them understand L2 speakers, even those 

with heavy accents. T6 commented that “My teaching experience has helped me a lot. If I listen 

to a particular speech, I can usually understand and infer what the speaker’s language 

background might be. I can easily differentiate a Japanese from a Korean, or a Chinese. 

Understanding their accent is usually not a problem at all.” T1, whose first language was 

Japanese, said that she could easily understand someone with an Asian accent and felt that she 

might become more lenient because of that reason. “I think it becomes a bit easier for me to 

understand their speech because I’m so used to these students’ pronunciation. I might have 

become very lenient,” she said. Similarly, some teacher raters felt that their accent familiarity 

might have influenced their ratings toward the lenient side. T4, one of the most lenient teacher 

raters in the oral proficiency and accentedness rating categories (see Figures 1 and 2), thought 

that she might not have been as objective as she should have because “I’m exposed to many 

different accents, so I might be biased. I’m worried that my ratings might be too high because 

honestly I could understand them all.”  

Several ESL teachers felt that they should be aware of the difference in the amount of 

accent exposure experienced raters and naïve undergraduates had when they evaluated ITA 

speech. T8, who had taught in different countries and been a SPEAK rater for seven years, said 
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that “I’ve taught for so many years and I probably can identify 25 different accents, like a 

Swedish, or a Korean. But your 17 years old couldn’t.” She said that she always reminded 

herself about her experience with accented speech whenever she rated SPEAK examinees and 

commented that she would not pass an examinee if she did not think that undergraduates could 

understand the person. Another rater, T11, who was also very conscious about the 

undergraduates’ limited exposure to accented speech, felt that as a rater, “you have to think that 

whether your undergraduates can listen to this accent in the class for two hours. Like I said, I can 

give most of them a 50 because I understand what they’re saying, but not the undergraduates. So 

it’s a fine line and you really have to be conscious about it.” Interestingly, the two raters, T8 and 

T11, who were most mindful about the discrepancy in accent familiarity between experienced 

raters and linguistically naïve undergraduates, were also the most severe teacher raters in the oral 

proficiency ratings (see Figure 1).   

 While the teacher raters all reported to have extensive exposure to accented speech, the 

majority of the undergraduates said that they had limited foreign accent exposure and felt that 

understanding foreign TAs could sometimes be a challenging task. Twelve undergraduate raters 

said that they did not have any foreign friend or exposure to foreign accent before they came to 

MSU.  Several undergraduates shared their personal stories about the difficulties they had with 

their foreign TAs. For example, U21 said that “my math TA was an Indian and it was hard for 

me to understand him because of his pronunciation. I just had to study by myself.” When 

replying to the question regarding how often he approached his ITA, he said, “I didn’t approach 

him at all because it was not helpful coz’ I couldn’t understand him anyway.” U8, one of the 

harshest undergraduate raters, complained that “having teachers who don’t speak your native 

language is really hard, especially for a freshman, because you have to focus on two things rather 
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than just one. I mean, you have to understand the language and also the math concepts at the 

same time.” Another undergraduate, U25, reported that she was initially planning to major in 

math when she first joined MSU, but because she could not understand most of her math TAs 

during her first year and her classmates “couldn’t understand them either.” So eventually, “I 

switched my major”, she said.   

Accent as an important rating criterion. Though the ESL teachers and the 

undergraduates both expressed concerns about the impact of accent familiarity on 

comprehending ITA speech, raters’ opinions about whether accent should be considered as an 

important rating criterion in the evaluation of ITA speech differ within groups and across groups. 

Within the teacher rater group, the two most severe raters, T8 and T11, emphatically expressed 

the importance of weighing accent highly when screening ITAs. T8 felt that “You can have 

somebody who has excellent vocabulary, grammar, but if the accent is causing a problem, then 

they should get a low score. They can have perfect grammar, but if I can’t understand their 

accent, then they shouldn’t be in the classroom.” A somewhat less harsh teacher, T7, also 

suggested accent be one of the most important rating criteria because he thought that “if accent 

becomes a stumbling block for the students, then they would have to struggle more than what 

they should in order to understand what the teacher is saying.” 

However, the majority of the teacher raters thought that accent should not be an 

important rating criterion. Some teachers suggested that other speech features such as stress, 

intonation, and pauses were more important than accent. T9, who has taught many Chinese and 

Arabic students, reported that accent was not an important criterion for him, and “in a lot of 

ways, flow or fluency definitely are the most important. Then you also look at their stress 

patterns and their intonation. These are definitely more important.” T12, who generally did not 
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consider accent an important factor in judging SPEAK examinees, distinguished a point where 

he would consider accent in his rating decisions. “If the speaker has a very standard accent, 

wherever that accent comes from, I usually don’t take that into consideration. But if it’s a very 

strong accent and I believe that it will hinder undergraduates’ comprehension significantly, then I 

do.”  

The majority of the undergraduate raters expressed their concerns regarding how heavy 

accent could impact their comprehension of ITA speech and indicated that accent was an 

important rating criterion for them. U18, one of the harshest undergraduate raters, suggested that 

accent was an important rating criterion for her and that if she could not “figure out what the 

speaker was saying, then I don’t think he should be a TA.”  Another harsh undergraduate rater, 

U5, commented that “accent is so important because if you can’t understand their pronunciation, 

you get very confused.” U31 stated that accent was the most important rating criterion because 

“if their accent is so heavy, then I’ll have to figure out what they’re trying to say and meanwhile, 

I’m also trying to understand the concepts they’re teaching me.” Most of the undergraduates 

agreed that learning new concepts, such as math equations or statistical concepts, was a 

cognitively challenging task and that having to learn new materials and at the same time trying to 

understand an unfamiliar foreign accent would adversely influence their learning.  

In contrast, few undergraduate raters acknowledged that accent was not an important 

rating criterion, and other fluency features, such as the pauses or speaking rate, were more 

important. U2 commented that “I don’t think accent is that important. I think that flow is more 

important. Like if they stumble, or pause a lot, I think that’s what confuses me the most when I 

evaluated them.” U13, who had experience tutoring ESL learners and had studied abroad in 

Spain, said that “I focused more on the vocabulary and the grammar rather than the accent. I felt 
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that rating was more about how they spoke, not their accent. So if they use the right verb tense or 

appropriate vocabulary, then I would give a 50.” Five undergraduates commented on the 

unnatural speaking rate the examinees had and indicated that a normal or slower speech rate was 

preferred. For example, U15 mentioned that “I think their speed is a big one. Sometimes I have 

TAs who speak very fast. Honestly, I prefer a normal pace, not too slow or too fast. But if their 

accent is too heavy, then it’s better to speak slowly.”  

Analytic versus holistic ratings. One noticeable difference between the ESL teachers 

and the undergraduates’ interview protocols pertains to their approaches to ratings. The ESL 

teachers as a whole appeared to commented significantly more frequently on specific linguistic 

features that they took into account while the undergraduates tended to adopt a more global, 

impressionistic approach to making their rating decisions. Most the ESL teachers pinpointed 

precise speech features that drew their attention and indicated how they used these features as 

rating criteria to finalize their ratings. For example, when commenting on the examinees’ use of 

grammar, T1 noticed that “when the examinee made grammar errors, like the third person 

singular “s”, that doesn’t obscure meaning, so I won’t mark them down. But like the wrong verb 

tenses, or like they use present tense for past tense, then I would give a lower grade.”  

 As the data indicate, few undergraduates were able to use precise linguistic terms as the 

ESL teachers did to describe how they made their rating decisions. The majority of the 

undergraduate raters stated that they based their judgments primarily on whether they could 

understand a given speaker or they would like the person to be their TAs.  U10, for example, felt 

that making the oral proficiency ratings was not an easy task because she had never rated L2 

speakers or used a rating rubric before. She said that she mainly “graded them based on if I want 

them to be my TA. Like for my math class, I’m not good at math, so I wouldn’t want to have a 
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foreign TA simply because I couldn’t understand them.” Likewise, U27, who dropped a math 

course taught by an Asian TA in his first semester, said that “Well, I just went by how much I 

could really understand.  As long as you can understand what they’re saying, I think that’s the 

most important. ”  

In summary, the interview protocols indicate that raters’ experiences with accented 

speech had substantial impacts on one’s comprehension of ITA speech and moderate impact on 

how raters derived their ratings. Most teacher raters, while acknowledging that their accent 

familiarity had made their comprehension of the examinees easier, suggested that other linguistic 

features such as overall fluency were more important than foreign accent. In contrast, most 

undergraduate raters had very limited exposure to foreign accent and believed that accent was 

important in the evaluation of ITA speech. Finally, the ESL teachers and the undergraduates 

differ in their overall approaches to rating. Whereas the ESL teachers tended to rate more 

analytically, the undergraduates were more inclined to making their judgments basing on 

whether they felt they could understand the speakers or whether they could like the speakers to 

be their TAs.  
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CHAPTER 6: GENERAL DISCUSSION 

Testing programs that administer high-stakes tests are responsible for delivering tests that 

are reliable, ethical, and valid. They must do so because their high-stakes tests provide the basis 

for score interpretations that significantly impact test takers’ lives. Testing programs that 

administer ITA screening exams are no exception to this rule. The tests they administer are 

ultimately used to decide who can obtain a teaching assistantship, which will ultimately impact 

not only the test takers themselves, but also the lives of the test takers’ family members, the 

ITAs’ students, and the universities that hire the ITAs. Thus, the significance of the use of ITA 

tests cannot be underestimated.  

As outlined at the beginning of the dissertation, the main purposes of this study were 

twofold. Firstly, I wanted to compare ESL teachers’ and American undergraduates’ evaluations 

of ITA speech. I did this by having the raters rate samples of ITA speech on three factors—oral 

proficiency, accentedness, and comprehensibility. I also wanted to check if both groups rated 

equally across those three factors, or if one group rated differentially on one or more of these 

dimensions. If they do evaluate ITAs’ speech differently, I wanted to identify why. Secondly, to 

understand the cognitive processes raters undergo when rating ITAs’ speech samples, I 

investigated to what, in the speech samples themselves, the raters attended. That is, I identified 

and then compared the factors in the speech samples that drew the raters’ attention during the 

rating process. I assumed that the raters would attend to a variety of linguistic features and 

overall task performances, the factors toward which the SPEAK scoring rubric guided them. But 

did they attend to those factors differently? And, moreover, did they attend to other factors not 

expressed in the rubric? I applied both quantitative and qualitative methodologies to address both 



95 
 

of these questions, both of which center on rater effects and rater orientations. And in this study 

in particular these questions apply across two groups of raters in an ITA testing situation.  

In response to the first research question, the results suggest that the rater groups did not 

differ in the severity they exercised when they evaluated the examinees’ oral proficiency. More 

precisely, results from the between-group comparison indicate that the difference in rater 

severity between the ESL teachers and the American undergraduates was small and did not reach 

statistical significance—the rater groups rated the examinees’ oral proficiency in a similar 

fashion, and thus little difference in severity was observed. This finding is backed by the overall 

results of the multiple quantitative analyses, including the descriptive statistics of the raw scores, 

the classification of ITAs assignments, the FACETS analyses, and the Mann-Whitney U tests.  

The result concerning the overall equality in the raters’ judgments on oral proficiency 

contradicts Barnwell’s (1989) study that found that untrained raters were harsher than teacher 

raters concerning their judgments of oral proficiency. On the other hand, the results are 

consistent with several studies reviewed earlier (Dalle & Inglis, 1989, March; Powers et al., 

1999; Saif, 2002), corroborating previous findings that ratings of oral proficiency awarded by 

untrained, undergraduate students and ESL professionals are similar and related. Thus, this study 

provides additional support to the argument that the features of an individual’s oral performance 

are potent determinants of raters’ judgments of an examinee’s overall speaking ability. Thus, 

despite disparate rating experiences (expert versus inexperienced) and contrasting linguistic 

backgrounds (varied versus non-varied) across the two groups in this study, the undergraduate 

raters were found to assign oral proficiency ratings comparable to those assigned by the ESL 

teachers who had much training and more linguistic experience, just as has been found in prior 

studies (A. Brown, 1995; Lumley & McNamara, 1995). 
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However, the results from this study become more complex and intriguing when the two 

groups’ ratings on accent and comprehensibility are considered. There were significant, between-

group differences between the two groups’ ratings on accentedness and comprehensibility. The 

undergraduate raters were more severe when they judged the examinees’ foreign accents. They 

also perceived a significantly higher level of difficulty in comprehending the examinees’ speech. 

But these results should not be surprising. Previous work (Bailey, 1984b; Fox & Gay, 1994; 

Hinofotis & Bailey, 1981; Plakans, 1997; Rubin, 1992; Rubin & Smith, 1990) has indicated that 

American undergraduates tend to evaluate ITAs’ foreign accented speech negatively. For 

example, Hinofotis and Bailey (1981) and Plakans (1997) both found that poor pronunciation 

was the most prominent failure (as judged by students) in ITAs’ communicative competence. 

The FACETS analyses reported support such a view and extend it with respect to ratings of 

comprehensibility in between-group comparisons.  

But why do American undergraduates tend to evaluate ITAs’ foreign accented speech 

negatively and, concomitantly, indicate that they have a hard time comprehending such speech? 

Findings of the interviews lend a hand at understanding this. One possible reason for the 

between-group difference in severity observed in the ratings of accentedness and 

comprehensibility pertains to the raters’ amount of exposure to, and experience with, foreign-

accented speech, as suggested by the interview data. All the undergraduate raters reported that 

they had very limited contact with nonnative English speakers either during their upbringing or 

in their circles of friends, whereas the ESL teachers all indicated that they had extensive 

ESL/EFL teaching experience, contact with nonnative-English speakers, and were familiar with 

a wide variety of nonnative English accents. As the ESL teachers reported in their interviews, 

their extensive exposure to an array of diverse English pronunciations from learners of various 
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L1 backgrounds have enhanced their ability to decipher the meaning conveyed by accented, L2 

speech. These results corroborate findings from a large body of previous work in speech 

perception and on the cognitive processing of L2 speech—work that supports the general claim 

that the amount of exposure to World Englishes and/or interaction with nonnative speakers can 

enhance the listening comprehension of those English varieties (Derwing & Munro, 1997; 

Derwing et al., 2002; Gass & Varonis, 1984; Kang, 2008, 2010; Munro & Derwing, 1994; 

Powers et al., 1999).   

The second research question in this study delved into why raters with different 

backgrounds may differentially rate the speech of ITAs. In particular, with this second research 

question, I asked if the rater groups attended to different features (or factors) in the speech of the 

ITAs, and whether this differential attention could explain the observed differences in score 

assignments. This second research question also addresses the extent to which the ESL teachers 

and the undergraduates differed in the rating criteria they employed. This is an important area of 

investigation because all raters should rate language against the same set of criteria (Bachman, 

1990; McNamara, 1996). When raters reliably use a common set of criteria against which to 

judge language, they are providing and operationalizing a common measurement of the test 

construct (Bachman, 1990). To not do so (if different raters use different judging criteria) 

presents theoretical problems and construct-validity issues in terms of score comparability 

(Messick, 1989).  

By coding the written comments, I identified six main rating categories the raters 

reported they employed: linguistic resources, phonology, fluency, content, global assessment, 

and other, nonlinguistic factors. Concurring with A. Brown et al. (2005), the raters’ attention to 

the first four rating categories (linguistic resources, phonology, fluency, and content) was broken 
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down further. For example, within the linguistic resources category, raters made comments on 

the examinees’ use of grammar, vocabulary, expression, and textualization. Within the 

phonology category, the examinees’ pronunciation, intonation, rhythm and stress, and foreign 

accent were all sources of attention. As far as fluency is concerned, raters judged the responses 

based on the repetitions or self-repair patterns and the speech rate of the speakers. In terms of 

content, raters noted whether the examinees fulfilled the task requirements, the ideas that the 

examinees produced, and the organization of the responses. Nonlinguistic factors included test-

taking strategies, voice quality, and examinees’ emotions.  

The quantitative comparisons of the written comments and the qualitative analysis of the 

interview protocols further helped determine the extent to which rater groups differed in the 

rating criteria they utilized. The results of these separate analyses converged, indicating that the 

ESL teachers and the undergraduates attended to several aspects of the linguistic dimensions in 

the examinees’ speech differently, as predicted by past research (Chalhoub-Deville, 1995; Elder, 

1993). Specifically, the results suggest that the teacher raters commented more frequently on a 

variety of linguistic features than did the undergraduates. The undergraduates, on the other hand, 

appeared to evaluate the examinees’ oral performances more impressionistically. The interview 

data reveal that many undergraduates were not familiar with the rating criteria for judging the 

SPEAK examinees and, thus, they made their rating decisions solely through their appraisal of 

whether they felt a particular examinee was qualified to be an ITA, or whether they would like 

the speaker to be their TA—a criterion not on the rating rubric. In either case, the data appear to 

suggest that undergraduate raters consider their personal feelings, perhaps even their fears, and 

their possible future experiences as students in ITA classes in judging ITA speech. They may 
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tend to err on the side of caution and be more severe on accent and comprehensibility, regardless 

of oral proficiency, in anticipation of possibly having the test taker as a teacher in the future.  

Bolstering this argument further, the undergraduates provided a substantially larger 

proportion of comments on the examinees’ accents than the ESL teachers did. And consistent 

with the results of the quantitative data, the rater groups differed in terms of their judgments of 

the examinees’ accents (the undergraduates were more severe on accent). Many undergraduates 

commented that the examinees’ accents were so heavy that they could not understand what the 

speakers were saying and some mentioned explicitly that they would prefer not to have an ITA 

with a strong accent. These findings concerning the role foreign accent plays in undergraduates’ 

evaluations of ITA speech again concur with many previous studies (Bailey, 1984b; Bauer, 

1996; Bryd & Constantinides, 1992; Derwing & Munro, 2009; Landa, 1988; Rubin, 1992; Rubin 

& Smith, 1990). Simply put, the undergraduates’ judgments of the examinees’ oral performances 

may have been determined by foreign accent to a large extent, and the presence of a foreign 

accent was viewed more negatively by the undergraduates than by the ESL teachers.  

The ESL teachers appeared to comment more frequently on the accuracy and complexity 

of the expressions the examinees produced. This finding was similar to the results of the study by 

McNamara (1990) that found that grammar and expression were the most harshly rated criterion 

by expert raters. Although no other significant difference was found concerning the proportion of 

comments made regarding other aspects of the linguistic resources, the ESL teachers’ comments 

on the examinees’ use of expressions suggest that the ESL teachers considered the ITAs’ ability 

to use accurate and appropriate expressions as important as the use of grammar, vocabulary, and 

discourse markers. That is, the ESL teachers appeared to value speech more in terms of its 

technical aspects, and less in terms of its overall accent. This result appears to carry over into the 
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raters’ evaluations of the phonological features of the speakers’ speech. The ESL teachers 

indicated that they paid more attention to the examinees’ intonation and stress patterns than the 

undergraduates did, demonstrating again that the experienced ESL teachers rated based on the 

linguistic aspects of the speech, along with the examinees’ overall task fulfillments, while the 

undergraduates rated the speech based more on what one might call feel.  

Further evidence of some undergraduates using “feel” to rate speech in this study stems 

from some undergraduates’ comments on speech rate. Contrary to Kang’s (2010) finding that 

undergraduate raters considered ITAs’ speech more comprehensible when the ITAs spoke faster 

(i.e., higher speech rate was associated with higher comprehensibility), many undergraduates in 

this study commented that faster speech would impair speech intelligibility and increase 

comprehension difficulties, especially in cases where heavy accents were present. The effect of 

overall speech rate on perceived comprehensibility by native speakers appears to be very 

complex (Derwing, 1990; Derwing & Munro, 2001). Most language proficiency scales take a 

higher rate of speech as evidence of greater fluency in the language. But findings from this study 

corroborated with Zhao (1997), indicating that a fast speech rate along with a heavy accent in the 

speech can increase listeners’ difficulty in understanding the speaker and is not preferred.  

The data in this study suggest that the undergraduates may have lumped many features of 

the linguistic component under accent, features that the ESL teachers considered separately from 

a test taker’s accent per se. Previous research has provided evidence showing that L2 speakers 

may have difficulty producing the characteristic intonation (Kang, 2008, 2010; Pickering, 2001, 

2004) and stress patterns (Juffs, 1990; Kang, 2010) of English due to their L1 having less 

variation in pitch range or a different way of putting emphasis on words. Among the 28 speakers 

of this study, ten had an L1 background of Mandarin, ten Korean, and eight Arabic. The majority 
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of these examinees were expected to have a narrow pitch range (as in Mandarin and Korean) or a 

tendency to stress each word regardless of its role in the discourse structure (as in Mandarin and 

Arabic), as suggested by previous studies (e.g., Binghadeed, 2008, for speakers of Arabic; Kang, 

2010, for speakers of Korean; Pickering, 2001, for speakers of Mandarin). It appears that many 

ESL teachers picked up on the test takers’ narrow pitch ranges and unnatural stress patterns and 

commented on their impact on comprehensibility. The undergraduates, however, did not 

comment much on intonation or stress patterns, most likely because they are linguistically less 

sophisticated than the ESL teachers and were less able to describe such features 

metalinguistically. The majority of the undergraduates may have attributed their problems in 

deciphering problematic intonation and stress to the test takers’ accents. And this may explain, in 

part, why the undergraduates awarded higher accent ratings (more accented)—their target of 

accent was larger than the ESL teachers’ target for accent. Furthermore, such an interpretation 

suggests that the differences in attention paid to various linguistic features may not reflect a 

difference in what features the raters actually attended to, but a difference in how they explained 

what features they attended to. 

This study identified several nonlinguistic factors to which raters attended, including the 

examinees’ test-taking strategies, voice quality, and evidence of confidence or nervousness in the 

responses. None of these factors have been thoroughly discussed in previous studies (A. Brown 

et al., 2005; Rubin, 1992), except Winke, Gass, and Myford (in press) who briefly discuss voice 

quality and nervousness in their study on rater effects. Previous research has demonstrated that 

nonlanguage factors, such as the speaker’s ethnicity (Rubin, 1992), could affect undergraduates’ 

judgments of L2 speech. Nevertheless, the number of comments made by both groups on these 

nonlinguistic factors was small, suggesting that the linguistic features of the speakers were the 
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predominate constituents of the raters’ rating orientations. Yet, these data do suggest that raters 

attend to more than the linguistic properties of speech, as suggested by Munro (2008) and Winke 

et al. (in press). 

It is important to note that although the complete set of written comments could 

conveniently be coded into the six main coding categories and their corresponding subcategories, 

the decision-making processes of the raters appear to vary substantially from person to person, as 

evidenced by previous research (A. Brown, 2007; A. Brown et al., 2005; Meiron & Schick, 

2000; Orr, 2002; Papajohn, 2002). This variation is made apparent by the high standard 

deviations observed in the proportions of comments raters made on the different rating 

subcategories. The proportion of comments coded for the subcategory of pauses within the main 

category of fluency showed a 13.5% difference across rater groups. This margin was one of the 

most pronounced quantitative differences between the rater groups although no statistically 

significant difference was found. It is possible that the frequency of the comments made varied 

so substantially from person to person that the Mann-Whitney U Test did not reach statistical 

significance. Thus, the differences observed could be attributable to just qualitative ones. That is, 

the wide range of factors raters commented on may stem from individual differences, which 

corroborate findings of several previous studies on raters orientations (Chalhoub-Deville, 1995; 

Cumming, 1990; Elder, 1993; Hadden, 1991), suggesting that the rating process is dynamic, 

complex, and interactive, and varies from individual to individual.  

Implications 

One pedagogical implication of this study, in addition to those suggested by previous 

studies, such as providing pronunciation training to L2 speakers (Derwing & Munro, 2005, 2009; 

Derwing et al., 1998), has to do with the training of undergraduate students with regard to how to 
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listen to accented speech. As reported in several previous studies, many undergraduates have a 

general tendency to feel anxious about listening to foreign-accented speech due to their limited 

experience interacting with L2 speakers, or their lack of confidence in their own abilities to 

communicate or understand foreign TAs (Derwing et al., 2002; Rao, 1995 May). Other studies 

suggest that even the undergraduates’ attitudes toward ITAs play a role in their comprehension 

of ITA speech (Rubin, 1992; Rubin & Smith, 1990). Empirical research has also verified that 

accented speech requires extra listener effort and more processing time (Munro & Derwing, 

1995b; Schmid & Yeni-Komshian, 1999). It is not fair to say that ITAs are always at fault when 

there is a communication breakdown in the classroom. On the other hand, research has suggested 

that successful communication is shared across interlocutors (Derwing & Munro, 2009) and 

increased familiarity with L2 speech can improve comprehension (Gass & Varonis, 1984). Given 

these facts, thus, ITA programs should consider not only offering pronunciation instructions to 

ITAs but also make available training workshops that teach undergraduates how to listen to and 

process accented L2 speech. These workshops can help reduce undergraduates’ anxiety while 

they listen to or converse with L2 speakers or their ITAs. Even through very limited training, 

undergraduate students can increase their ability to comprehend accented speech and enhance 

their willingness to talk with L2 speakers (e.g., Derwing & Munro, 2009; Derwing et al., 2002).  

This study also has implications for ITA testing. Isaacs (2008) and Morley (1994) 

suggested that undergraduates are important stakeholders in the ITA testing context and should 

be included as a part of the ITA screening process. As detailed earlier, although the ratings of 

oral proficiency assigned by the undergraduates were comparable to those assigned by the ESL 

teachers, I found significant differences on the ratings of accentedness and comprehensibility 

across the rater groups in this study. The undergraduate raters were more severe in terms of 
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accent and comprehensibility judgments. It can be argued that the ESL teachers’ judgments of 

the examinees’ oral performances in terms of accent and comprehensibility were more lenient 

than the undergraduates’ because the ESL teachers paid more attention to specific, linguistic 

features in the speech samples, while the undergraduates tended to base their ratings more on 

accent (and for the undergraduates, the heavier the accent, the worse the comprehensibility of the 

speech) and overall feel. A main finding of this study is that undergraduates may not be able be 

act as impartial judges, even with extensive training, because they have something at stake—the 

possibility to be taught by ITAs who they cannot understand. Contrary to Isaacs (2008) and 

Morley (1994), this study’s results suggest that ITA programs should avoid having 

undergraduates as official raters, but rather use them to check the threshold of what 

undergraduates may consider as incomprehensible speech. On the other hand, ITA testing 

program should not underestimate undergraduates’ abilities to adapt and comprehend ITAs 

whose speech falls within that “grey” zone (between what undergraduate raters would call 

incomprehensible, but what expert ESL teachers would call comprehensible), since, as argued 

above, research has shown that through very limited training, undergraduate students can 

increase their ability to comprehend accented speech and willingness to talk with L2 speakers 

(e.g., Derwing & Munro, 2009; Derwing et al., 2002). Therefore, ITA testing programs should 

not fear such a gap. Nevertheless, the potential difference in severity between the official ITA 

testing raters and the undergraduates should still be constantly monitored, carefully evaluated, 

researched, and controlled.  

Limitations 

A few limitations need to be addressed. First of all, admittedly, the number of raters in 

this study is small, and they came from only one single university in the Midwest. It is unknown 



105 
 

whether the findings would hold for raters from other geographical regions such as the West 

coast where the makeup of the student body and the wider community are much more diverse 

both ethnically and culturally. While it has been shown that the undergraduate raters and the ESL 

teachers were comparable in their evaluations of oral proficiency but differed in ratings of 

accentedness and comprehensibility, it is not necessarily the case that raters from different 

universities or regions can reach judgments congruent with those found here (e.g., Bailey, 1984b, 

in the southwest; Rubin, 1992, in the southeast).  

Secondly, although the construct of intelligibility is by all means worth investigating, I 

only focused on how the two groups of raters were distinct in their ratings of accentedness and 

comprehensibility. This is due to the fact that a single reliable measure of intelligibility is not 

available (Isaacs, 2008) and the existing measures of intelligibility, which mainly employ the 

method of dictation at the word or sentence level (e.g., Munro & Derwing, 1995a; Munro, 

Derwing, & Sato, 2006), were inappropriate for the current study that focused on examining rater 

variability by using rating scales. In contrast, Munro and Derwing’s (1995a) 9-point rating scale 

widely used for the evaluations of accentedness and comprehensibility in L2 speech literature 

appears to be a useful and convenient tool for the purpose of this study, thus it was employed. 

Future research in ITA testing might want to explore appropriate measures of intelligibility and 

incorporate intelligibility in the investigation of ITA speech.  

Another limitation relates to the differences found in the ratings of accentedness and 

comprehensibility. Since I informed all raters about the purpose of this study that aimed to 

compare ESL teachers and undergraduate raters’ perceptions of ITA speech, the raters might 

have been prompted to direct extra attention to the accent feature of the speech samples. 

Undoubtedly, the undergraduate raters, under some circumstances, might have brought their 



106 
 

previous personal experiences with ITAs, either positive or negative, and judged the speech 

samples differently than they normally would if such experiences did not exist. Rubin (1992) 

found that even an inaccurate assumption about an L2 speaker’s ethnicity could reduce a 

listener’s comprehension. In other words, in this study, personal bias might have been a factor in 

some raters’ judgments, although its impact might be minor given the general consistency in 

ratings across raters and groups. In addition, my background as an international student and a 

former ITA might have influenced the way my participants responded to my questions. The 

undergraduate students might have altered their responses to my questions as compared to what 

they would normally say in an informal situation. The interview data should be interpreted with 

this in mind.  

Suggestions for Future Research 

One recommendation for future research relates to the investigation of different 

undergraduate raters’ first languages. All the undergraduates in this study were native speakers 

of English. It may be worth investigating whether undergraduates with different first language 

backgrounds would perform in the same way. The listeners in Munro, Derwing, and Morton’s 

(2006) study, for example, were native Cantonese, Japanese, Mandarin, and English speakers 

and the researchers found surprising similarities across these listeners. Future research in ITA 

testing should investigate the effect of raters’ native language backgrounds on the evaluations of 

potential ITAs’ speech. These investigations should involve measures of rater background 

variables and consider longitudinal or cross-sectional studies to examine the changes, or lack 

thereof, in the perceptions and evaluations of ITA speech.  

One empirical question regarding the impact of the amount of exposure to accented 

speech on comprehension deserves further investigation. It was assumed that the ESL teachers 
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were more lenient in their accentedness ratings because they have had extensive exposure to 

accented L2 speech as compared to the undergraduate raters, which might have enhanced their 

comprehension of the examinees’ speech or caused them to overlook speech features that were 

difficult to process for the linguistically naïve undergraduate students. However, to what extent 

does the amount of exposure to certain accents impact listening comprehension of these accents? 

Moreover, different ITA screening tests or tools, different methods of evaluations, and most 

importantly different aspects of L2 speech (e.g., intelligibility) should also be examined. Finally, 

we need to explore other rater background characteristics that play a role in the perceptions and 

evaluations of accented L2 speech. Answers to these questions all have implications for rater 

recruitment and training in ITA testing and ITA training in general and are also directions for 

future research to take.   
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CHAPTER 7: CONCLUSION 

In this dissertation study, I found striking similarities across rater groups in ratings of oral 

proficiency but significant differences in ratings of accentedness and comprehensibility. The 

analyses of the written comments and the interviews revealed that the ESL teachers and the 

undergraduates evaluated the examinee speech through a constellation of performance features, 

all of which emerged to factor into raters’ decision-making processes. The sheer quantity of the 

linguistic and nonlinguistic factors raters commented on testifies to the complexity and dynamics 

of human judgements in performance assessment. It also affirms the difficulty of obtaining 

uniform ratings across raters of different backgrounds, even among experienced ESL teachers.  

Results of this study provide evidence that rater backgrounds, in this case, the 

experienced ESL teachers versus linguistically naïve undergraduate students, has a minimal 

effect on rater severity in oral proficiency ratings, and yet played an important role in raters’ 

perceptions of accentedness and comprehensibility. Results also show substantial variations in 

rater orientations from individual to individual. While there is a notable number of comments 

sharing the same concerns about the speakers’ performances, the undergraduates tended to 

evaluate the examinees’ oral proficiency more globally while the ESL teachers appeared to rate 

more analytically by attending to different linguistic features of the speech samples.  

This study employs a mix-method design to examine rater effects and rater orientations in 

an ITA testing context. Through the investigation of three separate aspects of L2 speech: oral 

proficiency, accentedness, and comprehensibility simultaneously, systematic between-group 

comparisons, and qualitative analysis of interview protocols, this study has implications for 

research in ITA testing, research, and pedagogy. This manifold research design is a step further 

from the sole comparison of ITAs’ oral proficiency between ESL teachers and American 
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undergraduates as has done in much previous research. The study has responded to the call for 

the inclusion of American undergraduate students in local test validation studies (Isaacs, 2008; 

Morley, 1994). Furthermore, the exploration of the factors that figure into raters’ decision-

making processes provides insights into ways that ESL teachers and American undergraduates 

perceive ITA speech and how the differences in perceptions might be addressed. Nonetheless, 

much more work is called for to further examine the wide range of possible factors that 

contribute to the perceptions of different aspects of L2 speech through the involvement of raters 

of various backgrounds and by the expansion of research scope to examine more diverse ITA 

speech samples from universities across various geographical regions.  
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APPENDICES 

Appendix A: State Statutes and Regulations on ITA English Proficiency  

Table 26. State Statutes and Regulations on ITA English Proficiency 

State Statute or Regulation English Proficiency Assessment 

Arizona Regulation, 1985 
Board of Regents 12-407 

Assess English proficiency of each TA each 
semester 

California Statute, 1987 
Assembly Concurrent 
Resolution 41, Ch.103 

Test of Spoken English or a similar test, 
demonstration with class, or a faculty evaluation 

Florida Statute, 1983 
Stat. Ann Sec. 240-246 

Test of Spoken English or a similar test approved 
by the Board of Regents 

Illinois Statute, 1986 
Public Act 84-1434, 
Ch.122, Sec. 3-29.2 

University must have a program to assess English 
proficiency 

Kansas Regulation, 1985, 1988 
Board of Regents 

Interviewed and certified by three instructional 
personnel: achieve a 220 on the Test of Spoken 
English or the Speaking Proficiency English 
Assessment Kit test 

Kentucky  Statute, 1992 
Acts Ch.407 & 1 

Universities shall institute English language 
proficiency assessment to demonstrate ability to 
deliver all lectures and oral presentations 

Louisiana Statute, 1991 
SB 327 Sec. 1 

Universities to evaluate faculty for fluency in 
English 

Minnesota Statute, 1986 
Ch. 401 Sec. 5 

University and state board must ensure proficiency 
in speaking, reading, and writing 

Missouri Statute, 1986 
Rev. Stat. Sec 170.012 

Tested for ability to communicate orally in a 
classroom setting 

Oklahoma Statute, 1982 
Stat. Titl. 70 OS Supp. 
Sec 3324-S 

Each college and university to provide an annual 
report setting forth the procedures established to 
guarantee English proficiency  

Oregon Regulation, 1986 
Board of Higher 
Education Strategic Plan 

TAs should be required to provide evidence of 
satisfactory English-speaking and writing ability  

Pennsylvania Statute, 1990 
SB 539 

Appropriate criteria such as personal interview, 
peer, alumni, student observation and tests to 
determine English proficiency 

Rhode Island Regulation, 1993 
Board of Governors for 
Higher Education 

Establish appropriate policies and programs to 
assess and when necessary improve the oral 
English proficiency of all newly hired teaching 
personnel  
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Appendix A. (cont’d) 

State Statute or Regulation English Proficiency Assessment 

Tennessee Statute, 1984 
Sen. Joint Resol. No. 211 

Satisfactory grade on the Test of Spoken English or 
a similar test approved by respective board 

Texas Statute, 1989 
House Bill 638 

All public universities provide a program or short 
course to ensure that courses be taught clearly in 
English language.  

Note. Adapted from “How international teaching assistant programs can prevent lawsuits“ by N. 
Oppenheim, 1997, pp. 5-6.  
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Appendix B: Universities That Use the SPEAK Test for ITA Screening  

Table 27. Universities That Use the SPEAK Test for ITA Screening 

Arizona State University Rutgers University University of Missouri 

Auburn University Temple University University of Nebraska-
Lincoln 
 

Boston University Texas Tech University University of North Texas 

Drexel University University of Alabama University of Pennsylvania 

Duquesne University University of Arkansas University of Rhode Island 

Florida State University University of California, Berkeley University of South Florida 

Indiana University University of California, Davis University of Texas at 
Arlington 
 

Iowa State University University of California, Irvine University of Texas at San 
Antonio 
 

Kansas State University University of Central Florida University of Utah 

Lehigh University University of Connecticut University of Virginia 

Michigan State University University of Delaware University of Washington 

North Carolina State 
University 

University of Houston University of Wisconsin-
Madison 
 

Northwestern University University of Illinois at Chicago Wayne State University 

Ohio State University University of Illinois at Urbana-
Champaign 
 

West Virginia University 

Ohio University University of Iowa Yale University 

Oklahoma State University University of Massachusetts 
Amherst 
 

Penn State University University of Miami 
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Appendix C. SPEAK Test Rating Scale 

Table 28. SPEAK Test Rating Scale 

 60 50 40 30 20 

Overall 
performa
nce 

Communication 
almost always 
effective: task 
performed very 
competently 

Communicati
on generally 
effective: task 
performed 
competently  

Communicati
on somewhat 
effective: task 
performed 
somewhat 
competently 

Communicati
on generally 
not effective: 
task generally 
performed 
poorly 

No effective 
communicatio
n: no evidence 
of ability to 
perform task  

Overall 
features 
to 
consider 

Speaker 
volunteers 
information 
freely, with little 
or no effort; and 
may go beyond 
the task by using 
additional 
appropriate 
functions.  

Native-like 
repair strategies 
 
Sophisticated 
expressions 
 
Very strong 
content 
 
Almost no 
listener effort 
required 

Speaker 
volunteers 
information 
sometimes 
with effort; 
usually does 
not run out of 
time.  

Linguistic 
weaknesses 
may 
necessitate 
some repair 
strategies that 
may be 
slightly 
distracting 
 
Expressions 
sometimes 
awkward 
 
Generally 
strong content 
 
Little listener 
effort required 

Speaker 
responds with 
effort; 
sometimes 
provides 
limited speech 
sample and 
sometimes 
runs out of 
time. 

Sometimes 
excessive, 
distracting, 
and 
ineffective 
repair 
strategies used 
to compensate 
for linguistic 
weaknesses 
(e.g., 
vocabulary 
and/or 
grammar) 
 
Adequate 
content 
 
Some listener 
effort required 

Speaker 
responds with 
much effort; 
provides 
limited speech 
sample and 
often runs out 
of time.  

Repair 
strategies 
excessive, 
very 
distracting, 
and 
ineffective 
Much listener 
effort required 
 
Difficult to 
tell if task is 
fully 
performed 
because of 
linguistic 
weaknesses, 
but function 
can be 
identified 

Extreme 
speaker effort 
is evident; 
speaker may 
repeat prompt, 
give up on 
task, or be 
silent.  

Attempts to 
perform task 
end in failure 
 
Only isolated 
words or 
phrases 
intelligible, 
even with 
much listener 
effort 
Function 
cannot be 
identified 
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Appendix D: ESL Teacher Rater Background Questionnaire 

1. Name: ___________________________________________ 
2. Age: ______________ 

3. Gender:  Male  _______      Female _________ 

4. How long have you taught English?  ___________ year(s) _________ month(s) 

5. Where did/ do you teach English? (check all that applies) 

   i.)  _____ in the United States           For how long? ___________ 

   ii.) _____ outside the United States              For how long? ___________ 

6. What are the levels of your students? (check all that applies)  

   beginner  _________                intermediate _________          

   advanced _________                          superior ___________ 

7. Are you familiar with any of the following speaker’s accent? (check all that applies)  

   Arabic      _________       Chinese  __________    Korean __________      

   Japanese   _________      Spanish   __________    Thai      __________ 

   Vietnamese ________      Others  ______________________________________ 

8. How long have you been a SPEAK rater?   _________ year(s) _________ month(s) 
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Appendix E: Undergraduate Rater Background Questionnaire 

1. Name: ___________________________________________ 

2. Age: ______________ 

3. Gender:  Male  __________     Female  ____________ 

4. Major at MSU :______________________   

5. Year at MSU:   

    freshman  _______    sophomore _______   junior  _______  senior ________   other ______ 

6. How many courses taught by international teaching assistants (ITAs) at MSU have you taken?  

   1  _______    2  _______   3 _______   4  _______  More than 4  ________      

7. How often did you talk to your ITAs? 

   less than once a week  __________      once a week   __________ 

   twice a week  ____________                three times a week  ____________ 

   more than four times a week  __________ 

8. Do you have friends who speak the following foreign languages (Check all the applies)?  

    Arabic _________  Chinese  _________ Korean _________  Hindi _________  

    Others (Please specify)  _______________________ 

9. Were you exposed to different foreign languages or culture in your upbringing?  

    Yes __________   No _________ 

    If yes, what foreign language(s) are you most familiar with? (Please specify)  

    _______________________________________________________________ 

10. Do you have any foreign friends? 

    Yes __________    No ____________ 

    If yes, what are your friends’ native languages?  

    _______________________________________________________________ 
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Appendix F: Follow-up Interview Questions  

A. ESL teacher raters interview questions 

1. Please talk about your experience rating the SPEAK test? 
2. How well do you think the SPEAK test results demonstrate the examinees’ speaking 

ability?  
3. What is your opinion about the use of the SPEAK test as a screening tool for international 

teaching assistants at MSU?  
4. How easy or difficult do you find using the SPEAK test rating scale?  
5. What other criteria if any, except those specified on the rating scale, do you consider 

when you assign scores?  
6. Besides the examinee’s speaking ability, what other factors do you think are important 

when a department is selecting international teaching assistants? Why do you think so? 
 

B. Undergraduate raters interview questions 

1. Please describe your experience taking course(s) taught by international teaching 
assistant(s). 

2. What factors, except speaking ability, do you think are important when screening 
international teaching assistants?  

3. When you rated the speech samples, what rating criteria did you consider important? And 
why?  

4. Do you have foreign friends? If yes, how often do you hang out with them? What are 
their native languages?  

5. What is your definition of a good TA?  
6. Can you talk about your upbringing? For example, are you exposed to different cultures?  
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