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ABSTRACT

PROBING THE NUCLEAR SYMMETRY ENERGY WITH HEAVY ION COLLISIONS

By

Daniel David Schechtman Coupland

There are two distinct components involved in using heavy ion collisions to constrain

the density dependence of the symmetry energy. On one hand, observables sensitive to

the symmetry energy must be identified and measured with enough precision to provide

meaningful constraints. On the other hand, nuclear reaction simulations are used to pre-

dict those observables for different possible forms of the symmetry energy. Examination of

both components and the interface between them is important to improve the constraints.

This thesis contributes to both the experimental and theoretical parts of this endeavor.

First, we examine the uncertainties in the simulation of the isospin diffusion observable

by varying the input physics within the pBUU transport code. In addition to the symme-

try energy, several other uncertain parts of the calculation affect isospin diffusion, most

notably the in-medium nucleon-nucleon cross sections and light cluster production. There

is also a difference in the calculated isospin transport ratios depending on whether they

are computed using the isospin asymmetry of the heavy residue or of all forward-moving

fragments. We suggest that measurements comparing these two quantities would help

place constraints on the input physics, including the density dependence of the symmetry

energy.

Second, we present a measurement of the neutron and proton kinetic energy spectra

emitted from central collisions of 124Sn + 124Sn and 112Sn + 112Sn at beam energies of 50

MeV per nucleon and 120 MeV per nucleon. Previous transport simulations indicate that



ratios of these spectra are sensitive to the density dependence of the symmetry energy and

to the isovector momentum dependence of the mean field. Protons were detected in the

Large Area Silicon Strip Array (LASSA) and neutrons were detected in the MSU Neutron

Walls. The multiplicity of charged particles detected in the MSU Miniball was used to

determine the impact parameter of the collisions. Several thin scintillators were used

to provide the start time for the neutron measurement, determine the charged particle

background in the neutron detector, and measure the beam rate.

We construct ratios of the neutron and proton spectra between the two reaction systems

and compare them to recent ImQMD-Sky transport model simulations and to previous

data, where available. The new data with beam energy of 50 MeV per nucleon represents

a substantial increase in precision and an extension to higher kinetic energies compared

to the previous data. No previous data exists near a beam energy of 120 MeV per nu-

cleon. The simulations indicate a strong dependence of the spectral ratios on the effective

mass splitting and to a lesser extent on the density dependence of the symmetry energy.

However, significant differences exist between the simulations and the measurement. We

present arguments and coalescence invariant spectra to indicate that a major source of

the discrepancy is clustering effects. The theoretical treatment of these effects must be

considered in more detail before constraints on the equation of state can be extracted from

this or other measurements of proton and neutron emission from heavy ion collisions.
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Chapter 1

Introduction

One of the main goals of nuclear physics is to determine the characteristics of nuclear

matter under various conditions. Stable nuclei exist at zero temperature and an equilib-

rium or saturation density of 0.16 nucleons per cubic fermi, or about 2.7×1014g/cm3, with

contributions from lower densities at their surface. At much higher temperatures, nucle-

ons undergo a phase transition, melting into a quark-gluon plasma, which was present in

macroscopic quantities during the first 10 ms after the Big Bang, and has been the focus of

much recent work at the Relativistic Heavy Ion Collider (RHIC). At another extreme where

the macroscopic limit is relevant, neutron stars exist at low temperature and densities pos-

sibly extending to nine times nuclear saturation density. Other phase transitions to more

exotic forms of dense matter may occur at the center of these astrophysical objects. To

connect laboratory nuclear experiments to such astrophysical scenarios, one must connect

nuclear experiments to the macroscopic limit where pressure, density, temperature, and

other thermodynamic quantities are the relevant properties. In general, the relationship

between pressure, energy, temperature, density, and neutron-proton (isospin) asymmetry
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is called the Equation of State (EoS). In the regime dominated by nucleon degrees of free-

dom, the pressure P is determined by the partial derivative of the Helmholtz free energy

per nucleon f with respect to the nucleon density:

P(ρ,T, δ) = −
∂F
∂V

= ρ2∂ f (ρ,T, δ)
∂ρ

(1.1)

where P is the pressure, ρ is the density, T is the temperature, and

δ = (ρn − ρp)/(ρn + ρp) (1.2)

is the isospin asymmetry that describes the difference between neutron and proton den-

sities ρn and ρp. In addition, f (ρ,T, δ) = ε(ρ,T, δ) − Tσ(ρ,T, δ), where ε is the energy per

nucleon and σ is the entropy per nucleon. Finite temperature effects are less problematic

than potential energy effects, and can be approximately constrained by the heat capacities

of nuclei. We then consider the zero temperature limit, where

P(ρ, δ) = ρ2∂ε(ρ, δ)
∂ρ

(1.3)

In this case, we can choose to describe the EoS simply by ε(ρ, δ), which is more intuitively

related to the underlying potentials.

The Weizäcker binding energy formula from the liquid drop model can provide some

insight into the phenomenological form of the EoS:

EB = aVA − aSA2/3
− aA

(N − Z)2

A
− aC

Z2

A1/3
+ δ(A,Z) (1.4)
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The volume and surface terms depend only on the number of nucleons, not their type.

Isospin asymmetry enters as a quadratic correction, which is consistent with an energy

minimum for symmetric matter. Pairing effects round out the strong force contributions

to the binding energy, and the Coulomb interaction completes the formula. Based on the

terms in this formula, we can cast the full nuclear EoS into the form:

ε(ρ, δ) = ε(ρ, 0) + S(ρ)δ2 + O(δ4) (1.5)

The density dependence of the symmetric matter term in Equation 1.5 has been con-

strained near saturation density via investigations of the Isoscalar Giant Monopole Reso-

nance (GMR) [4]. Heavy Ion Collisions (HICs) provide a unique opportunity to study the

density dependence of the nuclear EoS, since they are the only opportunity we have in

the laboratory to create nuclear matter significantly above and below saturation density.

At high densities, the symmetric matter EoS has been constrained by examining kaon

production and particle flow from HICs [5,6]. On the other hand, the density dependence

of the second term in Equation 1.5 is still uncertain. This correction for the isospin asym-

metry is known as the symmetry energy. Fourth-order terms in the isospin asymmetry

may contribute, but the effect is generally expected to be quite small.

1.1 Motivation

The density dependence of the symmetry energy plays a role in many different nuclear

physics systems at vastly differing size scales. In nuclear structure, it is intimately related

to the neutron skin of neutron-rich nuclei [7–10], as well as nuclear masses and isobaric
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analog states. It also influences the centroid of the Giant Dipole Resonance [11] as well

as the relative strength of the Pygmy Dipole Resonance [12, 13]. In astrophysics, nearly

every observable property of neutron stars is affected by the density dependence of the

symmetry energy [9,14,15], and through this, nucleosynthesis and explosion mechanisms

of core-collapse supernovae [16]. It also influences the evolution of nuclear reactions, in-

cluding the neutron-to-proton spectral ratio from central heavy ion collisions [17], isospin

diffusion/charge equilibration [18, 19], isospin fractionation [20], isoscaling [21–23], and

the ratio of charged pion yields [24]. Despite this, the density dependence, and even

the value at saturation density of the symmetry energy is not well determined. Different

microscopic calculations can predict very different forms of the symmetry energy, and

even the sign of the slope varies among Skyrme parameterizations [25]. Significant exper-

imental constraints at and below saturation density have emerged only within the past

few years [26, 27], and there is still much debate about any constraints extracted above

saturation density [28–34].

Efforts to constrain the symmetry energy are ongoing within the structure, astro-

physics, and reactions communities. These efforts are hindered by both the difficulty of

the measurements and the model dependence of their interpretation. For example, the

PREX experiment aimed to measure the neutron skin thickness of 208Pb using parity-

violating electron scattering, which is a better understood process than hadronic probes.

A precise measurement of the neutron skin thickness would provide a strong constraint

on the symmetry energy below saturation density, but the current uncertainty in the data

is insufficient for this purpose [35]. On the astrophysics side, the mass-radius relationship

in neutron stars is strongly influenced by the symmetry energy, but few neutron stars
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lend themselves to both mass and radius measurements. Steiner et al. extracted symme-

try energy constraints from a Bayesian analysis of several neutron stars with both mass

and radius measurements [36], but the measurements themselves are strongly model de-

pendent, as is the analysis, and even given that it is unclear what range of densities the

constraints most strongly reflect.

Many HIC observables sensitive to the symmetry energy have been identified and are

reviewed in Ref. [37]. Like other fields, the experiments are difficult and definitive data is

rare. Extracting the symmetry energy from these experiments is dependent on theoretical

transport model calculations. Particular observables must be chosen to select for the

effects of the symmetry energy. The effects of the symmetry energy on these observables,

however, must be separated from the other components of the mean field, in medium

nucleon-nucleon cross sections, and cluster formation.

1.2 Transport Models

To extract quantitative information about the symmetry energy from nuclear reactions,

experimental data needs to be compared with the predictions of dynamical transport

models. Transport models track the time evolution of a nuclear reaction, and may sep-

arately treat the nuclear EoS, both symmetric and asymmetric parts, nucleon-nucleon

(NN) collision cross sections, and inelastic nucleon collisions that lead to cluster or pion

production [38]. These simulations are quite complex, and a full quantum mechanical

treatment is not currently possible. The effective nuclear interactions determined by dif-

ferent microscopic theories are also quite complex and differ between theories. Therefore,

simplified phenomenological interactions are employed in transport simulations. Exper-
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imental observables are calculated from the final states of the simulations and compared

to data.

The role of the symmetry energy in these observables is bound up with the other

physics inputs. Thus even a perfect measurement of one of these observables does not

uniquely determine the symmetry energy. Instead, the sensitivity of the simulation to

other uncertain physics must be ascertained, and measurements made to constrain those

other uncertainties. This iterative process is not a new phenomenon in EoS studies.

For instance, the momentum dependence of the symmetric part of the EoS needed to

be determined from elliptic flow studies before the EoS could be constrained at high

densities [6, 39].

Similarly, to constrain the symmetry energy, the other uncertain quantities in the trans-

port models must either be constrained or shown not to affect a given observable. One

such parameter is the isovector momentum dependence of the mean field. A momen-

tum dependent potential modifies the usual non-relativistic relationship between mass,

velocity, and momentum, as is evident from one of Hamilton’s Equations:

ẋ =
∂H
∂p

(1.6)

=
p
m

+
∂U
∂p

(1.7)

In this case, it is convenient to define an effective mass m∗ such that

ẋ =
p

m∗
(1.8)
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m∗

m
=

(
1 +

m
p
∂U
∂p

)−1
(1.9)

Applying the chain rule and rearranging yields the equivalent expression

m∗

m
= 1 −

∂U
∂E
. (1.10)

The concept of a nucleon effective mass was introduced by Brueckner [40] to simplify

the description of nucleons moving in a momentum-dependent mean field in a nucleus.

This description can be expressed instead as nucleons with an effective mass different from

their free mass moving in a static potential. The self-consistent potentials derived from

this treatment were shown to more attractive at low momentum than at high momentum,

leading to m∗/m < 1. Early calculations indicated that m∗/m ≈ 0.7, but data derived

from the densities of nuclear energy levels seemed to indicate a value closer to unity [41].

Further studies employing nucleus-nucleon collisions and electron scattering eventually

resolved this discrepancy: deeply bound states and scattering states indicate m∗/m ≈ 0.7,

while weakly bound states have a larger effective mass due to coupling with collective

surface vibration modes [42]. This suggests that a value of m∗/m ≈ 0.7 is appropriate

for transport calculations. Analysis of elliptic flow data by Danielewicz [39] within a

transport calculation eventually supported this value. It should be stressed, however,

that a potential that depends nonlinearly on energy, such as those used in transport

codes, will not have a constant effective mass. The reported value is the effective mass at

the Fermi surface, although the elliptic flow analysis actually constrains the momentum

dependence at higher densities.

7



Differences between the momentum dependence of the potentials felt by protons and

neutrons in asymmetric nuclear matter would lead to an effective mass splitting between

the two nucleon species. The mass splitting is an interesting parameter in its own right,

since it affects some properties of neutron stars and the magnitude of shell effects in nuclei

far from stability [43–45]. It also influences the outcome of heavy ion collisions, and can

affect observables that are used to constrain the density dependence of the symmetry

energy [46, 47]. However, the sign and magnitude of the mass splitting are not well

constrained. Some microscopic many-body theories, such as the Landau-Fermi liquid

theory [48] and the non-relativistic Brueckner-Hartree-Fock approach [49,50] predict that

m∗n > m∗p in neutron rich matter while relativistic mean field (RMF) and relativistic Dirac-

Brueckner calculations [51–53] predict the opposite. Different Skyrme parameter sets

indicate different mass splittings. At maximum, these approaches predict a splitting of

order 15% atρ = ρ0 and δ = 0.2. This uncertainty is large enough to affect some observables

that are used to constrain the symmetry energy, so further experimental constraints on

the mass splitting are important.

In addition to uncertainties in the physics inputs, transport simulations can be un-

certain due to the underlying models. Most of the current nuclear reaction transport

models either rely on the Uehling-Uhlenbeck version of the Boltzmann equation (BUU),

or on quantum molecular dynamics (QMD) [26,37,38,54]. Both models are semiclassical,

evolving particle positions and momenta using Hamilton’s equations in a mean field. The

residual interactions are handled as nucleon-nucleon collisions, which may have reduced

cross sections in the medium compared to their free space values. The implementation is

largely classical, with the addition of Pauli blocking.
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The BUU approach uses many pointlike test particles per nucleon to approximate

the continuous phase-space density matrix, while the QMD approach follows individual

nucleons expressed as wave packets with a finite, usually fixed, width. These different

treatments affect the calculated dynamics. Nucleon-nucleon collisions rearrange whole

nucleons in the QMD approach while only rearranging individual test particles in the

BUU approach, leading to larger fluctuations and more restrictive Pauli blocking in QMD.

Additionally, fragments form in the QMD treatment due to N-body correlations caused

by the overlapping wave packets, but in BUU instead form mostly from mean-field insta-

bilities, and are thus suppressed for many test particles per nucleon [54]. Codes based on

both models will be used in this thesis.

1.3 Observables

The dynamic nature of transport models gives access to not just the final state of the

collision, but also information about the time evolution of the system. The qualitative

description of HICs that emerges from this information can inform the selection and

interpretation of EoS observables. The following description focuses on HIC at beam

energies between tens and hundreds of MeV.

In reactions where the nuclei do not collide perfectly head on, some nucleons will

be directly involved in the collision while others will be sheared off and continue in

approximately their original direction of motion. These are referred to as participant

and spectator nucleons, respectively. The impact parameter, denoted b, describes the

minimum distance between the incoming trajectory of the center of the projectile and the

center of the target. The actual distance of closest approach may be modified by coulomb
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and nuclear forces. In reactions with a small impact parameter, most of the nucleons

participate, while in reactions with a large impact parameter, most of the nucleons are

spectators. There are respectively referred to as central and peripheral reactions. In

both cases, the participant region is compressed to densities above saturation density,

then rebounds and expands to densities below saturation density, emitting nucleons and

light clusters in the process. The spectator regions continue largely intact at velocities

comparable to the original projectile and target velocities, and are often referred to as

projectile and target residues. However, the residues are excited, and tend to evaporate

nucleons as they deexcite. At longer time scales, all the reaction products are subject to

fragmentation and decay as they cool, a process referred to as secondary decay.

In central collisions, the system disintegrates almost entirely into light Z ≤ 2 and

intermediate mass 3 ≤ Z < 30 fragments via a process known as multifragmentation,

which is thought to be related to the nuclear liquid-gas phase transition. In more peripheral

collisions, the interplay between spectator and participant regions has been used to probe

the EoS. A more repulsive mean field leads to the earlier expansion of the compressed

region. This is not directly observable due to the small length and time scales involved in

the reaction. However, if the beam energy is chosen such that expansion occurs while the

spectator regions are still around the participant region, the expansion must take place

primarily perpendicular to the plane of the reaction. For less repulsive mean fields, the

expansion is slower and the spectators have passed by, leading to transverse emission

primarily within the plane of the reaction. The comparison of in-plane to out-of-plane

emission, called elliptic flow, has provided constraints on the EoS of symmetric nuclear

matter to densities larger than 4ρ0 [6]. In this thesis we explore two observables sensitive
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to the symmetry. The first, isospin diffusion, primarily concerns the transfer of nucleons

between the two spectator nuclei and the participant region. The second concerns the

emission of protons and neutrons from the participant region.

1.3.1 Isospin Diffusion

Isospin diffusion occurs in nuclear collisions where the projectile and target nuclei differ

in their relative isospin asymmetry. Over the course of the reaction, the symmetry energy

pushes the system toward isospin equilibrium. Since the reaction takes place over a

limited time span, determined by the beam energy, full isospin equilibrium is not reached

for sufficiently energetic beams. The degree of isospin equilibration is an observable

that is sensitive to the strength of the symmetry energy. Usually isospin diffusion is

discussed for semi-peripheral collisions, where large portions of the initial nuclei are

spectators. As these projectile-like and target-like residues separate in the expansion

phase of the reaction, a low density neck connects them, and it is through this neck that

isospin diffusion occurs. Isospin diffusion has been measured for collisions of 124,112Sn +

124,112Sn at beam energies of 50 MeV/nucleon, and that measurement provides one of the

strongest HIC-based constraints on the symmetry energy. However, the transport model

calculations used in those constraints did not calculate exactly the same observable as

was used in the experiment, and the sensitivity of the calculations to other physics inputs

was not explored, raising questions about the validity of the constraints. These issues are

addressed in Chapter 2.
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1.3.2 Transverse Emission of Protons and Neutrons

In a neutron-rich system, the symmetry potential has opposite signs for protons and

neutrons, attracting protons and repelling neutrons. In a HIC, this has an effect on the

energy of emitted nucleons. After the participant region has compressed and expanded,

nucleons are emitted from the low density region at the edge of the nuclear fireball. If

the symmetry energy is large at these densities, the likelihood of neutron emission is

increased while the likelihood of proton emission is decreased. Similarly, neutrons will

be preferentially emitted at higher energy. Therefore, the ratio of the neutron to proton

energy spectra is an observable of the symmetry energy. Experimentally, however, the

neutron/proton (n/p) spectral ratio is difficult to determine. Intermediate energy neutrons

have a low probability of interacting with a detector, and the detection efficiency is often

uncertain. Protons and neutrons are also detected with different detectors, which can

introduce another source of uncertainty in the n/p ratio having to do with the overlap of

the acceptance of these detectors. To account for this, the n/p ratio from a neutron-rich

system is compared to the n/p ratio from a symmetric system by constructing the double

ratio

DR(n/p) =
(n/p)asymm

(n/p)symm
(1.11)

.

The detection efficiencies are thus removed from the observable.

Two selections are employed to ensure that the detected particles are emitted from the

expanding edge of the participant region. First, only central events are considered, so that

most of the nucleons in the collision are participants. Theoretical studies have shown that
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the ratio is not particularly sensitive to the precise details of the centrality cut [55]. Second,

the spectra are constructed from nucleons emitted in the transverse direction, generally

between 70◦ and 110◦ polar angle in the center of mass frame, to avoid contributions from

the evaporation of projectile or target residues.

The effect of the density dependence of the symmetry energy on the double ratio is

largest for beam energies around 50 MeV per nucleon. However, a study by Rizzo et al.

showed that at beam energies around 100 MeV per nucleon, the n/p ratio is also sensitive

to the in-medium effective mass splitting [47]. If m∗n < m∗p, then high momentum neutrons

experience a more repulsive potential and a higher acceleration than do protons with the

same momentum, leading to a larger n/p ratio at high energies. If m∗n > m∗p, the reverse is

true. Thus a measurement of the n/p ratio in this energy range could constrain the mass

splitting and reduce the model uncertainties in the determination of the symmetry energy.

Despite the utility of the n/p ratio in EoS studies, few measurements have been made

due to the difficulties involved in such complicated experiments. Previous work by

Famiano et al. measured the double ratio from collisions of Sn124 + Sn124 compared to

collisions of Sn112 + Sn112 at Ebeam = 50 AMeV, but the uncertainties in the high energy

data points preclude any strong constraints on the density dependence of the symmetry

energy [17]. At much higher energy, Russotto et al. analyzed proton and neutron flow from

Au + Au collisions at 400 AMeV [32,34]. The elliptic flow observable is somewhat different

than the simple n/p ratio in that it describes the amount of the transverse nucleon emission

in the reaction plane compared to out of plane, but the ratio of the neutron to Hydrogen

flow is still sensitive to the symmetry energy. Again, the uncertainties in the data are of

similar size as the expected sensitivity to the symmetry energy. No measurements exist
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near 100 AMeV to constrain the effective mass splitting.

1.4 Organization of Thesis

The remainder of this thesis is organized as follows. Chapter 2 details a study of the

dependence of the isospin diffusion observable on the physics inputs in a particular trans-

port model code. The effects of the symmetry energy, symmetric matter EoS, in-medium

cross sections, and cluster production are explored in detail. Additional observables

are suggested to remove ambiguities in the comparison between theory and experiment.

The following chapters concern an experiment that measured the transverse emission

of protons and neutrons from central HIC with the intent to constrain both the density

dependence of the symmetry energy and the in-medium effective mass splitting. Chap-

ter 3 provides the details of the experimental setup, including the beams and targets,

detectors, and the associated electronics. Chapter 4 then describes the analysis of that

experiment. The detector calibrations, event reconstruction, and efficiency analysis are

detailed separately for the major detection systems. Following this, Chapter 5 presents

the results of the analysis and comparison to transport simulations. Finally, Chapter 6

provides conclusions and a summary.
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Chapter 2

Sensitivity of Isospin Diffusion to

Physics Inputs1

Let us briefly discuss simple qualitative expectations regarding the effects of different

ingredients on isospin diffusion. All other effects being equal, a stronger symmetry

energy in the low-density region of the neck will lead to more isospin diffusion, while

nuclear collisions will tend to slow down the diffusion by locally trapping the asymmetry.

In fact, Shi and Danielewicz derived an expression for the diffusion constant from an

analytic solution to the BUU equations, and found it to be proportional to the strength of

the symmetry energy and inversely proportional to the neutron-proton cross section [57].

Collisions are not expected to be the driving force in the energy regime studied here

because of Pauli blocking. Diffusion is expected to increase with decreasing impact

parameter due to the larger overlap region and longer reaction time. For central impact

parameters, however, a heavy residue generally does not survive, and some diffusion

1 This chapter reproduces parts of a previous published article [56], which is copyright
2011 by the American Physical Society.
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observables may not be well defined at the beam energy we studied.

In the case of two colliding nuclei, however, other aspects of the system dynamics may

complicate the above simple picture. The symmetric matter mean field is not expected to

affect isospin diffusion directly, but changes that affect the stability of nuclei or favor the

creation of intermediate mass fragments (IMFs) may affect the dynamics of the system

enough to enhance or suppress diffusion processes. Baran et al. point out that density

gradients will also lead to isospin transport, causing the low-density neck to become

preferentially neutron-rich [58]. Some of this matter is not transferred between nuclei

but is expelled as free nucleons or light fragments, decreasing the total asymmetry of the

remaining residues. Other effects may change the role of nucleon-nucleon collisions. Some

collisions may be needed to remove nucleons from one nucleus into the momentum space

corresponding to stable and unstable orbits about the other nucleus. In-medium clustering

effects may increase the nucleon-nucleon cross section by increasing the available phase

space.

Isospin diffusion was measured for the systems of 124Sn +112Sn and 112Sn+124Sn

at beam energies of 50 MeV/nucleon at NSCL/MSU [18, 19]. The symmetric reaction

systems, 124Sn+124Sn and 112Sn+112Sn were also studied to remove the contribution from

non-isospin diffusion effects. This was done by utilizing the isospin transport ratio (also

called the imbalance ratio):

Ri = 2
X − (X124+124 + X112+112)/2

X124+124 − X112+112
, (2.1)

first introduced in Ref. [59]. The ratio (2.1) normalizes the amount of diffusion observed

through an isospin sensitive observable X to the value in the symmetric systems, such that
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in the absence of diffusion Ri = 1 for a neutron-rich projectile, and Ri = -1 for a neutron-poor

projectile. Complete equilibration occurs near Ri = 0. The ratio also reduces the sensitivity

to pre-equilibrium emission, although it does not remove it entirely [58]. In the MSU data,

the isoscaling parameter α and the ratio of light mirror nuclei were both used to construct

isospin transport ratios. Another advantage of this ratio is that observables that depend

linearly on each other produce the same ratio, allowing for easier comparison between

data and transport models. Transport models are generally not able to realistically handle

sequential decays of the residues, which occur over long timescales and can depend n the

structure of the residue. However, these models can calculate the isospin asymmetry δ of

the excited residues. Statistical and dynamical calculations as well as experimental tests

have shown that the isoscaling parameter α relates linearly to the δ of the excited residues,

so the experimental and theoretical results may be directly compared through the isospin

transport ratio [19]. It should be noted, however, that it is uncertain if the yields used to

construct α always come from the decay of the residue, as opposed to the breakup of the

neck.

The MSU data from Ref. [18] has been analyzed by several groups using different

models to extract constraints on low density behavior of the symmetry energy. Two of

the most prominent results come from Ref. [60], which used the BUU code IBUU04, and

Ref. [26], which used the QMD code ImQMD05. Even through the constraints established

by these two groups overlap, as shown in Fig. 3 of Ref. [26], there are real differences

in the simulation results. Aside from differences between the Boltzmann and molecular

dynamics models, physics quantities are parameterized differently in the codes. The

form of the in-medium NN cross section reduction in particular was quite different [55].
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IBUU04 includes isovector and isoscaler momentum dependencies of the mean field, while

ImQMD05 includes only isoscaler. More importantly, ImQMD05 can produce complex

nuclei from the neck region, while IBUU04 cannot. The relative importance of these

transport properties on isospin diffusion appears to vary between the two models, but

direct comparisons are difficult because of the differing nature of the models and the

implementation of the codes.

The goal of this work is to explore the effect of transport quantities and assumptions on

isospin diffusion within a BUU transport model, henceforth referred to as pBUU [39,61,62].

We explore many of the basic properties of the system, including the density dependence

of the symmetry energy, the value of the symmetry energy at saturation density, the

curvature of the symmetric part of the EoS, the momentum dependence of the symmetric

EoS, and in-medium nucleon cross sections. The pBUU model can optionally produce

light clusters in the medium, which is a process not native to the BUU framework and may

make the system behave more similarly to the ImQMD05 work. Due to its complexity, the

momentum dependence of the isovector mean field is not studied here. A similar, though

not as extensive, study has also been carried out using the ImQMD05 code [55].

2.1 Description of Model

The pBUU code is of the class of Boltzmann-Uehling-Uhlenbeck models, which are one of

the main types of dynamic transport models used to study nuclear reactions, particularly

of heavy nuclei. The model includes as degrees of freedom both stable and excited baryons,

pions, and light nuclear clusters. It calculates the time evolution of the Wigner transform

of the semiclassical one-body density matrix, i.e. the semiclassical one-body phase space
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distribution of those particles, following a set of Boltzmann equations, modified to include

Pauli blocking [38]. Many test particles per nucleon are used to approximate the continu-

ous phase space distribution. The mean field is calculated self-consistently from the phase

space distribution. The symmetric matter EoS has been extended to include momentum

dependence, which can account for non-localities in the N-N interaction and from the

Fock term. This code has been extensively tested against experimental data, including

single particle distributions [61, 62], elliptic flow [39], and stopping observables [63]. It

has been used to constrain the high density behavior of the symmetric matter EoS [6],

and was used in early isospin diffusion calculations to demonstrate the sensitivity of the

isospin transport ratio to the density dependence of the symmetry energy [18].

2.1.1 Mean field

The symmetry energy used in this code takes the form:

Esym(
ρ

ρ0
) = Skin(

ρ

ρ0
)2/3 + Sint(

ρ

ρ0
)γi (2.2)

where the kinetic term arises from the Fermi motion of the nucleons, resulting in Skin =

12.5MeV. We will examine the variation of isospin diffusion with potential interaction

term, varying both the value at saturation density (Sint) and the density dependence

(γi). The form of the symmetric matter EoS is described in Ref. [39] for both momentum

independent (MI) and momentum dependent (MD) forms. As was done there, we choose

parameter values that provide a curvature K=210 MeV, near the currently accepted value

of 231 ± 5 MeV [37], and K=380 MeV for comparison. We will show that the stiffness

(curvature) of the symmetric matter EoS does not affect isospin diffusion. We also study
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the momentum dependent case that best fits the elliptic flow data in Ref. [39], which is

characterized by an effective mass m∗ = 0.7mN. Our study shows that the momentum

dependence changes the dynamics of the reaction such that intermediate mass fragments

are produced from the breakup of the neck and the interaction time is lengthened, both of

which affect the isospin diffusion signal.

2.1.2 In-medium Cross sections

The residual interactions between nucleons are represented by nucleon-nucleon collisions,

which are parameterized separately from the mean field. The cross sections of these

collisions are known to be reduced in the nuclear medium compared to their free-space

values [64], but the form of this reduction is not yet established. Starting from the free

space cross section parameterization of Ref. [65], we examine two forms of the in-medium

cross section reduction. The screened cross section is derived from the geometric reasoning

that the geometric cross section radius should not exceed the inter-particle distance, and

is implemented in the form:

σ = σ0 tanh(σ f ree/σ0) (2.3)

σ0 = yρ−2/3, y = 0.85 (2.4)

This screened reduction is strongly dependent on the density, and is very much reduced

compared to free-space cross sections. Since this form has a maximum cross section σ0,

large cross sections have a larger fractional reduction than small cross sections. The free

neutron-proton (np) cross section is larger than the free neutron-neutron (nn) or proton-
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proton (pp) cross sections in the relevant energy range, so the in-medium np cross section

is suppressed more than the nn or pp cross sections.

In contrast, the Rostock cross section is parameterized from the results of Brueckner-

Hartree-Fock calculations [66, 67], and is implemented in the form:

σ = σ f ree exp(−0.6
ρ

ρ0

1
1 + (Tc.m./150MeV)2 ) (2.5)

where Tc.m. is the center of mass kinetic energy of the nucleon pair. It is less dependent

on density than the screened cross section, and results in less reduction at the energy of

interest. Both cross sections were tested versus stopping data within the pBUU model in

Ref. [63]. The screened cross section showed somewhat better agreement with data, but

both were an improvement compared to free-space cross sections. Neither cross section

reduction corresponds exactly with the reductions used in the IBUU04 or ImQMD05 codes,

but the amount of reduction in those codes is more similar to the Rostock cross section

than to the screened. We will show that the choice of cross section reduction can greatly

affect the diffusion signal.

2.1.3 Cluster Formation

Production of light clusters in the pBUU code is implemented as an option up through

cluster mass 3, with the production rate derived through the inverse process of cluster

breakup. In pBUU these clusters are produced by the interaction of test particles in

the nuclear medium. Since the clusters are test particles themselves, they may exist as

part of the density distribution that represents a nucleus, residue, or fragment. In this

analysis, this makes them distinct from intermediate mass fragments (IMFs), which are
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distinguished by distinct peaks in the phase space density distributions that are spatially

separated from the heavy residues and each other, and are the result of the interplay

between density fluctuations and the mean field. While this is far from a complete

clustering model, missing in particular the formation ofαparticles, it can give an indication

of the importance of clustering in the nuclear medium. Even though the QMD model

includes a method of forming clusters, it is difficult to remove the cluster formation

mechanism entirely from the QMD model in order to quantify the effects of clusters on

the reaction dynamics. With the cluster option in pBUU, we are able to compare isospin

diffusion results with and without cluster formation.

2.2 Identification of Residue

Several methods of extracting the projectile-like residue from the results of a transport

simulation have been put forward in the literature. These methods generally fall into two

categories. Within the first method, employed exclusively in BUU approaches providing

single-particle density, the residue is defined as consisting of cells in the computational

grid that match a particular average velocity cut and average density cut, regardless of the

cells’ relative locations [18,60]. Within the second method, spatially contiguous fragments

are identified, either by examining the single-particle density directly or through a tree-

spanning method. Thereafter, cuts on the average velocity and size of those fragments

are applied to either include only the largest fragment (the residue), or all fragments that

match particular mass and velocity criteria, sometimes including free nucleons [26,55,68].

In both cases, the velocity cut tends to be half of the initial projectile velocity in the center

of mass, and if a density cut is employed, it can range from 0.2 to 0.05 of saturation
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density. Obviously, these two methods will produce the same result for a simple reaction

that does not produce any intermediate mass fragments. Nonetheless, the first method

has the advantage that it allows fragments to be traced through the timescale of the

reaction, while the second can only define fragments once the system has sufficiently

spread out. On the other hand, the second method allows for a more precise description

of the final state of the system when intermediate mass fragments form, and it does it not

break up a spatially contiguous fragment if some rotation or other collective motion exists

within that fragment. Whatever method is chosen to define the projectile-like residue, the

isospin asymmetry can be determined and used as the isospin sensitive observable within

the isospin transport ratio.

In our analysis, we chose to use the second method, since there are systems produced

in this study that emerge either with IMFs or collective motion in the residue regions. We

identified contiguous areas above a given density threshold as fragments, and we tested

the effect of the density cut, of the time chosen to stop the reactions, and of velocity cuts on

the extracted isospin asymmetry and isospin transport ratio, using several combinations

of physics inputs examined here. The density cut was varied from ρ0/20 to ρ0/5. Lower

density cuts led to a more asymmetric residue, indicating a low-density neutron skin

on the fragment, but this effect was almost entirely removed by the isospin transport

ratio. Likewise, after the main reaction is completed (when all fragments have spatial

separation), the residues continue to evaporate neutrons, becoming more symmetric, but

this effect exists in the symmetric systems as well and ultimately does not affect the isospin

transport ratio significantly. The time for the fragments to separate spatially depended

on the density cut and on the physics inputs, but was complete by 220 fm/c after the
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start of the simulation in every case. For the remainder of this chapter, the analysis was

conducted at 270 fm/c with a density cut of ρ0/20, unless otherwise indicated.

Some combinations of physics inputs yielded results that were sensitive to velocity cuts.

As will be discussed later, some choices of mean field parameters affect the formation of

intermediate mass fragments (IMF). Systems that produced large IMFs sometimes had

significantly different results for the isospin transport ratio if those large fragments were

included in the analysis. These effects will be discussed in more detail in the next section.

Systems without IMFs or with many small IMFs showed no dependence on whether

the highest mass fragment was considered alone or whether all fragments matching a

particular velocity cut were considered together, for any forward-moving velocity cut

from 0 to 1/2 of the initial velocity of the projectile in the center of mass. For the remainder

of this chapter, our analysis will focus on either the asymmetry of the largest forward-

moving fragment without IMFs, or on the asymmetry of all forward-moving fragments.

Free nucleons are not included in the analysis.

2.3 Results

2.3.1 Mean field effects

We start with a simple momentum independent (MI) description of the mean field. As

has been done in Ref. [39], we use a mean field with an isoscaler compressibility of K=380

MeV, a screened cross section, and no light cluster production. We vary the coefficient

(Sint) and density dependence coefficient (γi) of the symmetry energy in Eq. 2.2. The

results when following the heavy residue are shown in Fig. 2.1(a) for the 124Sn +112Sn
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Figure 2.1: (a) The isospin transport ratio of the 124Sn +112Sn and 112Sn+124Sn systems
as a function of the symmetry energy interaction coefficient from Equation 2.2, for a
momentum independent (MI) mean field. (b) Results from combining the two systems.
As expected, a larger coefficient leads to a smaller isospin transport ratio, indicating more
equilibration. In addition, a smaller exponent γi also leads to more equilibration, which
is consistent with a sensitivity to low densities.
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(positive Ri) and 112Sn+124Sn (negative Ri) systems at an impact parameter of 6 fm. The

x-axis represents the strength of the interaction term, Sint, in Eq. 2.2 at saturation density.

Three different density dependencies γi = 1/3, 1, and 2 are shown with triangles, squares,

and circles. Lines are drawn to guide the eye. For all γi, larger Sint leads to an isospin

transport ratio closer to zero (horizontal dotted line), which matches the expectation

that a stronger symmetry energy leads to more diffusion and faster isospin equilibration.

Consistent with that expectation, the most equilibration occurs for the smallest value of γi

(triangles), which corresponds to a stronger symmetry energy at sub-saturation densities.

This confirms that isospin diffusion is sensitive to the strength of the symmetry energy in

the sub-saturation neck region, as anticipated.

The isospin transport ratios for the 124Sn +112Sn and 112Sn+124Sn systems converge for

γ = 1/3 and Sint = 24, indicating complete equilibration, but the value of Ri at these points

is definitely different from zero. This offset can be attributed to the mass asymmetry of the

system, as may be demonstrated with a very simple calculation. Assuming that nucleons

are only transfered between the nuclei and none are lost to free space or to light fragments,

simple algebra shows that complete equilibration leads to Ri,eq = (A1−A2)/(A1 +A2). This

result will be modified by preequilibrium emission, but the effect on the transport ratio

will be small. In our system this calculation leads to Ri,eq = 0.051, which is consistent with

the observed equilibration in Fig. 2.1a. However, Ri,eq = 0 is more intuitive, and noting

that the two systems provide similar information, we can restore the expectation of a zero

for complete equilibration by combining information from both systems:

Ri,mix = (Ri,124+112 − Ri,112+124)/2
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Figure 2.2: The effect of the compressibility of the symmetric EoS on isospin diffusion, as
a function of the exponent γi that determines the density dependence of the symmetry
energy in Equation 2.2. The effect of the compressibility on this observable is quite small.

as demonstrated in Fig. 2.1(b). Unless stated otherwise, we use the quantity Ri,mix for

the remainder of this chapter, and for simplicity we relabel it as Ri. Having established

that varying either Sint or γi produces changes resulting only from the overall strength

of the symmetry energy at subsaturation densities, for the calculations discussed in the

remainder of this work we vary only γi and set Sint = 19MeV (Esym(ρ0) = 31.5MeV), as

for the middle set of points in Fig. 2.1.

Next we examine the effect of changing the isoscaler compressibility, still using a

momentum independent mean field. In Fig. 2.2, the simulations with compressibility

K=210 MeV are shown with squares and K=380 MeV with circles, as a function of the
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density dependence of the symmetry energy. Recall that the accepted value of K is 231± 5

MeV [37], so K=380 MeV lies well outside the accepted uncertainties. However, varying

the compressibility even this much produces very little change in the isospin transport

ratio, although there is slightly less diffusion for the K=210 MeV case than for the K=380

MeV case.

In elliptic flow data at higher energies, including momentum dependence had an effect

similar to increasing the stiffness of the mean field. That is why the momentum dependent

(MD) mean field with curvature K=210 MeV was often compared to the momentum

independent (MI) mean field with K=380 MeV [39]. However, for isospin diffusion

at 50 MeV/nucleon, the momentum dependence has a much different effect than the

compressibility. First, it changes the dynamics of the reaction, enhancing the likelihood

of IMF production, and in particular leading to the production of larger IMFs. This arises

because the depth of the attractive potential is lower at large relative momenta, and it is

easier for groups of particles to escape. A density profile of the momentum independent

and the momentum dependent systems is shown in Fig. 2.3 at t=270 fm/c, highlighting

the difference in IMF production.

The emerging IMFs have a large effect on the diffusion signal. When all forward-

moving fragments are used as the isospin tracer, including both the projectile-like residue

and IMFs, a MD EoS gives rise to more diffusion than a MI EoS (Fig. 2.4, open triangles

and filled circles, respectively), resulting in smaller values of Ri. Only very small IMFs

are produced in MI simulations. The isospin diffusion results are essentially unchanged

when the small IMFs are included, so the respective result is not shown separately in

the figure. By contrast, when looking just at the largest residue, inclusion of momentum
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Figure 2.3: Density profiles from sample calculations within the reaction plane at
t=270fm/c, after the residues have separated, following an EoS that is (a) momentum
independent and (b) momentum dependent. The z axis is the beam direction, and the
color scale represents density, normalized to saturation density. The momentum inde-
pendent interaction leads only to two large residues, while the momentum dependent
interaction also gives rise to intermediate mass fragments. For interpretation of the refer-
ences to color in this and all other figures, the reader is referred to the electronic version
of this dissertation.
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Figure 2.4: The effect of momentum dependence on isospin diffusion, as a function of
the density dependence of the symmetry energy. The diffusion into the largest residue
is compared to the diffusion into all forward-moving fragments. The diffusion signal is
quite different depending on whether the intermediate mass fragments are considered.
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dependence (open circles) decreases the amount of diffusion, resulting in larger Ri values

for large γi and smaller for small γi. Thus, inclusion of the momentum dependence of the

mean field has two effects on the diffusion signal. It increases the overall rate of isospin

diffusion, but if the overall rate of diffusion is slow, as is the case for large γi, many of the

diffused particles are stuck in the neck and contribute to the IMFs rather than to the heavy

residue. If the diffusion rate is fast, as is the case for small γi, the neck and the residue

reach equilibrium, and the inclusion of IMFs does not change the diffusion signal. This

is similar to an effect of IMFs reported by Zhang et al. in Ref. [55] following the ImQMD

code, although the dependence on γi is different there.

On the other hand, the increase in diffusion due to the momentum dependence con-

tradicts the results of Rizzo et al. in Ref. [68], who report the opposite effect within the

stochastic mean field (SMF) model. They report that the inclusion of momentum de-

pendence in the mean field, which causes greater isoscaler repulsion, increases the rate

at which the residues separate and thus reduces the interaction time. The momentum

dependence corresponds to a reduction of the effective mass compared to the free mass,

which means that particles with a given canonical momentum will be moving faster

in a momentum dependent mean field than in a momentum independent mean field.

This speeds up the interaction of the colliding nuclei. Our simulations do show that the

residues move apart from each other more quickly when isoscaler momentum depen-

dence is included. However, the formation of density clumps in the neck, which results

in emission of IMFs after the neck snaps, anchor the neck, causing it to persist longer and

allowing more diffusion to occur. This effect is visible in the density profiles of the system

at 162 fm/c, when the neck in the MI case (upper panel) has already broken up but the MD
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case (lower panel) has not, as shown in Fig. 2.5. This effect occurs even when the density

fluctuations in the neck do not persist as IMFs at the end of the reaction. This suggests

that the major effect of the symmetric mean field in isospin transport is to influence the

time and manner of the neck breakup. The explicit inclusion of stochastic effects in the

SMF model produces density fluctuations leading to IMFs even for MI mean fields, which

may cause the neck to break up similarly regardless of the momentum dependence of the

mean field. The amount of time during which the residues interact would then depend

only on the velocity of the residues, producing the different trend in their calculations.

This same dependence on manner of the neck breakup is evident in the impact pa-

rameter dependence of the isospin transport ratio. Fig. 2.6 shows the transport ratio

as a function of impact parameter. Line style corresponds to density dependence of the

symmetry energy. As expected, less diffusion takes place (larger Ri) at large impact pa-

rameters where the overlap region is smaller and the residues continue to move faster.

The amount of diffusion changes monotonically in the MI case (Fig. 2.6(a)). When mo-

mentum dependence is included, however, this monotonicity disappears (Fig. 2.6(b)) for

central and mid-peripheral collisions. This is again due to the large IMFs, which are only

created if there is a sufficient overlap region. For peripheral collisions (b > 7 f m), the

density fluctuations in the neck extend the lifetime of the neck, increasing the interaction

time and the amount of equilibration, but not creating large enough IMFs to carry away

the asymmetry. For mid-peripheral collisions (5 f m ≤ b ≤ 7 f m), the residue equilibration

varies significantly but flattens out on average. When including all forward moving frag-

ments (Fig. 2.6(c)), the monotonicity is restored in this region. For the smallest impact

parameter (b = 4 f m) shown in Fig. 2.6, the amount of equilibration indicated by both
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Figure 2.5: Density profiles within the reaction plane at t=162fm/c, normalized to satu-
ration density. (a) When following a momentum independent (MI) EoS and (b) when
following a momentum dependent (MD) EoS. The neck is seen to persist at longer times
with the momentum dependent interaction, due to the effect of the fledgling intermediate
mass fragments. This leads to more diffusion when the entire forward-moving system is
considered, but the diffusion to the heavy residue can also be limited by the nearby light
fragment. These explain the effects seen in Figure 2.4

33



Figure 2.6: Impact parameter dependence of isospin diffusion for: (a) momentum in-
dependent EoS, (b) momentum dependent EoS, to the heavy residue, (c) momentum
dependent EoS, to all forward-moving fragments. A large impact parameter leads to a
shorter interaction and a smaller neck, which reduces the amount of diffusion. How-
ever, there is quite a bit of variation between the MI and MD interactions and between
observables at smaller impact parameters.
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tracers decreases (larger Ri values). In this region, the motion of matter squeezed out

from the overlap region competes with the diffusion process. Comparison of the three

panels reveals the smallest effect from the momentum dependence of the mean field at

large impact parameters, while still being sensitive to γi. For mid-peripheral collisions,

the dependence on the mechanism of neck breakup due to the momentum dependence of

the mean field is reduced when looking at all forward-moving fragments.

2.3.2 In-medium cross sections

We now move in our considerations from the mean field to the in-medium nucleon

cross sections. As discussed in section 2.1.2, we examine free cross sections and two

parameterizations of in-medium reductions. Prior to this point in the chapter, we have

been using the screened cross section.

The effect of the different cross section parameterizations is shown in Fig. 2.7, when

following the MI EoS. Clearly, less diffusion occurs for the free cross section (triangles) than

for either reduced one, and this effect is most pronounced for small γi. This contradicts

the conclusion arrive at within the IBUU04 code in Ref. [60], where it was found that the

free cross section produced more diffusion than the reduced cross section for very stiff

symmetry energies (γi > 2), with less effect in the range of γi considered here. Similarly,

the ImQMD05 code is largely insensitive to the cross section over a similar range of density

dependencies as considered here [55]. However, both of those results were obtained with

MD mean fields, which will be considered here only later in Fig. 2.9. In Fig. 2.7,

the difference between the Rostock and screened cross sections, shown as squares and

circles, respectively, is larger than the difference between the free and the Rostock. More
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Figure 2.7: Effect of different cross section parameterization on isospin diffusion. The
three cross sections were introduced in Section 2.1.2. The screened cross section, which is
the most reduced, leads to the most diffusion.
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importantly, the sensitivity to γi is strongly affected by the cross section.

The screened and Rostock cross sections lead to similar stopping in heavy ion collisions

because they produce similar viscosities [63]. However, they suppress the overall number

of nucleon-nucleon collisions by different factors, and as discussed in section 2.1.2, the

screened cross section reduces the np cross section more than the nn or pp. In these simu-

lations, NRostock ≈
3
4N f ree while Nnn,pp,screened ≈

1
4N f ree and Nnp,screened ≈ 0.15N f ree, where

N is the total number of nucleon-nucleon collisions over the course of the simulation. It

is not simply the number of collisions that affects the isospin transport. From Shi and

Danielewicz [57], we expect the isospin diffusion rate to depend inversely on the np cross

section, without depending on the nn or pp cross sections at all. However, Ref. [57] stud-

ied diffusion in nuclear matter near equilibrium, and the dependence on cross sections

may be different in heavy ion collisions. Fig. 2.8 shows the isospin transport values when

the np cross section is reduced by a constant factor relative to the free cross sections. As

expected, changing the nn and pp cross sections leads to only very small changes, so

these are not shown. The x-axis is the employed reduction factor, with the limit of no

collisions at the left of the axis (σnp/σnp, f ree = 0) and free-space cross sections at the right.

Line and marker styles represent the density dependence of the symmetry energy, γi. The

trend of each line indicates that collisions have two major effects on the amount of isospin

diffusion. For nearly free cross sections on the right side of the plot, increasing the cross

section decreases the amount of diffusion. This matches the intuition, formally derived in

Ref. [57], that collisions impede isospin diffusion. A nucleon that undergoes a collision or

series of collisions with large momentum transfer forgets its original direction of motion,

which impedes the equilibration effects of the mean field.
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Figure 2.8: Sensitivity of isospin diffusion to np cross section reduction by a constant
factor. The x-axis is the fractional reduction relative to free cross sections. Horizontal
lines represent the results obtained using the screened cross section, from Fig. 2.1. While
reducing the cross section increases the amount of diffusion to a degree, this trend does
not continue indefinitely. Particularly small cross sections lead to less diffusion.
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For the very small cross sections on the left side of the figure, however, increasing

the cross section increases diffusion. The nucleon-nucleon collisions can cause isospin

transport by knocking nucleons out of the momentum space of one nucleus, causing them

to be transferred to the other nucleus or expelled as free nucleons. This process is largely

isospin independent, but will contribute to isospin equilibration via simple mixing. The

hook at low end of the γi = 1/3 (triangles, dot-dashed) line shows that this yields a finite

contribution to isospin diffusion for even a strong symmetry potential at subsaturation

densities. For γi = 2 (solid line), this is the dominant contribution, and is approaching the

point where diffusion would increase by increasing the cross section at any point on the

curve. For even stiffer symmetry energies, this could easily lead to the free cross section

producing more diffusion, as was seen in the IBUU04 study. For reference, three horizontal

lines are drawn to indicate the value of Ri from the screened cross section. Except for the

γi = 1/3 case (dot-dashed), a uniform reduction of the free cross section never produces

as much diffusion as the screened cross section. This indicates that the strong density

dependence of the screened cross section is particularly favorable for overall isospin

equilibration. Therefore, the exact form of the in-medium cross section is the important

quantity, not merely the viscosity or the net collision number.

A similar hierarchy of cross section effects is evident with a momentum dependent EoS,

with the stipulation that one takes the IMFs into account. As shown in Fig. 2.9, the IMFs

included in the forward moving fragments modify the signal differently for the different

cross sections. The screened cross section (circles) is strongly affected by the inclusion

of IMFs (panel (b)), while the Rostock (squares) is affected modestly and the free cross

section (triangles) is affected little. This may open an avenue to experimentally constrain
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Figure 2.9: Isospin equilibration for a momentum dependent EoS with in-medium cross
section reductions. Panel (a) shows results from the heavy residues only, while panel (b)
shows results from all forward-moving fragments. With the slightly weaker momentum-
dependent interaction, the dependence of diffusion on cross section reduction does not
display the clear trend as with the momentum independent interaction shown in Figure
2.7.
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the cross sections. A careful comparison of Fig. 2.9 to Fig. 2.7 also reveals that the results

obtained using the screened cross section are most strongly modified by using a mean

field with momentum dependence. This can be understood as the competition between

the collisions and the mean field: as the importance of the collisions grows, the changes

in the mean field become less important. This figure also shows that with a momentum

dependent mean field, the Rostock and free cross sections produce very similar results,

except for the very stiff symmetry energy γi = 2. This is consistent with the results of [60].

The difference in dynamics that gives rise to the different IMF dependencies is evident

in Fig. 2.10, where the asymmetry of all fragments greater than mass two at the final time

of the 124Sn +112Sn simulations are plotted against their rapidity in the reaction center

of mass, accumulated over many simulations. The two different symbols represent

two different γi values in the EoS used in the simulations, and panels (a) and (b) show

results for the screened and Rostock cross sections, respectively. The tight clumps of

fragments at the largest absolute rapidities are the large residues, and all other points

represent IMFs. While the fragment asymmetry is similar between the two cross sections

for a given γi, the IMFs are more evenly spread in rapidity with the Rostock cross section

(Fig. 2.10(b)), whereas they are more likely to be concentrated at larger absolute rapidity

with the screened cross section (Fig. 2.10(a)). This indicates less stopping for the IMFs

from the screened cross section, even though the residue rapidity is unchanged. Related

to this, but not illustrated, is that the produced IMFs tend to be larger in the screened

case compared to the Rostock case, but of quite similar asymmetry. Note that there are

no IMFs close to the residue in rapidity. Since this is a snapshot taken on the timescale of

the nuclear reaction, the effect cannot be attributed to the long-term impact of Coulomb
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Figure 2.10: Distribution of fragments in isospin asymmetry δ (see Equation 1.2) and
rapidity, using (a) screened and (b) Rostock in-medium cross sections. The rapidity
distributions of the intermediate mass fragments depend strongly on the cross section,
which the rapidity of the heavy residue does not. Also note the strong sensitivity of the
IMF asymmetry to the symmetry energy.
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repulsion. Rather it is the effect of the residue “gobbling up” nearby fragments. Because

the IMFs are moving faster in the screened case, they are closer to the residue and are

more likely to be absorbed. This, combined with the mass difference of the IMFs, causes

the different degree of response to the inclusion of IMFs in the isospin transport ratio.

The dependence on IMF mass and rapidity distributions can be measured, and this may

provide additional constraints on the in-medium cross section reduction.

2.3.3 Cluster Production

Next we examine the effects of light cluster production in the nuclear medium. This is

a distinct process from the formation of IMFs during the breakup of the neck. IMFs are

the result of density fluctuations, whereas cluster production is a fast nucleation process,

the result of inelastic particle collisions. It is unclear how to combine the information

about light fragments produced from these two mechanisms; nevertheless, it is interest-

ing to examine the change in dynamics that results. Fig. 2.11 shows the changes in the

isospin transport ratio caused by including cluster production, when examining all for-

ward moving fragments. Specifically, the figure compares the results of simulations with

and without clustering when employing a MI mean field (panel (a)), and when employing

a MD mean field (panel (b)). In both cases, the inclusion of cluster production (squares)

reduces the amount of diffusion and decreases the sensitivity of the diffusion to the sym-

metry energy. The increased value of the isospin transport ratio for small γi better matches

the predictions of ImQMD05 [55], bolstering the idea that clustering in a BUU model is

required for comparison to results from QMD models and to experimental data. However,

the maximum isospin transport ratio for large γi here is still significantly less than that
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Figure 2.11: Effect of in-medium cluster production on isospin equilibration for a momen-
tum independent mean field (a) and a momentum dependent mean field (b). Clustering
greatly reduces the amount of diffusion, regardless of the EoS employed.
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reported in ImQMD05. The effect of clustering is very similar to the effect of increasing

the cross section in section 2.3.2. In fact, with this new collision channel open, more

collisions occur. This reduces the influence of other effects. Comparing the two panels

in Fig. 2.11, there is little difference between the momentum dependent and independent

simulations, once clustering is included. Similarly, the differences between cross section

parameterizations are reduced when clustering is included, compare Figs. 2.12 and 2.9.

The difference between the residue and forward moving fragment tracers is also less with

the inclusion of cluster production, and for the free and Rostock cross sections, it becomes

a small, nearly constant offset in the value of the isospin transport ratio. Interestingly,

the simple dependence on collisions number, that was lost when momentum dependence

was included, has been restored.

However, the effect of including clustering goes well beyond the increased number of

collisions. The extra kinetic energy released by the cluster formation causes the neck to

fragment into many smaller pieces rather than a few large IMFs, as seen in the density plot

at t=270 fm/c in Fig. 2.13. The fragmentation process also continues longer, as evidenced

by the shape of the residues, which have not yet reached a spherical shape. Additionally,

the whole neck region tends to expel its asymmetry with less dependence on γi, as shown

in Fig. 2.14 (compare Fig. 2.10). This effect was predicted by Shi and Danielewicz [69].

They argued that the clusters modify the liquid-gas phase transition, forming droplets

in the low-density gas phase and causing it to behave more like the liquid phase. This

results in less isospin migration to the neck, and thus less diffusion taking place through

the neck. Another result is that the IMFs are smaller and have asymmetries similar to

the residue, and both these effects reduce the importance of including them in the isospin
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Figure 2.12: Effect of cluster production and of in-medium cross section reductions on
isospin equilibration, when using a momentum dependent mean field. The strong influ-
ence of clustering on the isospin diffusion observable reduces the sensitivity to the cross
section.
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Figure 2.13: Density profile within the reaction plane at t=270fm/c, normalized to satura-
tion density, when cluster production is incorporated and a momentum-dependent mean
field is employed. This demonstrates that the breakup of the neck is much more violent
when clustering is employed, due to the heating of the neck. This is part of the reason
why clustering leads to reduced diffusion.
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Figure 2.14: Distribution of fragments in isospin asymmetry and rapidity, when cluster
production is incorporated and a momentum dependent mean field is employed, for
two choices of symmetry energy. Compared to Figure 2.10, the asymmetry of the neck
fragments is much less sensitive to the symmetry energy.
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Figure 2.15: A comparison of isospin equilibration data to results of simulations that
incorporate a MD mean field, cluster production, and one of two parameterizations of
in-medium cross section reductions.

transport ratio. Note that the isospin distribution of the IMFs in Fig. 2.14 is similar to that

in Fig. 2.10 for γi = 1/3, while the diffusion represented in Fig. 2.12 is more similar to

that previously displayed for γi = 2. This indicates that the effect of clustering on isospin

diffusion may be distinguished from the effect of the symmetry energy by examining both

the IMFs and the projectile-like residues.

Finally, it is interesting to consider a comparison to data, with all the discussed effects

included. Fig. 2.15 includes simulation results using a momentum dependent mean field,

cluster production, and both cross section reductions, compared to the experimental data

(shaded region) from Ref. [18]. The simulations are carried out at impact parameters of
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both 6fm (solid symbols) and 7fm (open symbols), to represent the uncertainty in the im-

pact parameter in the data. The results compare well with the data, but unfortunately do

not tightly constrain the density dependence of the symmetry energy, γi especially when

the Rostock cross sections (squares) are used. This calls for further investigation into

the uncertainties in the transport model. As presented here, many of those uncertainties

affect the distribution of mass, isospin, and rapidity between IMFs and heavy residues,

which can be experimentally measured. The decreased dependence on γi once all effects

are included, as compared to previous BUU results, also argues for more precise experi-

mental measurements. Isospin diffusion experiments were proposed at both the National

Superconducting Cyclotron Laboratory and the Rare Isotope Beam Facility at RIKEN to

measure the isospin signals from both IMFs and heavy residues with high precision. The

experiment at the NSCL was recently completed, but no results are yet available from this

experiment. The RIKEN experiment is expected to run in the summer of 2013.
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Chapter 3

Experimental Details

As discussed in the Chapter 1, the goal of this experiment was to measure the transverse

emission of protons and neutrons from neutron-rich heavy ion collisions and compare

them to the emission of the same from symmetric collisions. We chose to use collisions

of 124Sn on 124Sn for the neutron rich system and collisions of 112Sn on 112Sn for the

symmetric system. These are the most neutron-rich and neutron-poor stable isotopes

of Sn. While isospin-dependent effects would be larger for more neutron-rich unstable

isotopes, only stable beams were available at MSU with sufficiently high rates for this

experiment. For each system, we used both 50 AMeV and 120 AMeV beams to determine

the energy dependence of the spectra, which should constrain both the symmetry energy

and the isovector nucleon effective mass. The beams were produced at the NSCL Coupled

Cyclotron Facility at Michigan State University and transported to an experimental setup

in the S2 vault. The collisions occurred on approximately 5 mg/cm2 Sn targets with

approximate dimensions of 2cm x 2cm. The exact target thicknesses are given in Table 3.1.

The target ladder was situated at the center of a 52 inch diameter round vacuum chamber.
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Target Thickness ( mg/cm2 )
112Sn 5.57
124Sn 5.30

Table 3.1: Thicknesses of targets used in the experiment.

The chamber was large enough to house the MSU Miniball plus other necessary charged

particle detectors, and the aluminum walls were thin enough to minimize the possibility

of neutron reactions on the way to the external neutron detectors. In addition to the

reactions of interest for the measurement, 16O beams with energies of 16.8 AMeV and

29.4 AMeV were impinged on CH2 targets to provide energy calibrations for the charged

particle detectors.

The transverse emission of protons and neutrons from central heavy-ion collisions were

measured simultaneously during the experiment. Most of the measurements required

specialized detectors. In particular, we detected protons and other light charged particles

with the Large Area Silicon Strip Array (LASSA). We measured neutron spectra with the

Large Area Neutron Area (LANA), also known as the Neutron Walls (NW). The NW

are also sensitive to charged particles and gamma rays in addition to neutrons. While

gammas have a distinct signature in the walls and can be distinguished from neutrons,

charged particles do not. To identify and remove the charged particles from the neutron

spectra, we placed an array of thin plastic scintillators between the reaction target and

the neutron walls. We referred to this array as the Proton Vetoes (PV). Because neutron

energy is determined by time of flight (TOF), we placed an additional array of thin

plastic scintillators just downstream of the reaction target to provide a start time. Due

to its location, we called this the Forward Array (FA). The final piece of event-by-event
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Figure 3.1: Layout of the full experimental setup in the vault. The beamline leads to a
downstream beam dump that is not shown in the figure. The most prominent detectors
are the two neutron walls, which are five and six meters away from the target to the left
of the beamline, and the MSU Miniball array that occupies the majority of the reaction
chamber. Smaller detectors are mostly obscured in this image. During experimental
operation, the reaction chamber is closed and at vacuum.
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information required for this experiment was the reaction impact parameter, which we

determined from the multiplicity of charged particles in a 4p charged particle detector,

the MSU Miniball (MB). A fast scintillator was placed downstream of the reaction target

during a few calibration runs, and provided a beam rate measurement need for an absolute

cross section determination. This Downstream Scintillator (DS) was retracted and not used

during normal data taking.

Each detector required its own set of electronics to digitize and store the electronic

signals it generated, but the whole system had to communicate for a coordinated readout.

To allow fast self-triggering for some subsystems and to facilitate easier operation and

debugging, we adopted a modular approach to the electronics. We kept the subsystems

for the different detectors as separate and self-contained as possible, communicating only

through a master logic circuit and a few reference times. Each subsystem generated its

own digitization gates, delays, busy signals, submaster triggers, and, if necessary, fast

clears. The subsystems passed their submaster triggers and busies to the master logic,

which returned a master trigger and global busy to each subsystem, and triggered the

computer to read out the event.

In the next several sections, I will discuss the design and operation of the detectors and

their associated electronic subsystems in more detail. I end the chapter with a description

of the master trigger logic.

3.1 Miniball

The MSU Miniball [70] is a granular charged particle detector with large solid angle

coverage. In its full configuration, it consists of 188 CsI(Tl) phoswich detectors covering
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89% of 4π. The individual phoswich detectors are arranged into eleven rings, each of

which spans the azimuthal direction at a different polar angle with respect to the beam

axis. The polar angles and number of detectors in each ring are shown in Fig. 3.2. In the

current experiment, we removed many of the forward detectors to make room for LASSA

and the forward array, and to reduce the material between the target and the neutron

walls. The number of detectors remaining in each ring are shown in Table 3.2.
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Figure 3.2: The polar angle and number of detectors in each Miniball ring in the full Miniball setup. The polar angles are
in the laboratory frame.

565656



Ring θ(◦) ∆θ(◦) Detectors used/total
5 45 10 15 / 24
6 57.5 15 14 / 20
7 72.5 15 19 / 20
8 90 20 16 / 18
9 110 20 13 / 14

10 130 20 11 / 12
11 150 20 8 / 8

Table 3.2: Detectors used in the Miniball setup for this experiment, by ring. The forward
rings and parts of the intermediate rings were removed to make space for other detectors.

The individual phoswich detectors, as shown in Figure 3.3 are composed of a thin

(usually 40 mm) plastic scintillator spun from Bicron BC-498X scintillator solution backed

by a 2 cm CsI(Tl) scintillator crystal. The CsI crystal is attached, via two pieces of UVT

Plexiglas, to a Burle Industries model C83062E photomultiplier tube (PMT). This arrange-

ment leads to a single electronic signal from the detector that contains three distinct time

components: one from the thin scintillator characterized by a 2.4 ns decay time, and two

from the CsI crystal with decay times in the hundreds of ns and few ms, respectively. These

different time components are exploited for particle identification. The thin scintillator is

covered by an aluminized mylar foil, which in turn is covered by a 5 mg/cm2 Sn-Pb foil

that suppresses hits from electrons.

The electronic signal from the PMT was further amplified for the detectors from the

backward rings, and then passively split using custom Miniball splitters to pick out the

different time components of the signal, called fast, slow, and tail as shown in Figure

3.4. The integration times for these different components are 30 ns, 400 ns, and 1.5 ms,

respectively (see Figure 3.5), so the split fraction is lopsided to provide a similar integrated

charge for each signal: 92% for the fast signal, 4% for the slow, and 4% for the tail.
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Figure 3.3: Diagram of an individual Miniball phoswich detector. The thin fast scin-
tillator backed by a thick CsI crystal allows particle identification through pulse shape
discrimination.
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Figure 3.4: The Miniball electronics subsystem. The start of the ”fast” integration is deter-
mined by the common gate on the QDC, while the stop is determined by the individual
channel gates. Arrows with open heads are used to distinguish the fast clear signal from
other signals.
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An additional amplified output is sent to a modified Phillips 7106 discriminator, which

provides time information and forms the basis of the Miniball logic. The discriminator

was modified to prevent retriggering earlier than 1.5 ms. The timing requirements of the

PSD meant that the Miniball subsystem had to be triggered before the master logic could

produce a trigger. To account for this the subsystem triggered itself, and if no master

trigger was received within 500 ns it produced its own fast clear to abort digitization and

prematurely close the QDC integration gates. A Miniball-busy gate was sent to the global

busy and fanned out to all subsystems to prevent triggering on another event during this

fast clear window. This gate is 1.5 ms long to include not just the 500 ns fast clear decision

but also the QDC internal busy from the fast clear.

Because we are interested in central collisions with corresponding high charged particle

multiplicity in the Miniball, the Miniball submaster is triggered only by high multiplicity

events. This was achieved by adding the SUM outputs from the all the discriminators

using a summer/amplifier module, which produced a 50 mV/hit signal. This signal

was sent to discriminators which determined if the multiplicity was large enough to be

interesting. The statistics were limited by data rate rather than beam rate, so we adopted

a setup using two discriminators to increase statistics for the highest multiplicity events

while still taking some data for events with moderate multiplicity. Both discriminators

were blocked by the global busy to prevent triggering while the system was busy. The

low multiplicity trigger was downscaled and ORed with the high multiplicity trigger to

create the Miniball submaster trigger, which was sent to the global trigger logic. The fast

QDC needed to be triggered prior to the creation of the Miniball submaster to provide

good PSD, so the QDCs were triggered by the low multiplicity trigger rather than the
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Figure 3.5: Timing of Miniball integration gates compared to PMT signal. Comparison
of the charge collected in the three integration gates can identify the incident charged
particle. Adapted from [1].
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submaster.

3.2 Neutron Walls

The Neutron Wall Array [71] is a time of flight (TOF) detector for intermediate energy

neutrons. Neutrons with kinetic energies in the tens or hundreds of MeV have a low

likelihood of interacting with matter. When a neutron in this energy range interacts with

a detector at all, it collides with a nucleus in the detector material and transfers some

fraction of its kinetic energy to that nucleus. If the collision is elastic, the recoiling nucleus

deposits its energy in the detector, and if that detector is a scintillator, some of that energy

is converted into light and detected. If the collision is a more complicated reaction, then

other particles, such as aparticles, are emitted and produce light in the scintillator. Because

the neutron does not transfer a fixed fraction of its kinetic energy to the recoil nucleus,

neutron energy must be determined by TOF rather than pulse height.

Pulse height is still important, however, because it needs to be large enough to be

detected. Simple two body kinematics gives the maximum energy the neutron can transfer

to the recoil nucleus as

ER,max =
4A

(1 + A)2 En (3.1)

which indicates that detectors composed mostly of Hydrogen are preferable. This is true

for a second reason as well: heavier elements of a given kinetic energy produce less light

in a scintillator than light elements of the same kinetic energy.

Energy resolution in a TOF detector is determined by the magnitude of the TOF and
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the time resolution. Non-relativistically, this takes the form

E =
1
2

m
(

d
TOF

)2

δE
E

= 2
δTOF
TOF

δE = md2δTOF
TOF3

Detection efficiency is determined by the areal density of nuclei in the detector and

the solid angle coverage. A thick detector sacrifices time resolution for efficiency, and a

distant detector sacrifices coverage for energy resolution. The dimensions of a detector

have to find a balance between these effects. While the above equations are not strictly

accurate for the energies considered in this experiment, the considerations are the same.

The NW Array consists of two walls, each with an area of 2x2 m2 divided into 25

horizontal detector bars. A cut-away of one wall is shown in Figure 3.6, and a single cell

is shown in Figure 3.7. The detector bars consist of 2 m long Pyrex shells which contain

the liquid organic scintillator NE-213. In each bar, the scintillator is 7.62 cm tall and the

Pyrex shell is 3 mm thick. Space was left between the bars to account for the stainless-steel

bands used to attach the bars to the wall frame and variations in the Pyrex. The result

is a 8.6 cm bar spacing, corresponding to 11% inactive area. A Phillips Photonics model

XP4312B/04 PMT is affixed to each end of the bar to detect the scintillated light.

The time of an event is determined by the average of the times from the two PMTs, and

the position is determined by the difference in PMT times. The nominal time resolution is

1 ns, and with a nominal 7.65 cm/ns position calibration, this leads to a horizontal position

resolution similar to the vertical resolution determined by the bar height. The light output

63



Figure 3.6: Cut-away of one neutron wall [2].
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Figure 3.7: Diagram of one of the detector bars in the Neutron Walls [2].
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is measured using the geometric mean of the integrated signal from the two PMTs. The

two walls were placed 6 m and 5 m away from the target with the more distant wall

closer to the beamline as shown in Figure 3.1, leading to the angular coverage shown in

Figure 3.8. Only 24 bars in each wall are used, due to the number of available electronics

channels.

The Neutron Walls cannot measure the incident angle of the detected neutrons, so

neutrons that scatter off material in the vault and reach the walls via an indirect path

contribute a background to the measurement. To determine that scattered background, 30

cm thick brass shadowbars were placed midway between the target and Neutron Walls to

prevent neutrons from taking a direct path to reach the walls, leaving only the scattered

background in the shadowed region. The shadowbars were moved to shadow different

locations on the walls over the course of each beam-target combination, providing a map

of the background over the surface of the detector. A shadowbar is shown in Figure 3.9,

and several shadowbars are shown in location in Figure 3.10.

Like any organic scintillator, NE-213 has a high concentration of protons, in this case

4.82x1022 per cubic cm [72], making it useful as a proton recoil neutron detector. The

distinguishing feature of NE-213, however, is the ability to distinguish neutrons from

gammas using PSD. This arises from two contributions to the scintillation light spectrum

with very different decay times. The fast contribution proceeds via prompt fluorescence

from the S10 excited singlet state [73] and has a characteristic time of 32.3 ns [72]. The slow

component arises from phosphorescence from the T10 triplet state, which has the much

longer lifetime of 270 ns.

The light output from highly ionizing particles is always quenched relative to lightly
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Figure 3.8: Angular coverage of the Neutron Wall array in the lab frame. Note that only
24 bars are used in each wall. The separation between the two walls and between wall
elements is visible.
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Figure 3.9: One brass shadowbar. The shadowbar is thick enough to stop neutrons that
take a direct path to the Neutron Walls, which provides a measurement of the scattering
background.
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Figure 3.10: Four shadowbars in one of the configurations used in the experiment.
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Figure 3.11: Schematic of different pulse shapes for γ-rays and neutrons in NE-213, where
the peak heights are normalized to be the same [2]. Like the Miniball, the readout of the
Neutron Walls exploits this pulse shape difference to identify the source of the signal.

ionizing particles such as electrons, but the quenching is weaker in the slow component.

Thus when the peak height of the pulse is the same, a signal arising from a neutron

scattering off a proton will have a larger tail component than a signal arising from a

gamma scattering off an electron, as depicted in Figure 3.11. In our setup, PSD was

accomplished by comparing the integral of the first 30 ns of the signal to the total integral.

The result for an AmBe source, shown in Figure 3.12, clearly distinguishes between

neutrons and gammas. One should note, however, that many of the energetic pulses in

the AmBe spectrum originated from cosmic ray muons. These have the same pulse shape

characteristics as the gammas and appear in the gamma-ray PSD line.
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Figure 3.12: Example pulse shape discrimination from an AmBe source. The two lines are
derived from the different pulse shapes produced by incident gammas and neutrons in
the detector, as indicated in Figure 3.11.
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To accomplish the PSD, the PMT anode signal was resistively split as shown in Figure

3.13. The total signal was integrated in a QDC with a 340 ns wide gate common to all

channels on the QDC, while individually-gated QDCs (IGQDC) were used to capture the

fast signal. This is similar to the Miniball subsystem. The PMT dynode signal was used in

a CFD to acquire times and to start the subsystem logic. Individual discriminator signals

were reshaped to provide constant-width 60 ns gates for the IGQDCs, while all channels

associated with a given QDC were ORed to start the common gate. The common gates

were vetoed both by the local self veto to prevent refiring and by the global busy to keep

the Neutron Wall subsystem inactive when another subsystem or the data acquisition

computer were busy. The OR of the three common gates was the Neutron Wall submaster.

As in the Miniball subsystem, the Neutron Wall QDCs needed to start integration before

the master signal could be received, so the submaster started a fast clear circuit that was

cancelled if a master trigger arrived. The CAEN V1190 TDC stores hits in buffer and can

read out events that were stored prior to the trigger, so it was not necessary to connect it

to the fast clear circuit.
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Figure 3.13: The Neutron Wall Array electronics subsystem.
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3.3 LASSA

LASSA is a charged particle detector that was designed to deliver good energy resolution,

good angular resolution, and isotopic resolution for elements ranging from Hydrogen

through Oxygen [74]. The array is divided into telescopes, each containing a 500 mm

double-sided silicon strip detector (DSSD) backed by four tapered 6 cm thick CsI(Tl)

crystals, all housed in an trapezoidal aluminum casing. In previous measurements of

low energy particles, a 65 mm single-sided silicon strip detector was placed in front of the

DSSD, but that was not used in this setup.

For this experiment, the full array consisted of six telescopes that sampled polar angles

from 16◦ to 58◦, a similar range as the neutron walls but on the opposite side of the beam

axis. The setup is shown in Figure 3.14. The front of each telescope was covered with

aluminized mylar foil and 15 mm of SnPb foil to make a Faraday cage and protect against

low energy electrons coming from the target.

As shown schematically in Figure 3.15, the front and back segmentation of the DSSD

allow the hit position to be localized to one pixel. The strip pitch of the DSSD is 3 mm,

and the interstrip SiO2 isolation is 100 mm wide, leading to approximately 0.9◦ angular

resolution at the design distance of 20 cm. In addition, multiple particle readout is possible

within one telescope due to the segmentation of the CsI, which is important when the

reaction multiplicity is high. For the particles of interest, the correlation between the

energy loss in the thin DSSD and the total energy deposited in the CsI uniquely determines

the particle type. An example particle identification (PID) is shown in Figure 3.16. This

technique works as long as the particle stops in the CsI, which limits the detected proton

energy to 147 MeV.
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Figure 3.14: A photo of the six LASSA telescopes (center-right) and several Miniball
telescopes. LASSA is used to detect the protons and light charged particles for this
analysis.
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Figure 3.15: A schematic of the detectors in a LASSA telescope, showing how front and
back strips are used to determine a hit location. Not to scale.
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Figure 3.16: Particle identification in LASSA using the DE-E technique. From bottom left,
bands are proton, deuteron, and triton, followed by Helium isotopes.
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Figure 3.17: A diagram of one channel on the HiRA ASIC [3].

The DSSD and CsI are read out using separate electronic subsystems. The Si subsystem

is unique in this setup in that it uses an application specific integrated circuit (ASIC) rather

than conventional nuclear electronics. The HINP16C chip [75] that forms the basis of this

system was developed to read out the Si in HiRA [3], another array of Si and CsI telescopes.

The electronic processing on each channel is actually quite similar to that discussed in the

other subsystems in this experiment, as shown Figure 3.17.

First, the incoming signal is passed through a charge sensitive amplifier (CSA), of

which two internal options are available. In this setup, we instead chose to use external

pre-amplifiers to maximize the gain. The signal is then split, with one path going to a

Nowlin pseudo constant fraction discriminator (CFD) to determine if a hit has occurred,

and then on to a time-to-voltage converter (TVC). The other path goes to a shaper with a

shaping time around 1 ms. The time and energy are then stored for readout. If a trigger

is not received within the allotted time, the stored values are cleared. This is similar to

the fast clear circuits in the Neutron Wall and Miniball subsystems, except it operates for

each individual channel separately. The major virtues of this system as compared to a
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Figure 3.18: Image of a HiRA chipboard with a US quarter for reference. A prototype chip
is also shown. The two chips on the chipboard each contain sixteen channels of the circuit
shown in Figure 3.17.

conventional electronics system are the size and cost. This system can be produced for

about $50 per channel. Conventional electronics cost about a factor of ten more. Each

chip processes sixteen signal channels, and two chips fit on a small chipboard as shown

in Figure 3.18, minimizing the ”foot print” of the electronics. Another major advantage

is the ability to remotely monitor the signals and change settings channel by channel, as

partially indicated by the inspection points in the block diagram in Figure 3.17.

In addition to the ASIC chips, the chipboards contain resistors and decoupling capac-

itors to pass the bias voltage to the Si, and a complex programmable logic device that

handles the chip logic. In principle, up to sixteen chipboards can be connected to a moth-
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erboard, which provides power and communication to the chipboards. A motherboard

filled with the six chipboards required for this experiment is shown in Figure 3.19. The

motherboard contains a field programmable gate array (FPGA) that controls the commu-

nication between the chips and the outside world. It provides multiplexed access to the

inspection points on each chip, and can generate up to three ORs from any combination of

channels. Two linear outputs on the motherboard send the energy and time determined

on the ASIC channels to a SIS3301 flash ADC, one of two VME modules required for this

setup. The other module is a JTEC XLM universal logic module, which controls the read-

out and stores the addresses of read channels. The XLM is also the access point between

the Si subsystem and the master logic, accepting the master trigger and signalling when

digitization is complete so a computer read can occur. Overall, this system is optimized

for sparse readout from a large number of channels.

One advantage of treating each channel separately on the ASIC chips is that noisy

channels do not tie up the whole system, so long as they are not in the trigger. The

disadvantage on the flip side of this is that there is no external information about the

electronics dead time of each channel when it is not in the trigger. The electronics dead

time can be significant at low thresholds because of noise and because of analog-digital

cross talk within the system. To account for this, every Si channel was pulsed at 2 Hz

during the experiment. A busy channel does not read out during these events, so this

method determines the dead time fraction of each channel. The electronics for this pulser

setup are described in Section 3.7.

The CsI electronic subsystem is much simpler than the others mentioned so far in part

because there are few channels, and in part because there are no timing requirements.
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Figure 3.19: The HiRA motherboard used in this experiment, filled with six chipboards.
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Figure 3.20: The CsI electronics subsystem.

The times are not even digitized. As indicated in Figure 3.20, the light from the crystal

is collected by a photodiode, amplified by preamps onboard the telescope, then split into

time and energy paths. The time path produces a raw OR and passes it to the master

logic. The energy path is shaped then digitized in an ADC. The times involved are long

enough that the master trigger starts the ADC gate; neither subsystem busy nor fast clear

is required.

3.4 Forward Array

The Forward Array was built to provide a start for the neutron TOF measurement. It

consists of sixteen thin NE-110 plastic scintillator wedges arranged in a partial annulus

with a one inch inner diameter and a 4.5 inch outer diameter. The array is centered on the

beam 10 cm downstream of the target, and contains a 72◦ cutout that leaves space for the

most forward LASSA telescope. Because this experiment is focused on central collisions,

a shower of charged particles will spray forward from the target at approximately beam

velocity, generally hitting several elements in the FA. The small size of each element
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was chosen to optimize the time resolution. Each wedge is painted with Bicron BC-620

reflective paint to improve light transmission and wrapped in aluminized mylar foil to

prevent external light contamination or cross talk. The scintillated light is detected by

Hamamatsu R5600U PMTs attached to the outside of each wedge with optical epoxy. The

model E5780 base is used with the PMTs. The wedges are attached to an aluminum plate

that has the same dimensions as the array. Figure 3.21 shows the forward array in place.

The electronic signal from the PMT base follows a similar path as in the CsI subsystem,

as shown in Figure 3.22. However, the FA times are read out. The TDC was set to common

stop mode to avoid the need for a fast clear circuit. Also of note is that the FA TDC is self

timing: the FA OR sets the time of the common stop. The FA OR is also passed to the

Neutron Wall and Miniball TDCs as a time reference, making it one of the only signals

that is passed directly between different subsystems.

3.5 Proton Vetoes

The Proton Veto array is composed of thin plastic scintillators placed on the outside of

the reaction chamber between the target and the Neutron Walls. Neutrons are unlikely

to interact with the array on their way to the Neutron Walls, while charged particles

will deposit energy and be detected. This distinguishes the charged particle background

from the neutron signal in the walls. Four existing square scintillators, designated paddles,

covered the neutron wall at backward angles of 35◦≤ θ ≤ 60◦. Thirteen narrow rectangular

bars covered the neutron wall at forward angles of 8◦≤ θ ≤30◦ in order to achieve higher

granularity at small polar angles where the charged particle multiplicity was expected to

be large. An image of the veto array is displayed in Figure 3.23.
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Figure 3.21: Image of the Forward Array in place (center) looking downstream from the
target position. The aluminum support plate is behind the wedges, and not visible in this
image. The cutout in the array, beam right, makes room for a LASSA telescope, which has
a protective cover in this picture. In this image, the array is surrounded by two rings of
Miniball telescopes.
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Figure 3.22: The Forward Array electronics subsystem.
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Figure 3.23: Image of the proton veto array attached to the outside of the reaction chamber.
The vertical bars shadow the forward Neutron Wall, and the square paddles shadow the
backward wall. The thin plastic scintillators detect charged particles that travel to the
Neutron Walls.
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Figure 3.24: The Proton Veto electronics subsystem.

Both types of veto are made of Bicron BC-408 scintillator. The paddles are 3/8 inch

thick, while the bars are 1/2 inch thick. The face of each veto paddle has dimensions 16cm

x 16cm, and the face of each veto bar measures 23.5 mm by 27.4 cm. A UVT light guide

attaches one corner of each paddle to a PMT, and a similar setup is attached to one end of

the bars. The surfaces of each scintillator were polished to maximize light transmission.

In addition, the paddle light guides and the entire length of the bars were wrapped

with reflective tape to further improve transmission. Both geometries are covered in

black plastic to prevent light contamination and optical cross talk. The PV electronics

subsystem, presented in Figure 3.24, is similar to the FA and CsI subsystems. The time

and pulse height information are read out through the same TDC and ADC used for the

Forward Array.
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3.6 Downstream Scintillator

The Downstream Scintillator was used to determine the beam rate in certain calibration

runs. The scintillator itself was a 3.5 inch square, 1/8 inch thick piece of Bicron BC-

404 plastic scintillator. This was coupled to a Thorn EMI 4011 PMT via two pieces of

UVT lightguide. The assembly, shown in Figure 3.25, was located just downstream of

the Miniball, and retracted from the beam path during normal data taking to reduce

background and protect the scintillator. The PMT signal was discriminated, then counted

in a CAEN V830 scaler. The energies and times were not digitized.

3.7 Master Logic

The master logic system determines the trigger condition for computer readout and co-

ordinates the detector electronic subsystems. During normal data taking, the AND of the

Forward Array and Miniball submasters was required to generate a trigger and the other

systems were run as slaves. The multiplicity requirement rejected uninteresting periph-

eral events, and the FA requirement guaranteed a time start for the neutron measurement.

However, any of the logical signals in the dotted box displayed in Figure 3.26 could be

inserted or removed from the trigger by the movement of a single cable. This flexibility

was necessary to provide the trigger conditions for various calibrations without tearing

apart the data acquisition.

Due to timing requirements, a trigger associated with the LASSA pulser system op-

erated separately from the trigger determination described above, and the OR of these

two triggers, widened to 20 ms to prevent retriggering, formed the master trigger. The
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Figure 3.25: Image of the Downstream Scintillator, which was used to measure the beam
rate during calibration runs. The scintillator was retracted during normal data taking.
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master was fanned out to trigger the individual subsystems. After a short resolving time

delay, the master started a latch indicating that the computer was busy, but the computer

trigger itself was delayed by 20 ms before being passed to the I/O module to allow time

for ADC digitization. As mentioned in Section 3.3, the Si ASIC electronics are optimized

for sparse readout, which is not the case when every channel is triggered during a pulser

event. The serial signal digitization is quite slow in this case, so a during a pulser event,

computer trigger was delayed by an additional 786 ms. When the computer was triggered,

data acquisition proceeded through the NSCL DAQ system. At the end of acquisition, a

signal from the I/O module cleared the computer busy latch and the internal LASSA XLM

busy latch, returning the electronics to a ready state.

90



Figure 3.26: The electronic master logic.
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Chapter 4

Analysis

The data produced in a nuclear physics experiment is in the form of digitized electronic

signals from the various detector systems. These digitized signals have units assigned

during, known as channels, whose meaning must be assigned by the experiment’s calibra-

tion procedures. In the NSCL DAQ system, the digital values are written to a computer

file as a string of hexadecimal words, with additional hexadecimal words indicating the

electronics module that produced the data. One goal of experimental analysis is to assign

meaning to this raw data, and put it into a useful and physically meaningful format.

For this experiment, the analysis is done within the ROOT analysis framework. Each

detector component is represented by a C++ class, which includes structures that hold the

data and functions for basic processing. Following the framework set up by Rogers [76],

the data processing is conducted in several stages. First, the raw data file is converted

into the ROOT file format. In this stage, the data is mapped onto C++ structures that have

physical meaning, as a neutron wall element rather than a QDC. However, the data is left

in its original digitized values.
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Analyzing the raw calibration data in the ROOT file for each detector system leads

to the development of functions that calibrate the data into physical units, such as the

energy deposited in a given detector. This calibrated data is written to a new file. Separate

calibrated files are written for the separate detector systems. An additional processing

stage is necessary to turn this data into a physical description of the detected particle,

e.g. a neutron of a particular energy detected at a particular angle. This data is written

into a new file for each detector system. Finally, the data from the separate detectors are

merged into a ”physics” file that describes the full event. In the rest of this chapter, I

will describe the calibrations and processing that are used to transform the raw data into

particle spectra.

4.1 Centrality Determination

The reaction centrality is determined using the charged particle multiplicity in the Mini-

ball, which is an indicator of the violence of the reaction. The cross section for events in

which at least Nc charged particles are detected is:

σ(Nc) =
Ir(Nc)

IiN
(4.1)

where Ir(Nc) is the rate of reactions where at least Nc charged particles are detected, Ii is

the beam rate, and N is the areal number density of the target. N is calculated from the

target thickness given in Table 3.1. Assuming that the charged particle multiplicity is a

monotonically decreasing function of impact parameter b, one infers that collisions at b

lead to the detection of Nc(b) charges on average. A more central collision with smaller b
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leads to a larger average value for the multiplicity, and a less central collision leads to a

smaller average value. Relating the cross section to its geometric interpretation

σ(Nc) = πb2 (4.2)

determines the average b value corresponding to the detection of Nc charged particles [77].

Complex triggers can complicate the cross section measurement, so the multiplicity

was calibrated in terms of the impact parameter in runs that only require a hit in the

Miniball array. A trigger that accepts all data with Nc greater than or equal to a chosen

minimum value is referred to as a minimum bias trigger. Occasional scattering from the

target frame or the downstream scintillator gives rise to a low multiplicity background

with a maximum multiplicity less than Nc = 7. This is quantified by repeating the

measurement with a blank frame in place of the target. The downstream scintillator

can measure the beam rate when the rate is 105/s or less, but it does not function properly

at higher beam rates. To obtain enough statistics for the high end of the multiplicity

spectrum, an additional set of runs is performed at a higher beam rate and with the

downstream scintillator retracted. The shape of the background-subtracted multiplicity

spectra above multiplicity 7 is the same in the high rate and low rate runs. The dead-

time corrected ratio of the integral of the two background-subtracted spectra above this

multiplicity is also the ratio of the beam rates. Using this information, one can obtain the

cross section σ(Nc) for every value of Nc, allowing values for the corresponding impact

parameter to be accurately calculated as a function of Miniball multiplicity for all four

reaction systems. The results are displayed in Figure 4.1.
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Figure 4.1: Impact parameter as a function of Miniball multiplicity for all four reaction
systems

4.2 LASSA Analysis

The LASSA analysis consists of three parts. First, the individual detector components

are calibrated. Then the component information is combined to determine what particles

were detected in an event. Finally, the detection efficiency is investigated to determine

the true spectra.

4.2.1 Detector Calibrations

The Si and CsI calibrations contain the same two pieces: matching the spectrum to sev-

eral energy references, and accounting for any nonlinearity in the readout electronics.

The nonlinearity is determined using a PB-5 pulser made by the Berkeley Nucleonics

Corporation, which has a very linear output. Pulsing either the Si or the CsI preamps

and varying the pulse height in many equal steps produces a map between the digitized
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output of the electronics and the input signal. Both electronic systems are linear over most

of their range, but nonlinearities are present for small signals in the Si and large signals in

the CsI. The Si nonlinearity is fit by a fourth-order polynomial that transitions to a linear

relationship, while only a second-order polynomial is required to match the CsI nonlinear

region.

The energy deposited in the Si is determined using a 228Th source, which produces

alpha particles at five well-separated energies as it follows its decay chain, as shown

in Figure 4.2. Here the data have been binned according to the digitized values for

the pulse height. The location of the peaks are used to relate these digitized values to

the corresponding energies. Notably, the highest energy alpha has 8.78 MeV of kinetic

energy, which is larger than is available in other common sources. The alphas lose energy

in intervening material before stopping in the detector, so that the deposited energy is not

the original decay energy at the source. The LISE++ computer program [78] is used to

calculate the energy loss in the 50 mg/cm2 window on the source, the 1.9 micron aluminized

mylar foil, and the dead layer of the silicon detector to determine the energy collected

in the detector. The five peaks in the linearized spectrum are then fit onto the known

energies to arrive at a calibration.

The CsI cannot be accurately calibrated with a radioactive source because the light

output is too small for such low energies. Instead, protons are identified in the reaction

data using calibrated Si energy vs uncalibrated CsI energy, similar to Figure 3.16. The

expected energy in the CsI is calculated in LISE++ from the known energy in the Si. This

technique works well when the Si energy varies quickly with CsI energy as it does for

lower energy particles, but it is not useful when the Si energy plateaus. Signals below
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Figure 4.2: 228Th alpha source spectrum in a LASSA silicon detector. The five main peaks
provide calibration points.
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2 MeV in the Si are excluded from the fit. Additional information is needed to fix the

calibration at higher energies. Once a proton has enough energy to punch through the CsI

without stopping, it deposits less energy in the CsI with increasing kinetic energy. This

leads to a clear end of the proton PID line at known energy, called the punch-through

point. Scaling the calibration to match the punch-through point at 146.8 MeV in the

CsI and 0.51 MeV in the Si completes the proton energy calibration. Additional energy

corrections are made for other particle species during the event reconstruction.

4.2.2 Event Reconstruction

The Si electronics thresholds were set low to make sure to include the entire proton line

out to the punch-through point. This also meant that channels would sometimes fire

on electronic noise. During this experiment, LASSA was run as a slave. That is, it did

not contribute to the master trigger, and so these noise events did not tie up the system.

However, the first task of event reconstruction is to identify and remove these spurious

signals. The pedestal values, the pulse height associated with noise events, are identified

channel by channel and a software threshold is put in place to exclude them. In all cases,

these thresholds were below the proton punch-through value. Another source of low-

energy pulses is bleed-over from a large pulse coming from a highly ionizing particle

that traverses a neighboring strip near the boundary of the two strips or in the 100 mm

wide interstrip gap. This decreases the measured energy on the main strip, so a gluing

procedure is employed to combine the energies of neighboring strips to get the correct

energy.

The next step is to determine which pixel a particle primarily passes through, that is,
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to match the front strip to the back strip for the same particle. The same pulse size is

collected on the front and back of the silicon detector, so the calibrated energies should

be similar. Hit pixels are identified by requiring that the front and back energies match to

within 40% if the pulse is below 3 MeV and within 10% if it is larger, and requiring that a

hit is observed in the CsI behind the identified pixel. When more than one silicon pixel is

identified in front of a given CsI crystal, it indicates that multiple particles have interacted

with that crystal. In this case, which happens in less than 5% of hits, the hit is discarded

because the particles cannot be distinguished.

With pixels assigned, particle identification is determined using theDE-E method. Two

additional corrections are needed to assign the energy of the particle. The light output

of the CsI crystals are quenched for heavier particles relative to protons. Following a

previous analysis of LASSA by Liu [1], we adopt the following ionization corrections as a

function of particle mass and charge:

E = aL + b Z = 1 (4.3)

E = aL + bAc
(
1 − edL

)
Z = 2 (4.4)

E = a
√

AZ2L + b
(
1 + cAZ2

)
L1−d

√
AZ Z = 3 (4.5)

E = aAZ2L + b
(
1 + cAZ2

)
L1−d

√
AZ Z = 4 (4.6)

where a,b,c, and d are parameters with values defined in Table 4.1.

The final energy correction is for the energy deposited in material that is not part of

an active detector. This is determined by working back from the final energy deposited
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Z a b c d
1 0.2010 -0.9587
2 0.1696 4.575 0.3380 -0.05772
3 0.01783 0.2456 0.09743 0.06358
4 0.0006680 0.4493 0.01015 0.02626

Table 4.1: Parameter values used in LASSA CsI ionization correction.

in the CsI out through an aluminized mylar foil, the active part of the Si detector, the Si

dead layer, more mylar, SnPbSb foils and finally half the target, assuming that the reaction

happened at the target center. Note that the target is aligned with the beam rather than the

detector, and the effective target half-thickness accounts for this. All losses are computed

using LISE++.

4.2.3 Efficiencies

LASSA does not cover the entire solid angle in the angular range of interest, so the

fractional coverage must be taken into account. The geometric efficiency is determined

by summing the angular coverage of all pixels used in the final analysis, as shown in

Figure 4.3. Some pixels are removed because the strip, Si preamp, or CsI preamp was

broken. Others are partially shadowed by part of the Miniball or Forward Array. The

most forward two CsI crystals are removed because the hit rate was too high to get an

accurate representation of the detection efficiency.

The detectors and associated electronics are also subject to an efficiency adjustment.

Multiple hits in a given CsI crystal cause all associated particles to fall outside the PID lines

and be lost. These events are specifically noted and rejected during the pixel assignment.

Assuming Poisson statistics, the hit rate in a given crystal is used to determine the efficiency

correction. The Si detector does not suffer the same fate due to the higher segmentation,
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Figure 4.3: The center location of each LASSA pixel used in the final analysis. Several
unconnected strips are visible on from the silicon detector. Some regions were also
removed due to shadowing from other materials or detectors.

but the electronics channels are susceptible to dead time effects. No external measure of

this electronic dead time is available, so a pulser was used to trigger all channels at 2

Hz during normal data taking. If a given channel is busy, it will not read out during the

pulser event. The dead time fraction of each channel for a particular run is the number of

missed pulser events divided by the total number of pulser events.

4.3 Neutron Analysis

The purpose and basic setup of the Neutron Walls, the Forward Array, and the Proton

Vetoes were covered in Sections 3.2, 3.4, and 3.5, respectively. These detectors require

separate calibrations but need to be combined to produce a physical description of an

event.
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4.3.1 Detector Calibrations

4.3.1.1 Time Calibrations

The energy of neutrons detected in the Neutron Wall is determined by measuring the

time of flight, so obtaining an accurate time calibration is obviously important. The two

components of this are the timing start in the Forward Array and the timing stop in the

Neutron Wall. The signals from both detector arrays are measured relative to the OR of the

signals from the sixteen FA detectors, the timing of which is determined by the first signal

to reach the discriminator. If the FA OR was a perfect indicator of the start time, then only

the NW TDC would need to be calibrated. However, the timing of the FA OR can vary

due to slight cable length differences between different FA elements, and due to walk in

the discriminator. Some corrections are necessary to achieve the best TOF resolution, and

this requires a time calibration of the individual FA elements.

The time calibration for both the Neutron Wall and Forward Array is obtained using

an Ortec 462 time pulser. The time pulser outputs a start and a stop signal with a precise

time difference of n × I, where I is the base time interval and n is an integer that varies

within a given range. The result, accumulated over many events, is a series of peaks of

known spacing I that can be used to calibrate the TDC. For the Neutron Wall TDC, the

time pulser spectrum revealed a linear relationship between digitization channel and true

time with a slope of about 100 ps per channel. However, this spectrum is not enough

to set the offset of the calibration. The offset is determined with experimental data, in

particular the signal from gamma rays traveling directly from the reaction to the detector.

These prompt gammas form a sharp peak at the earliest possible TOF, as shown in Figure

4.4. Because this TOF is known once the position is known, it sets the offset for the time
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calibration.

The Forward Array time calibration is also mostly linear, with a slope of about 85 ps

per channel. At high channels the linearity fails, but this is outside the region of interest.

The calibration offset was chosen to set the self-timing peak at time zero. This peak occurs

in the channel that starts the FA OR and is thus being timed against itself. With this offset,

the earliest FA signal in an event is the most likely start channel. Cable length differences

between FA elements lead to shifts in the OR, which appear as shifts in the prompt gamma

peak in the NW spectrum when gating on a particular start channel. However, the start

channel is ambiguous when several FA elements have signals near their self-timing peaks,

as was often the case. Corrections based just on the start channel are thus impossible.

Subtracting a given FA element time from the NW time removes the FA OR from

the TOF. The offset associated with that element is then evident as a shift in the prompt

gamma peak, and correcting this offset does not rely on the flawless identification of the

start channel. However, the offset may not be constant. Walk in the discriminator gives

rise to a time displacement that depends on pulse height. Plotting the digitized pulse

height of the FA element vs the subtracted time spectrum, as shown in Figure 4.5, reveals

the discriminator walk. The fit to the peak centroid as a function of pulse height is used

to correct the walk and offset.

The best start time is that which minimizes the FWHM of the prompt gamma peak.

However, comparisons to the prompt gamma peak are complicated by a wider secondary

gamma peak shortly after it. The relative strength of the secondary peak depends on the FA

multiplicity and thus the reaction multiplicity, and the time of the peak is earlier for higher

velocity beams, suggesting that the peak comes from gamma production from charged
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Figure 4.4: A time of flight spectrum from the Neutron Walls. The narrow peak at the
start of the spectrum is from prompt gammas, while the rest of the spectrum is due to a
combination of massive particles and delayed gammas.
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Figure 4.5: The prompt gamma peak in the Neutron Wall time spectrum plotted as pulse
height in a forward array element vs neutron wall time measured with respect to that
element. Walk in the Forward Array discriminator results in the pulse height dependence
of the peak centroid, which is fit by the magenta line. The spectrum would peak at 0 ns if
there was no channel-dependent offset.
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particles or neutrons interacting with material in the reaction chamber. Choosing low

multiplicity events to minimize this secondary peak increases the accuracy of comparisons

to the prompt gamma time and width.

Two methods of constructing the start time were considered. The first method is to use

the earliest FA element. The second is to determine the resolution of the prompt gamma

peak referenced to each FA element as a function of the FA pulse height, and then use

the average of the best few elements in an event as the start time. The comparison of

these two methods to the uncorrected spectrum in Figure 4.6 demonstrates that these two

methods are comparable, but the second method is slightly better than the first. The final

time resolution is 1.2 ns.

The same algorithm is used to determine the start time regardless of the reaction.

However, the start time shifted based on the beam energy, because the average time for

charged particles to reach the forward array changes. Once again, the time of the prompt

gamma peak is used to determine this offset.

4.3.1.2 Position Calibrations

Laser measurements by Dr. David Sanderson of the NSCL provided the locations of the

reaction target, the shadowbars, and the corners of each Neutron Wall bar. The raw hit

position in a neutron wall bar, defined by the time difference between the left and right

signals, needs to be mapped onto these locations in real space. Some position information

is available from the proton veto array. Even without further processing of the PV array,

events with one hit in the proton veto array and one hit in the neutron wall produce

an image of the proton veto elements on the wall behind them. The vertically aligned
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Figure 4.6: NW prompt gamma peak, using the FA OR (black), the first FA hit (blue)
or the average of good hits (red) as the start time. Both corrected times have a higher
resolution than the uncorrected time. The average correction is slightly better than the
first hit correction, and is employed for the subsequent analysis.
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PV elements in front of the forward neutron wall provide reference points at the same

positions along each neutron wall bar, shown in Figure 4.7. All the bars are matched to

each other using these points, but the absolute location of the proton veto elements was

not measured with enough accuracy to produce a final calibration from this information.

The final calibration is obtained using the location of the shadow of the brass shadowbars,

which were well measured. Interestingly, this analysis indicates that the neutron wall

elements have different time to position calibrations, which was not noted in previous

analysis [71]. One bar had a bad position spectrum, and is removed from subsequent

analysis.

The lack of several vertically aligned PVs in front of the backward wall makes matching

the bars more difficult. One reference point is available from the edge of the proton vetoes,

but this is not enough data to determine the slope. Additional information is available

from cosmic ray data, which produce a flat position spectrum with sharp edges. The

cosmic ray position spectrum edges extend past the edge of the calibrated bars in the

forward wall, due to the tapered section that connects the rectangular bar to the PMT.

However, the width of the raw spectrum correlates with the calibration slope, as shown in

Figure 4.8. Assuming a similar correlation in the backward wall, the bars are matched by

fitting the edge of the cosmic position spectrum to the known position of the bar edges and

requiring that proton veto edge is at the same position in each bar. The final calibration

is again obtained using the known positions of the shadowbars. The average time to

position calibration is 8.06 cm/ns, which is larger than the previous value of 7.65 cm/ns.
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Figure 4.7: Bar number versus position along a neutron wall, gated in hits in coincidence
with a particular proton veto element. Red regions have many hits and blue have few.
The shadowed position of the proton vetoes was used to match the postion spectra of the
neutron wall bars.
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Figure 4.8: The correlation between the position calibration and the cosmic spectrum
width in the forward neutron wall. In the absence of narrow proton veto bars for the
backward wall, this correlation indicates that the cosmic ray spectrum can be used to
match the position spectra of the neutron wall bars.
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4.3.1.3 Neutron Wall Pulse Height Calibration

Fast neutrons do not deposit a fixed fraction of their energy when they interact in the

neutron walls, and thus time of flight, rather than energy deposited, is used to determine

neutron energy. Nevertheless, a pulse height calibration is necessary to account for

the effect of pulse height cuts, such as detection thresholds, on detection efficiency. As

mentioned in Section 3.2, integrated total charge is measured on both sides of a neutron

wall bar. The signal is attenuated as it passes through the bar, so the detected pulse height

has an approximately exponential position dependence. This position dependence can be

removed by taking the geometric mean of the signals detected on both sides of the bar.

The geometric mean light can then be calibrated by comparing to known gamma sources.

These sources produce a light calibration in MeV electron equivalent (MeVee), which is

the light emitted by an electron depositing one MeV of energy. The light output from

more massive particles is quenched, so they will produce less light when they deposit the

same energy.

An Americium-Beryllium (AmBe) source produces 4.439 MeV gammas from the deex-

citation of 12C. The Compton edge of this spectrum at 4.196 MeV is readily identifiable in

the neutron walls, but it exhibits an additional quadratic position dependence as shown

in Figure 4.9. The proton stopping line in the wall, gated on a narrow range of velocities,

confirms that the same position dependence occurs in larger pulses. The Compton edge in

the position-corrected energy spectrum is then one calibration point, as shown in Figure

4.10. Another is obtained from a 60Co source, which emits gamma rays of energy 1.333

MeV and Compton edge 1.119 MeV.

A final calibration point is obtained from cosmic rays. At ground level, the most
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Figure 4.9: The position dependence of the geometric mean pulse height in a neutron wall
bar, from the 4.2 MeV Compton edge of an AmBe gamma spectrum.
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Figure 4.10: The pulse height spectrum in the neutron wall from an AmBe source. The
edge is fit with a fermi function between the background and the signal. The Compton
edge provides a calibration point for the neutron wall light.
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prominent cosmic ray component is muons with approximately 4 GeV kinetic energy.

High energy muons were simulated passing vertically through a neutron wall bar in the

GEANT simulation described in Section 4.3.3.4. The energy deposited followed a landau

function with a most probable value of 11.02 MeV. A similar distribution is observed in

the cosmic ray data, for events that pass through all 24 bars at a given incident angle. To

determine the calibration for completely vertical events, the spectrum is divided into 5

degree bins and each bin is fit with a landau function. Finally, the most probable value

from the landau functions is fit as a function of incident angle and extrapolated to the

value for vertical events, as shown in Figure 4.11.

The maximum calibrated geometric mean varies with position, because it requires that

the signal detected on both sides of the wall is above the discriminator threshold and

below the QDC overflow. This means that the maximum calibrated light output is larger

at the center of the bar than at the sides. However, by finding the position dependence of

the light collected on one side of the bar, the expected geometric mean can be reconstructed

when one side overflows. The maximum detectable light output is then at the sides of

the bars. Using this reconstruction, most neutron wall bars could detect between 2 and

24 MeVee light pulses independent of the hit position. Two bars in the forward wall were

removed due to higher thresholds.

4.3.1.4 Pulse Shape Discrimination

The pulse shape discrimination described in Section 3.2 and Figure 3.12 is achieved by

plotting the integral of the first 30 ns of signal against the integral of the total signal. Both

are taken as the geometric mean of the signals from the opposite sides of the bar, to remove
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Figure 4.11: Uncalibrated pulse height in a neutron wall element vs the incident angle of
cosmic rays. The black points are the most probable value from a landau function fit of
each angle bin, and the line is a 1/cos(j) fit to those points.
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position dependence. A flattened PSD spectrum is created by subtracting a portion of the

total signal from the fast signal, so that the distance between lines is a larger fraction of

the ordinate axis. Figure 4.12 displays a sample flattened PSD spectrum, which contains

three lines rather than the canonical two. The top line contains the least ionizing particles,

which include both electrons scattered by gamma rays and charged particles that escape

from the detector without stopping. The middle line is the result of protons that stop in

the detector, either directly from the reaction or recoiling from neutrons. The bottom line

is the most ionizing, containing alphas from the reaction or from neutron collisions on

Carbon in the detector.

4.3.1.5 Proton Veto Matching

The pulse height in the proton vetoes is not calibrated into deposited energy. However,

the energy deposited in the PV combined with the time of flight to the neutron walls

provides element identification by the dE-TOF method. The light collection in each PV is

position dependent. The PV itself provides no position information, but the location of

the hit on the neutron wall determines the position of the PV hit. The Hydrogen PID lines

are profiled and matched as a function of position with a PV element, and between the

elements in the array. For the narrow PV bars in front of the forward wall, matching is

only necessary in the vertical direction, indicated by neutron wall bar. For the square PV

paddles in front of the backward wall, both vertical and horizontal matching is necessary.

The wall is divided into twelve horizontal cuts of equal size to approximate the resolution

of the PV bars. Near the PMTs in the PV paddles, the PID lines became very wide and

unusable, indicating a partial breakdown in the coupling of the light guide to the PMT.
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Figure 4.12: A flattened neutron wall PSD spectrum. The three distinct lines are, from top
to bottom, gamma rays, neutrons and protons, and alphas.
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These regions are not usable for PID, and were excluded from further analysis. Where

heavier elements were identifiable, matching the Hydrogen line caused those lines to

match within a given PV element but across the array, indicating differing thicknesses or

effective thicknesses (rotations) between the elements. The matched PID plot in Figure

4.13 shows the resolution improvement relative to the unmatched spectrum.

Gating on events within the Hydrogen PID band of a particular proton veto reveals the

image of that veto in the position spectrum of the wall behind it. For the vertical veto bars

in front of the forward wall, this is a broad gaussian on top of a background. For event

identification, the edges of the position gates include 95% of the gaussian. Including the

tails is more detrimental than beneficial because more neutrons are included in the gate.

The PVs do not cover the whole area of the neutron walls. In particular, the edges of

the walls are not well covered. This is apparent from charged particle stopping lines in the

NW, which are shown in Figure 4.14. These lines overlap with the neutron spectrum and

cannot be distinguished above the 24 MeVee light cutoff so they cannot be used in place of

the proton vetoes, but they provide an independent check of the proton veto efficiency. A

neutron wall position spectrum gated on the proton stopping line reveals that the top and

bottom bars and the edges of the walls are incompletely shadowed. This is considered a

bad region during event reconstruction.

4.3.2 Event Reconstruction

Events are reconstructed by examining NW PSD and possible PV PID for a given hit,

which together encode the information needed to identify what particle caused a signal in

the neutron wall. This becomes more difficult when there are multiple hits in the wall or in
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Figure 4.13: (top) Raw proton veto PID. (bottom) Matched PV PID. Here TOF is the time
of flight for the observed particle to travel between the target and the neutron wall minus
the corresponding time of flight for prompt g rays.
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Figure 4.14: Neutron Wall light vs TOF, where TOF is the time of flight for the observed
particle to travel to the neutron walls. The prompt g ray peak, charged particle punch-
through, and charged particle stopping PID lines are marked.

120



the vetoes. All possible PV-NW matches where the NW hit is in the region shadowed by

the given PV are checked. The position-dependent PV energy is reconstructed, and a hit

is only considered a match if the it falls in a known PV PID line. If more than one PV could

match a given NW signal, or more than one NW could match a given PV signal, the hit is

considered ambiguous and is rejected. The rejection rate varies similarly to the hit rate, so

it depends primarily on the TOF and to a lesser extent on position. In the backward wall,

the maximum rejection rate is 15% for the 120 AMeV systems and 8% for the 50 AMeV

systems. The variation between reaction systems of the same energy no more than a few

percent. Regions of the wall that are poorly shadowed are included in this analysis since a

hit there may still pass through a PV. These hits are then discarded. Similarly, the regions

that do not provide particle identification in the backward wall veto paddles are counted

as charged particle hits, which they very well may be, and later discarded. Hits that are

not tagged as charged particles are assigned as gammas or neutrons based on their PSD.

4.3.3 Efficiencies

4.3.3.1 Reconstruction Efficiency

The multihit reconstruction in Section 4.3.2 does not correctly identify all neutrons. There

are two major contributions to this. First, the PV array was not completely efficient, even

in regions that it completely shadowed. The cause of this is unknown, but is assumed to

be the result of a problem in the readout electronics. Second, the rejected particles include

neutrons.

The efficiency of the vetoes can be tested using charged particle PID lines in the NW

light vs TOF spectrum as shown in Figure 4.14. In this plot, proton, deuteron, and
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triton lines are clearly separated and have the same slope. The Hydrogen lines can be

straightened by defining the parameter:

Hstrt = TOF + cHL (4.7)

where the time of flight has units of ns, the light has units of MeVee, and the Hydrogen

straightening parameter cH is 0.735 ns/MeVee for the forward wall and 0.613 ns/MeVee for

the backward wall. After removing g-rays using PSD cuts, the straightened and projected

spectrum produces the peaks in Figure 4.15. The parts of the spectrum that are vetoed

and unvetoed are displayed separately. Clearly, charged particles remain in the unvetoed

spectrum. In addition, incorrectly vetoed neutrons are evident between the peaks in the

vetoed spectrum. It is important to note, however, that Hydrogen scattering out of the

detector will not fall into the correct PID line, and this can contribute significantly at early

times when the flux is large.

To quantitatively assess the veto efficiency and the loss due to mistakenly vetoed

hits, the stopping peaks in the vetoed and total spectra are fit with gaussians on top of

a linear or quadratic background, as shown in Figure 4.16. The total spectrum is used

rather than the unvetoed spectrum to more easily fit the peaks. The efficiency, εPV, is the

ratio between the integral of the peak in the vetoed spectrum to the same same peak in

the total spectrum. Similarly, the integral of the region between the deuteron and triton

peaks is used to determine the loss fraction, flost. In the data with Ebeam = 120 MeV, the

punch-through line at short times provides another data point. The efficiency determined

from the different peaks varies, and this variation is used as a measure of the systematic

uncertainty. The true neutron spectrum Sn can then be calculated from the measured total
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Figure 4.15: Straightened Hydrogen stopping lines in the Neutron Wall, from left to
right, proton, deuteron, triton. Events in coincidence with a PV are in red, those not in
coincidence are black. Clearly a sizeable fraction of charged particles are not in coincidence
with a PV.
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and vetoed spectra St and Sv as follows.

The total spectrum consists of neutrons and charged particles, but is measured as

unvetoed and vetoed components:

St = Sn + Sc (4.8)

= Su + Sv

The vetoed spectrum consists of the charged particles detected by the PVs and the incor-

rectly assigned neutrons, while the unvetoed spectrum is the complement:

Sv = εPVSc + flostSn (4.9)

Su = (1 − εPV)Sc + (1 − flost)Sn = St − Sv (4.10)

Solving for Sn and Sp in terms of St and Sv, one gets

Sn =
εPVSt − Sv
εPV − flost

(4.11)

Sc =
Sv − flostSt
εPV − flost

(4.12)

Pulse height information is only available up through 24 MeVee in the Neutron Walls.

Applying the PV efficiency correction from that data to the events above this cutoff

results in a negative neutron spectrum at some values of the time of flight. This suggests

that the efficiency correction is not constant, and perhaps varies as a function of TOF.

Unfortunately, the charged particle PID lines do not provide enough information to search

for and determine a time-varying efficiency. This makes it difficult to analyze the neutron
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Figure 4.16: Straightened Hydrogen stopping lines of the total spectrum, showing gaus-
sian plus background fit in black and the fit background in blue. Comparing the integrals
of these fit peaks to the peaks in the vetoed spectrum measures the efficiency of the proton
vetoes.
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wall above the 24 MeVee light amplitude. In addition, the charged particle background is

much larger for pulse heights above 24 MeVee, and it becomes very risky to include these

data because we have no way to crosscheck and constrain the values of εPV and flost. To

reduce the sensitivity to the uncertainties in the charged particle subtraction, we therefore

discard the data above the 24 MeVee cutoff. This removes a larger fraction of the charged

particle spectrum than of the neutron spectrum, but it does reduce the neutron detection

efficiency for higher-energy neutrons.

The final step is to account for the rejected events. The TOF spectrum of rejected

neutron wall hits within the 2-24 MeVee light cut is divided by the TOF spectrum of all

hits within the same cut, producing a rejection fraction frej as a function of TOF. Fitting

frej with a high-order polynomial provides a scaling factor 1 − frej that can be applied

event-by-event to the spectrum determined above to get the true neutron spectrum. Both

the efficiency and rejection rate were determined separately for the different walls for

different reactions and using rough bins in Miniball multiplicity to account for variation

with reaction impact parameter. As noted in Section 4.3.2, frej does not exceed 15% in the

backward neutron wall, which provides most of the data of interest.

4.3.3.2 Scattering Background

Neutrons that scatter off material in the vault and travel to the Neutron Walls via an

indirect path contribute a background to the neutron spectrum. To extract the true neutron

yield at a given angle and energy, we measured this scattered background by placing brass

shadowbars between the walls and the target to block direct neutrons. Figure 4.17 displays

a position spectrum of all types of hits on one of the walls, showing the shadows of these
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bars. In the figure, the four corner locations are shadowed and have fewer counts than

the surrounding regions, while the center location is not shadowed and has more counts.

This is due to low energy charged particles stopping in the thin aluminum shadowbar

mount but passing through the empty central shadowbar location. The neutron spectrum

is mostly unaffected by this material. Also visible at the bottom of the figure are the

shadows from the two legs of the mount. This material is thicker and blocks some

neutrons, so these regions are excluded from the neutron spectra.

Ideally, the position spectrum of a shadowed neutron wall element would include a

square gap with a flat bottom, where the bottom of the gap shows the background, and

outside the gap is the result of both background and signal. In reality, the edges of the gap

are smeared due to the position resolution of the detector. An example spectrum from the

experiment is displayed in the first panel of Figure 4.18. Fitting the region around the gap

with a line produces the expected shape of the spectrum in the absence of the shadowbar.

The second panel of the figure shows the spectrum scaled by this fit. The value of this

spectrum at the bottom of the gap is then the fractional background. To extract this

quantitatively, the spectrum is fit with a square gap convoluted with a gaussian:

1 + 0.5erf

−x − x0
√

2σ0

 + 0.5erf

x − x1
√

2σ1

 × s + b (4.13)

In Equation 4.13, x0,1 and σ0,1 are the locations and resolutions of the gap edges, erf is the

Gauss error function, s is the signal fraction and b is the background fraction.

To determine the background as a function of TOF, each shadow spectrum is divided

into six TOF bins with equal statistics. Later times had larger backgrounds, as did the

higher energy reactions. In many cases with larger backgrounds, the gap edges were
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Figure 4.17: A position spectrum of all hits in one Neutron Wall with shadowbars (SB)
in place. The beam axis is to the right of the figure. Red indicates many hits and blue
indicates few.
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Figure 4.18: a) A neutron position spectrum of one neutron wall element that is shadowed
by a brass shadowbar. b) The same spectrum, scaled by the expected spectrum to and fit
to indicate the background fraction.
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not as well defined as they are in Figure 4.18. As an added complication, the shadowed

region in the backward wall is smaller than in the forward wall, because the wall is closer

to the shadowbars. The resulting position spectra did not always have a clear bottom. To

account for this, the shape parameters of the fits are determined by averaging the values

from the most reliable spectra. In the forward wall this led to the edge resolution σ = 2.8

cm and a gap width of 17.7 cm. Applying the same resolution to the backward wall yielded

a gap width of 14.5 cm. From the NW position to time calibration (Section 4.3.1.2), this

resolution corresponds to an intrinsic time uncertainty of 0.82 ns FWHM, which is similar

to the expected value. The widths are 5% and 3% larger than expected from the measured

locations of the NW and SB for the forward and backward walls, respectively. All fits are

then repeated with these fixed parameters, so that only the signal and background levels

are free. To assess any systematic effects of these parameter choices, additional fits are

done for each spectrum using ± 0.5 cm resolution and ± 2 cm width.

When three neutron wall elements are shadowed by the same shadowbar as on the left

in Figure 4.19, it is clear that the center element is fully covered in the vertical direction. The

fractional coverage of the neighboring bars can also be determined, and the measurements

from neighboring bars can then be combined with the center bar measurement to better

determine the true background. In this case, the fractional coverage is simple:

fi =
1 − βi
1 − β0

(4.14)

where fi is the fractional coverage of a partially shadowed bar, βi describes the depth of

the minimum in the fraction spectrum (see Fig. 4.18b), and β0 is the true background.

When the bar is fully covered, βi = β0 to within the fit uncertainties, so fi can be estimated
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Figure 4.19: Diagram of neutron wall bars (black outlines) and shadows cast by the
shadow bars (red outlines) to illustrate background calculations.

for the partially shadowed bar by using the background determined in the neighboring

fully shadowed bar. The best fi for a given bar is obtained by repeating this calculation

for every TOF cut and reaction and finding the best fit to all of them, accounting for the

uncertainty in the background determination. The vertical extent of the shadow for three

bars is then

v = (
3∑

i=1

fi)h + 2g (4.15)

where h is the height of the active area of one bar and g is the size of the gap between bars

as shown in Fig. 4.19.

The height of the active area of a Neutron Wall bar is 7.62 cm, and the measured bar

spacing is 8.6 cm. Assuming that the vertical extent of the shadow is 4% larger than

measured, similar to the horizontal shadow, the expected shadow height is 18.2 cm on
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the forward wall and 15.3 cm in the backward wall. In the forward wall this is consistent

with the height calculated using Equation 4.15; no cases exist in the backward wall to

apply that calculation. Fixing the shadow height places an additional constraint on the

fractional coverage in each three bar case and can change the best fit.

In the case that only two bars have visible shadows as on the right in Fig. 4.19, the

fractional coverage of each bar can still be determined using the known extent of the

shadow v, which does not change between the two and three bar cases, and finding the

best fit for the ratio of apparent signals between bars i and j.

v = (
2∑

i=1

fi)h + g (4.16)

f j

fi
=

1 − β j

1 − βi
≡ f ji (4.17)

Then

fi =
v − g

h
1

f ji + 1
(4.18)

f j =
v − g

h

f ji

f ji + 1
(4.19)

Note that Equation 4.16 differs from Equation 4.15 in that only one gap between bars is

shadowed.

The shadow may be shifted between the two cases depicted in Figure 4.19, so that it

extends into the gap between the lower bars or even slightly shadows the bottommost

bar without producing a noticeable dip in the position spectrum of that bar. This would
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appear to be a two bar case, but the sum of fractional coverages would be smaller than in

Equation 4.16. Then the term (v − g)/h in Equations 4.18 and 4.19 becomes (v − g − s)/h,

where s is the distance that the shadow extends below the bottom of the middle bar, which

is unknown. Note that the values of fi and f j calculated with this correction are smaller

than the values calculated from the unmodified Equations 4.18 and 4.19. However, the

true fractional coverage of the middle bar is one, so using the unmodified Equations 4.18

and 4.19 produces a nonsensical fractional coverage greater than one. This identifies these

in-between cases, and the excess in the calculated fractional coverage determines s and

thus the corrected fractional coverages.

With all fractional coverages known, the best fit for the background for each reaction

and each TOF bin is improved by including the information from neighboring partially

shadowed bars. The resulting backgrounds were examined as a function of TOF using

the average TOF within a TOF bin. These curves do not display noticeable differences

between shadowbar locations on a given wall for a given reaction. This also held when

using only three TOF bins, which reduced the errors for each bin but did not provide

sufficient information at short TOF. To reduce the uncertainties, the final background

fraction is assumed not to vary over the face of a wall. An example of the extracted

background fraction is shown in Figure 4.20. There are small but noticeable differences

between the background fractions extracted from the two walls, so these are not combined.

The background fraction increases with increasing TOF, but of course can never exceed

unity. The data also indicate a decreasing slope with increasing TOF. This suggests a fit of

the form:
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β(TOF) = A
(
1 − exp

(
−

TOF − B
C

))
(4.20)

where A, B, and C are fit parameters. To determine not just the most likely value of the

background at a given TOF but also the uncertainty, we scanned over many values of the

fit parameters. For each parameter set, we determined the chi-squared of the fit and the

corresponding probability from the chi-squared probability distribution:

χ2 =
∑

(
βi − β(TOF)

σi
)2 (4.21)

P(χ2, ν) =
1

2ν/2Γ(ν/2)
(χ2)(ν−2)/2e−χ

2/2 (4.22)

The probability of a given background for each TOF bin was filled into a two-

dimensional histogram and normalized. An example of the chi-squared analysis is shown

in Figure 4.20 along with the corresponding data. Similarly, the corrected center of mass

neutron spectrum was computed for each parameter set. The correction factor fSB, de-

fined as the ratio of the corrected spectrum to the uncorrected spectrum for a given kinetic

energy bin, was weighted by the chi-squared probability and filled into a two-dimensional

histogram. This was first done for each wall separately, then the corrections were com-

bined. In bins where both walls contribute, each possible new corrected value of the

spectrum was computed, sampling over the probability distributions of both spectra, and

the new correction factor was weighted by the product of the separate probabilities. Ex-

amples of the combined correction spectrum at both beam energies are shown in Figure

4.21. The markers indicate the most probable correction factor, and the errors enclose the
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central 68% probability.

4.3.3.3 Geometric Efficiency

When constructing the neutron spectrum, we want to express it as a differential multiplic-

ity per event per unit energy and solid angle in the center of mass frame:

dM
dEcmdΩcm

=
dM

dEcmdφcmsin(θcm)dθcm
(4.23)

.

For an infinitesimal bin in the center of mass polar angle vs kinetic energy plot, dEcm and

dθcm are defined by the bin widths, sin(θcm) by the polar angle of the center of the bin,

and dφcm = dφlab is the coverage in the azimuthal direction, which is independent of the

frame. dφ is most easily expressed in the lab, since there it depends only on the polar angle,

whereas in the center of mass frame it depends on both energy and angle. The coverage

in the lab frame is displayed in Figure 4.22, removing all regions that are incompletely

covered by the proton vetoes, are shadowed by the shadowbars or their mount, or have

a problem in the Neutron Wall element. The black line shows the fractional azimuthal

coverage fφ = dφ/2π as a function of lab polar angle. Our differential multiplicity is then

dM
dEcmdΩcm

=
dM/ fφ(θlab)

dEcm2πsin(θcm)dθcm
(4.24)

.

By making this substitution, fφ can be used to weight the data event-by-event. The

remaining quantities depend only on the center of mass polar angle and kinetic energy

coverage, allowing the coverage to be expanded beyond the infinitesimal bin described
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Figure 4.20: An example of the scattering background fraction as a function of time of
flight determined by the shadowbar analysis, from the backward wall in the 124Sn 120
MeV dataset. The black points are the data from the background fits and the colors
represent the probability of a particular background at a given TOF from a chi-squared
analysis.
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Figure 4.21: The shadowbar background correction factor for the energy spectrum in the
center of mass system, for 124Sn at 50 AMeV (top) and 120 AMeV (bottom). The colors
represent the probability of a particular correction factor. The markers indicate the most
probable correction factor, and the errors enclose the central 68% probability.
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previously. A problem with this procedure arises when a rare event occurs near the edge

of the distribution where fφ is very small. For instance, if fφ = 0.001, then that data point

will be weighted by a factor of 1000, which is not appropriate when statistics are small.

To account for this, data in regions where fφ < 0.03 are not considered.

Figure 4.23 displays the polar angle coverage vs neutron kinetic energy in the center of

mass frame for each beam energy. Because we are most interested in transverse neutron

emission, we only examine the polar angle range between 70◦and 110◦in the center of

mass system. The black line shows the adjusted coverage 2πsin(θcm)dθcm within that cut,

which forms most of the denominator in Equation 4.24. The spectrum is evaluated for

dE = 1 MeV. When the spectrum is displayed with a courser binning, the 1 MeV bins have

been averaged together. This is equivalent to determining the expected multiplicity in

each kinetic energy bin prior to rebinning as if it fully covered the polar angle range of

interest. This maintains the correct weighting within each displayed bin.

4.3.3.4 Detector Physical Efficiency

Neutrons with kinetic energies of tens or hundreds of MeV have a low probability of

interaction in matter. To determine true neutron spectra, the energy-dependent detection

efficiency needs to be determined. This factor obviously does not change between different

reactions, and so does not contribute to the ratio of spectra.

The dominant neutron reaction at low energies is an elastic collision with a proton. If

this were the only relevant reaction, then the efficiency would be given by

ε = 1 − exp(−Nσsd) (4.25)
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Figure 4.22: Neutron Wall coverage in the lab frame. Gray filled areas represent azimuthal
vs polar angle coverage. The black line is the fractional azimuthal coverage as a function
of polar angle. See text for explanation.
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Figure 4.23: Neutron Wall coverage in the center of mass for Ebeam = 50 AMeV (top) and
120 AMeV (bottom). The gray bands represent the coverage in polar angle vs kinetic
energy, with a gap between the two walls. The black line is the solid angle coverage
between 70◦ and 110◦.
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where N is the proton number density in the detector, σs is the scattering cross section, and

d is the depth of the detector. Equation 4.25, however, is the probability that scattering

occurs, not the probability that it is observed. To be detected, the light resulting from

the recoil proton must be above threshold, and below any cutoff. Following Knoll [73],

an approximation of the energy distribution of recoil protons dN/dE at a fixed neutron

energy is a constant c up to a sharp cutoff, and the light response L(E) = kE3/2 for some

proportionality constant k. Then, the distribution of the light response

dN
dL

=
dN
dE

dE
dL

=
2
3

c
k

E−1/2

= k′L−1/3

which is peaked at low light.

A full treatment of the detector efficiency includes other reactions and other effects. In

a large detector, multiple scattering can occur, increasing the light output from a single

neutron. Elastic scattering on Carbon in the detector only deposits at maximum 28% of

the neutron kinetic energy (see Equation 3.1), and the light output of a recoil carbon is

very strongly quenched so it does not contribute. However, it does modify the neutron

energy, leading to modified light response in the event of multiple scattering. Inelastic

collisions on Carbon contribute strongly in the energy range of interest, and these are

shown in Table 4.2. Some of these produce recoil protons, others produce recoil alphas

which have a reduced light response and different pulse shape. For high energy recoils

or small detectors, the recoil particle can escape the detector without depositing all of its
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Reaction Q (MeV) Threshold (MeV) TOTEFF MENATE R
p(n, n)p 0 0 yes yes
12C(n, n)12C 0 0 yes yes
12C(n, n’g)12C -4.44 4.8 yes yes
12C(n, a)9Be -5.70 6.2 yes yes
12C(n, n’3a) -7.27 7.9 yes yes
12C(n, p)12B -12.59 13.6 yes yes
12C(n, np)11B -15.96 17.3 no yes
12C(n, 2n)11C -18.72 20.3 no yes

Table 4.2: Reactions involved in neutron detection using the Neutron Walls, and whether
they are included in the calculations TOTEFF and MENATE R

energy, leading to a reduced pulse height and a modified pulse shape (see Section 4.3.1.4).

Several computer codes have been developed to account for these and other effects on the

efficiency.

One such code is TOTEFF [79], a program originally designed to determine the neu-

tron detection efficiency of a plastic scintillator for neutron energies up to 300 MeV. It

includes the cross sections for the reactions in Table 4.2, rescattering based on the mean

escape distance from the given detector, and a parameterized light response as a function

of deposited energy. Doering [80] modified the built-in detector composition and light

response for NE-213, using fits from Verbinski [81] for the latter. He also updated the reac-

tion cross sections based on newer data. The resulting program has been used repeatedly

for NE-213 detectors and for the Neutron Walls in particular [2, 80, 82–84]. The output

describes the contribution from each of the various reactions and rescattering processes to

the efficiency, allowing a separate determination of the proton-like and alpha-like pulse

shape contributions. However, it does not indicate what fraction of recoil particles escape

from the detector and result in a gamma-like pulse shape. The version of the program at

our disposal also suffers at high neutron energies, eventually producing negative efficien-
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cies above 100 MeV. We do not know whether there are improved versions of TOTEFF

that do not have this problem.

Another approach is to use a Monte Carlo simulation to determine the detector effi-

ciency. A full simulation of the Neutron Wall geometry has been built using GEANT4 [85].

However, the stock GEANT4 neutron processes are known to be problematic, largely

due to the treatment of inelastic collisions on Carbon. Recognizing this, a model called

MENATE R was developed to directly include known neutron cross sections on Hydro-

gen and Carbon into GEANT4 [86]. Used in a simulation of the Modular Neutron Array

(MoNA) [87, 88], MENATE R produced excellent agreement with data, while the stock

GEANT4 processes did not. Importing MENATE R into the Neutron Wall simulation

and modifying the detector composition and light output to match the MoNA simulation

allowed me to reproduce those results. The MoNA simulation calculated the light output

step-by-step using Birks formula rather than using a parameterization of the entire track

as TOTEFF does. To conform to this approach, NE-213 Birks parameters from Mouatassim

et al. [89] are adopted. Using the parameterization of the entire track from Verbinski does

not qualitatively affect the results.

Another Monte Carlo code named SCINFUL-QMD has been written specifically to

determine the efficiency of NE-213 scintillators [90]. At low energies it includes a similar

set of reaction cross sections as MENATE R, but above 80 MeV it transitions to a quantum

molecular dynamics model coupled with a statistical decay calculation. The code can only

simulate cylindrical detectors, which is a disadvantage compared to GEANT4. However,

the trade-off is a code designed with pulse shape discrimination in mind, so that it can

ignore gamma-like PSD from escaping protons.
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Data from this experiment cannot give insight into the true neutron efficiency, but it

does provide the response function or light curve for neutrons of a given energy. Figure

4.24 compares light curves from fully corrected neutron data to those from TOTEFF and

MENATE R at 15 MeV and 65 MeV. These energies were chosen to avoid possible contam-

ination from charged particle PID lines in the data. The escaping protons determined in

MENATE R and SCINFUL-QMD are removed because of their gamma-like pulse shape.

TOTEFF does not make this distinction. The simulation curves are normalized to show

the efficiency per MeVee light. Since the data is not available in units of efficiency, we only

compare the shape of the data to the calculated curves. To put the data on the same scale

as the simulations, the data is normalized to match the integral of the TOTEFF curve over

a subset of the range. The data is only available between 2 and 24 MeVee, so we do not

make comparisons between the simulations outside that range.

At 15 MeV, all three simulations (solid colored lines) reproduce the data (dotted black

line) reasonably well. This is in the energy regime still dominated by elastic proton

scattering, which is well known. On the other hand, at 65 MeV the shape of the TOTEFF

and SCINFUL-QMD curves are similar to the data, but the MENATE R curve has entirely

the wrong shape. Also at this energy, the TOTEFF curve exhibits oscillations that may

indicate an instability in the calculation, although these are only of order 0.1% total

efficiency. The TOTEFF response function also starts to diverge from the data for the

largest light outputs. The SCINFUL-QMD response function is quite similar to the data

in this region.

Figure 4.25 displays the detector efficiency as a function of neutron kinetic energy

determined by the three calculations, for light pulses between 2 and 24 MeVee. No
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(a) Light response function from 15 MeV neutrons.

(b) Light response function from 65 MeV neutrons.

Figure 4.24: A comparison of the light curves from TOTEFF (blue), MENATE R (red),
SCINFUL-QMD (green), and data (dashed black) at different neutron energies. The curve
indicates the probability that a neutron of the given energy will produce a certain amount
of light in the detector, so the y-axis is a differential efficiency.
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direct comparison to data is possible. To account for the escaping protons in the TOTEFF

calculation, I apply the fraction of escaping protons determined by the GEANT calculation

to the TOTEFF calculation. As in the light curves, the MENATE R efficiency includes a

spike that is not matched in the the other calculations. At high energies, TOTEFF and

MENATE R are very similar, while SCINFUL-QMD indicates a much larger efficiency.

The light curves in Figure 4.24 make it clear that MENATE R does not compare well to

data at those energies, but it is not certain from those plots whether TOTEFF or SCINFUL-

QMD is a better choice. However, the TOTEFF calculation becomes nonsensical at high

energies. To consider it further, I extend the TOTEFF efficiency above the energy where

TOTEFF becomes unreasonable, by creating a combined efficiency that relies on TOTEFF

below 80 MeV, MENATE R above 100 MeV, and smoothly transitions between the two in

the intermediate region. This combined efficiency can then be further tested against the

SCINFUL-QMD calculation.

The data from the current experiment provides one more check on the detector effi-

ciency. Each reaction studied is symmetric in the center of mass, meaning that the spectra

should be symmetric about θcm = 90◦. Different center of mass angles at the same center

of mass kinetic energy sample different energies in the lab, with a wider spread for a larger

beam energy. For example, the lab energies sampled by different center of mass angular

cuts in the 120 AMeV reactions are shown in Figure 4.26. If the ratio of the detector

efficiencies sampled by symmetric angular cuts is correct, then the corrected spectra in

those cuts should be the same.

Neutron spectra for a few angular cuts are shown in Figure 4.27 without any detector

efficiency correction, corrected with the extended TOTEFF efficiency, and corrected with
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Figure 4.25: Neutron wall efficiency determined by three calculations, with a 2 MeVee
light threshold and a 24 MeVee light cutoff.
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Figure 4.26: The kinetic energy of neutrons in the lab system vs the kinetic energy in the
center of mass system, separated by polar angle in the center of mass.
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the SCINFUL-QMD efficiency. The MENATE R efficiency is not considered due to the poor

response function comparison in Figure 4.24b. Note that these spectra are for illustration of

the detector efficiency only, and do not include all the other corrections. Spectra that have

angular cuts symmetric around 90◦ have the same color, which should be equal where

both cuts have reasonable coverage. This is clearly not true in the raw spectra in the top

panel, where the backward angle spectra are larger throughout. This affirms what we

already know: a flat detector efficiency is not reasonable. The different angles, at different

lab energies, must have different corrections. However, the corrected spectra in the middle

panel show that the TOTEFF detector efficiency in Figure 4.25 does not fix this problem.

Instead, the corrected forward spectra are much larger than the backward spectra in the

region from Ekincm = 30 - 60 MeV. This indicates that the ratio of the correction at the

respective lab energies is wrong, and that the TOTEFF efficiency cannot be trusted. The

bottom panel, which uses the SCINFUL-QMD calculation, looks better but not perfect.

The forward and backward spectra do not match exactly, but they have moved closer

together without overshooting each other. As a result, I use the efficiency determined by

the SCINFUL-QMD calculation to correct the neutron spectra. It is difficult to assess a

reasonable uncertainty for this efficiency. I will include a 10% systematic uncertainty for

illustrative purposes, but this likely understates the effect. However, this single-neutron

detection efficiency divides out in ratios of neutron spectra, so that uncertainty does not

contribute.

The multiple-hit efficiency will not necessarily divide out in the same fashion. How-

ever, the hit rate in any given element in the backward neutron wall is of order 1%. In this

case, there is only about a tenth of a percent difference between the multi-hit efficiencies
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for two reactions. The effect in the forward wall can be much higher, but due to coverage

cuts, it does not contribute to the data presented in the next chapter.
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(a) Uncorrected

(b) Corrected by the combined efficiency (c) Corrected by the SCINFUL-QMD efficiency

Figure 4.27: Sample neutron spectra, with and without the detector efficiency correction
for different center of mass angular cuts.
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Chapter 5

Experimental Results

We now examine the spectra and ratios of spectra produced by the analysis in the preceding

chapter. We will consider only the neutron and proton kinetic energy spectra in the center

of mass frame, with the requirement that the center of mass polar angle is between 70 and

110 degrees. This transverse cut selects on particles emitted from the participant region

of the collision. The charged particle multiplicity in the MSU Miniball is used to construct

two impact parameter cuts: very central events with b < 3 fm, and mid-peripheral events

with 3 fm ≤ b < 6 fm. The corresponding multiplicities, which are extracted from Figure

4.1, are indicated in Table 5.1.

Reaction b < 3 fm 3 fm ≤ b < 6 fm
124Sn, 50 AMeV Nc ≥ 10 7 ≤ Nc < 10
112Sn, 50 AMeV Nc ≥ 11 7 ≤ Nc < 11
124Sn, 120 AMeV Nc ≥ 16 11 ≤ Nc < 16
112Sn, 120 AMeV Nc ≥ 16 11 ≤ Nc < 16

Table 5.1: Miniball charged particle multiplicity Nc corresponding to the impact parameter
cuts used to construct the spectra.
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5.1 Systematic Uncertainties

The neutron spectra are presented with systematic as well as statistical uncertainties,

as are the ratios involving neutron spectra. Systematic uncertainties in the spectra are

derived from uncertainties in the Proton Veto efficiency, uncertainties in the scattering

background, and uncertainties in the detector efficiency. The systematic uncertainty due

to the proton veto efficiency is determined by constructing the spectra with the largest

and smallest values of the efficiency determined in Section 4.3.3.1. The uncertainty is then

the difference between these spectra and the spectrum constructed from the best value of

the efficiency. These efficiencies were determined using the subset of the data from each

reaction system that does not have the shadowbar mounts in place, since these distort the

Hydrogen stopping peaks. Using only part of this data produces a similar efficiency but

with additional statistical uncertainty, however, the systematic uncertainties do not appear

to be run dependent. The uncertainty due to the scattering background is determined in

the chi-squared analysis in Section 4.3.3.2. Again, the whole dataset was used to produce

the best efficiency determination, but there is no evidence of run dependence in subsets

of the data. The uncertainty due to the detector efficiency is harder to quantify, so it is

assumed to be 10% of the value of each point in the spectrum. These three uncertainties

are combined in quadrature to determine the total systematic uncertainty. No systematic

errors are included in the proton spectra, so only the neutron systematic errors contribute

to the neutron/proton (n/p) spectral ratio. The fractional systematic error in the n/p ratio

is the same as the fractional systematic error in the neutron spectrum.

When constructing ratios of neutron spectra, only the PV and scattering uncertainties

contribute to the systematic uncertainties; the uncertainty in the detection efficiency di-

153



vides out. The full chi-squared probability of the scattering background is propagated

to the ratio, assuming that the uncertainties of the two spectra are independent. The

proton veto uncertainties are also conservatively assumed to be independent, and thus

the uncertainty in the ratio is determined through simple propagation of errors from the

original spectra. Again, these two components are combined in quadrature to determine

the total systematic error in the ratio. The fractional systematic error in the DR(n/p) is

the same as the fractional systematic error in the neutron/neutron (n/n) ratio, because the

systematic uncertainty arises primarily from the neutron spectra.

5.2 Comparison to Theory

The spectral ratios will be compared to recent simulations by Zhang, which were done with

the newly updated ImQMD-Sky transport code [91]. ImQMD is one of the offshoots of

the Quantum Molecular Dynamics formalism that was described in Section 1.2. Nucleons

are treated as Gaussian wave packets of fixed size, which are propagated through time

and space via the classical Hamilton’s equations. The nucleons move under the influence

of a self-consistent mean field, the local part of which can be directly related to the

standard Skyrme potential without the spin-orbit term. In the previous version of the

code, ImQMD05 [92–94], the momentum dependent interaction was taken from Aichelin

et al. [95], who did not include isospin-dependent effects. The current ImQMD-Sky version

instead uses an isospin dependent momentum dependent interaction that can be related

directly to Skyrme coefficients, which enables the study of the effective mass splitting.

In addition to the mean field interaction in the ImQMD-Sky code, nucleons collide

with each other with cross sections that are reduced from their free space values, and the
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scattering can be blocked by the Pauli principle. The interaction between nucleons leads

to the formation of light clusters and intermediate mass fragments, which are identified

by the proximity of nucleons to each other in position and momentum space in the final

state of the simulation. These clusters are more realistic than those produced in standard

BUU approaches, but they do not contain any structure information.

The ImQMD05 version of the code has been used to extract constraints on the symmetry

energy from the existing isospin diffusion and neutron/proton double ratio data [26], and

the sensitivity of those observables to many of the physics inputs has been studied with

the code [55]. These studies were unable to include isovector momentum dependence

of the mean field. The calculations discussed in this work were done with the current

ImQMD-Sky code, using four Skyrme potentials that sample different combinations of

symmetry energy and mass splitting. The four potentials and their relevant properties

are listed in Table 5.2. S0 is the value of the symmetry energy at saturation density, and L

is related to the slope at that density:

L = 3ρ0
dS(ρ)

dρ

∣∣∣∣∣
ρ0

The effective masses are evaluated at ρ = ρ0 and δ = 0.2. The mass splitting is between 5%

and 8% in each case. These parameters indicate that the SkM* and SLy4 parameterizations

employ similar density dependences of the symmetry energy but opposite mass splitting,

and the same is true of Gs and SkI2. All the simulations were performed with a 2 fm

impact parameter, comparable to the most central cut on our data. We emphasize that

the mean field parameterizations used in these simulations were chosen to study the

sensitivity of the n/p single ratios and double ratios to the effective mass splitting and the
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Name S0 (MeV) L (MeV) m∗n/mn m∗p/mp

SkM* 30 46 0.82 0.76
SLy4 32 46 0.68 0.71
Gs 31 93 0.81 0.76
SkI2 33 104 0.66 0.70

Table 5.2: The density dependence of the symmetry energy and the effective masses of the
four Skyrme potentials used in the ImQMD simulations.

density dependence of the symmetry energy, not to place constraints on those quantities

through comparison to data.

5.3 Presentation of Data

Center of mass neutron energy spectra for all four reaction systems are presented in Figure

5.1 as differential multiplicity per event

dM
dEcmdΩcm

.

Systematic errors are indicated by curved lines above and below the central impact pa-

rameter data. For clarity they are omitted from the mid-peripheral data, but there is little

difference between the systematic errors for the two impact parameter cuts. Statistical

errors are indicated by traditional error bars, though these are generally hidden by the

data markers. The systematic uncertainties have a larger magnitude than the statistical

uncertainties, but they do not change the basic trends. The dominant uncertainty is the

10% that was assessed for the detector efficiency. The spectra are only presented for center

of mass kinetic energies between 20 MeV and 100 MeV. Below this range the data is of low

quality, and there may be contamination from the spectator sources. Above this range the
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Figure 5.1: Neutron spectra for the 50 AMeV reactions (left) and 120 AMeV reactions
(right) for the central (C) and mid-peripheral (MP) impact parameter selections that are
given in Table 5.1.

data is limited by low statistics.

The features of the spectra match simple expectations. The spectra all fall off exponen-

tially, as would be expected from a statistical model. In this interpretation, the slope of the

log plot is associated with the inverse of the spectral temperature −1/T, so the shallower

slope of the 120 AMeV data is consistent with the higher expected temperature. Before

discussion the fits more extensively it is important to recognize that the spectra also reflect

the effects of collective motion, which can significantly influence the slope of the spectrum

and temperature derived from fits to it. The temperatures extracted from exponential fits

to the spectra are shown in Table 5.3. Interestingly, the 50 AMeV mid-peripheral data

has a noticeably steeper slope and thus lower temperature than the corresponding central

data. This effect is more pronounced in the 112Sn data than the 124Sn data. In the 120

AMeV data, the mid-peripheral data also implies a lower temperature than the central

data, but the effect is within systematic uncertainties.
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Reaction b T (MeV) 70◦-110◦ 4π S-P
124Sn, 50 AMeV b < 3 fm 17.7 ± 0.6 6.2 18.1 127.5
124Sn, 50 AMeV 3 fm ≤ b < 6 fm 16.9 ± 0.5 5.7 16.7 87.8
112Sn, 50 AMeV b < 3 fm 18.4 ± 0.8 3.9 11.4 106.0
112Sn, 50 AMeV 3 fm ≤ b < 6 fm 16.4 ± 0.5 3.7 10.9 71.4
124Sn, 120 AMeV b < 3 fm 35.6 ± 2.4 11.0 32.2 127.5
124Sn, 120 AMeV 3 fm ≤ b < 6 fm 33.9 ± 2.1 9.4 27.4 87.8
112Sn, 120 AMeV b < 3 fm 33.3 ± 2.0 7.7 22.4 106.0
112Sn, 120 AMeV 3 fm ≤ b < 6 fm 32.3 ± 1.9 6.3 18.5 71.4

Table 5.3: Temperatures and total neutron multiplicity from exponential fits to the neutron
spectra shown in Figure 5.1. The multiplicity is obtained from the integral of the fit over
the energy range from 0 to 1000 MeV, multiplied by the appropriate solid angle coverage.
The final column is the expected multiplicity from a simple spectator-participant model.

Extrapolating the exponential fits of the spectra down to 0 MeV and up to very high

energy allows an estimate of the total number of neutrons emitted in the transverse

direction. If the participant source was isotropic, the total number of emitted neutrons

would then be a factor of 2.9 larger than this value. Both multiplicities are given in Table

5.3. The 4π multiplicity can be compared to a simple geometric spectator-participant

calculation, where the nuclei are assumed to be spheres of constant density that pass

through each other without deflection and any overlapping matter becomes part of the

participant source. A perfectly head-on collision would then produce a participant source

containing all matter from both of the original nuclei. Since the data samples a range of

impact parameters, the expected neutron multiplicity is reduced compared to this limit.

Calculating the expected multiplicities at a range of impact parameters and weighting the

result by b2 produces an expected neutron multiplicity, which is also indicated in Table

5.3. Note that it does not depend on the beam energy of the collision.

Clearly, the actual detected multiplicity is greatly reduced compared to this simple

model. This is expected: the model does not include any dynamics or clustering. Colli-
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sions, which are suppressed by the Pauli principle, are needed to knock these nucleons to

the large transverse energies in the spectrum. Also, clustering can cause many participant

nucleons to emerge as light clusters rather than free nucleons. However, the trends in

the model give some insight into the trends in the data. In both the model and the data,

there are always more neutrons emitted from the neutron-rich 124Sn system than from the

neutron-poor 112Sn system, for a given energy and impact parameter. More neutrons are

also emitted in central collisions than in the corresponding peripheral collisions, which

is consistent with a larger portion of the nucleons being participants in the reaction. In-

terestingly, this effect is smaller in the 50 MeV reactions than in the 120 MeV reactions,

which is not expected from the spectator-participant model. In those lower energy reac-

tions, the steeper slope of the mid-peripheral data leads to larger extrapolated values of

the spectra at low kinetic energies. Integrating the spectra over just the range shown in

Figure 5.1 leads a larger difference between the central and mid-peripheral multiplicities

than when the spectra are extrapolated to zero kinetic energy. This may indicate that the

exponential fit breaks down for the lowest kinetic energies. Finally, the integrals of a 120

AMeV spectra are larger than the integrals of the corresponding 50 AMeV spectra. This

is not indicated by the spectator-participant model. Very likely the increased multiplic-

ity at higher incident energies reflects the expected increased multiplicities for a higher

temperature reaction. A higher percentage of neutrons emitted in the transverse direction

may indicate an enhanced role for nucleon-nucleon collisions relative to the mean field,

as would be expected from transport simulations at these energies.

Next we construct the ratio of neutron spectra between the 124Sn and 112Sn collisions,

as shown in Figure 5.2. The uncertainties due to the proton veto efficiency and scattering
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background are displayed separately for central impact parameters in the top row of plots.

The uncertainty due to the proton veto efficiency, which is shown in red, is largest at low

energies where more charged particles produce light above the 2 MeVee threshold and

below the 24 MeVee cutoff. The uncertainty due to the scattering background is largest at

high energies where the statistics of the background measurement are lowest, as shown in

Figure 4.21, but they do not vary as much as the proton veto uncertainties. The combined

errors are then smaller at high energies, as shown in black.

The bottom plots in Figure 5.2 display data from both impact parameter cuts compared

to the ImQMD calculations. Systematic errors are indicated for the central collision data;

the uncertainties are dominated by systematics at low energies and statistics at high ener-

gies. The ratio of neutrons in the initial collision system (n124/n112)syst = 74/62 is shown

as a dotted line. A departure from this line indicates a sensitivity to isospin-dependent

effects. The results of the ImQMD simulations for the different Skyrme potentials listed

in Table 5.2 are indicated by the filled regions. These should be compared to the central

impact parameter data. Color indicates the sign of the mass splitting, and fill style indi-

cates the density dependence of the symmetry energy. The uncertainties in the data and

the uncertainties in the simulations are both large, but some trends are notable.

Both impact parameter cuts, at both beam energies, are significantly different from

this initial system ratio. The 50 MeV data (bottom left) displays an impact parameter

dependence. While the systematic uncertainties are of a similar size as the splitting

between the central and mid-peripheral data, the systematic uncertainties in the two

datasets will be in the same direction for any given data point. Therefore, the consistent

difference between the two impact parameter selections is not the result of the systematic
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Figure 5.2: Ratio of neutron energy spectrum from the 124Sn + 124Sn reaction to the neutron
spectrum from the 112Sn + 112Sn reactions, for the 50 AMeV reactions (left) and 120 AMeV
reactions (right). The top row shows the separate contributions to the systematic errors
for central collisions, while the bottom row shows both impact parameter cuts and a
comparison to simulations. Simulations with a stiff symmetery energy are indicated by
diagonal filling and simulations with a soft symmetry energy are indicated by a dotted fill
style. Only soft symmetry energy simulations are currently available at the higher beam
energy. Simulations employing an effective mass splitting with m∗n < m∗p are shown in
red, while those with te opposite splitting are shown in blue. The horizontal dashed line
is the n/n ratio for the whole reaction system.
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uncertainty. Interestingly, this indicates a stronger sensitivity to isospin-dependent effects

for larger impact parameters. The reason for this is unclear. It may reflect a larger

abundance of clusters at larger impact parameters, which is consistent with a slighter

lower temperature. All four simulated interactions under predict the lowest energy data.

This discrepancy at low kinetic energies will be a common feature of the ratios, and will be

addressed at the end of the chapter. At kinetic energies near 60 MeV, the simulated ratios

show a sensitivity to the symmetry energy but not to the mass splitting. The simulations

that employ a stiff symmetry energy, i.e. those having a larger slope at saturation density,

match the data in this region. At high energies the simulations are more sensitive to

the mass splitting than the symmetry energy. The downward trend of the data is better

matched by the simulations that employed potentials with m∗n > m∗p (blue); the ratios

produced with the opposite mass splitting trend upward. The large uncertainties in the

simulations and the strong impact parameter dependence of the data make it difficult to

draw conclusions from these comparisons.

No strong impact parameter dependence is evident in the 120 MeV data (bottom right).

Both the central and mid-peripheral spectra increase slowly with increasing kinetic energy.

The statistical uncertainties in both the data and the simulations are much smaller due

to increased emission of high energy neutrons. Only simulations with a soft symmetry

energy are available, but with both values of the mass splitting. The predicted effect of

the mass splitting is seen to be quite small for this observable. Nevertheless, the values of

the data at high energy are more consistent with the SLy4 simulation, in which m∗n < m∗p.

However, both simulations systematically under predict the data at low energy, so one

can also say that the SkM* simulation better matches the trend of the data, but that there
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is an offset between the two.

Similar conclusions can be made about the ratios of proton spectra, shown in Figure

5.3. The 50 MeV data is mostly flat at a value around 0.75. The central data is slightly

below this value while the data at larger impact parameters is slightly larger. This may be

an effect of cluster production, where an increasing fraction of the free neutrons are taken

up in the production of the heavier clusters for the more neutron rich system. This impact

parameter dependence is opposite that of the neutrons: the central data is further from

the equilibrium line, indicating more sensitivity. The ImQMD simulations suggest that

the 50 MeV p/p ratio should be more sensitive to the mass splitting than the n/n ratio at the

same energy, but that it is not very sensitive to the symmetry energy. However, regardless

of which Skyrme potential is employed, the simulations predict a significantly larger p/p

ratio at low kinetic energies than is evident in the data. The data points at larger kinetic

energies are similar to simulations with m∗n < m∗p, but the flat trend is better matched by

the simulations with the opposite relationship.

The 120 MeV data does not display any impact parameter dependence. Both the

central and mid-peripheral spectra increase towards the initial system ratio at large kinetic

energies. The sensitivity of the simulations to the mass splitting is reduced at this beam

energy compared to the 50 MeV calculations. As is true with the n/n ratio and the 50 MeV

p/p ratio, the trend of the 120 MeV p/p ratio is better matched by the simulations where

m∗n > m∗p (blue), but there is a sizeable offset so that the value of the data is closer to the

simulations where m∗n < m∗p (red).

The double n/p ratio is constructed from the neutron and proton spectra from both

reaction systems:
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Figure 5.3: Ratio of proton energy spectrum from the 124Sn + 124Sn reaction to the proton
spectrum from the 112Sn + 112Sn reactions, for the 50 AMeV reactions (top) and 120 AMeV
reactions (bottom). Simulations with a stiff symmetery energy are indicated by diagonal
filling and simulations with a soft symmetry energy are indicated by a dotted fill style.
Only soft symmetry energy simulations are currently available at the higher beam energy.
Simulations employing an effective mass splitting with m∗n < m∗p are shown in red, while
those with te opposite splitting are shown in blue. The simulations indicate a strong
sensitivity to the mass splitting, but they diverge substantially from the data.
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Figure 5.4: Neutron/proton double ratios for the 50 AMeV reactions (top) and 120 AMeV
reactions (bottom). Previous data is shown in green. Both the central (C) and mid
peripheral (MP) data is displayed, but only the MP data should be compared to the
simulations. Simulations with a stiff symmetery energy are indicated by diagonal filling
and simulations with a soft symmetry energy are indicated by a dotted fill style. Only
soft symmetry energy simulations are currently available at the higher beam energy.
Simulations employing an effective mass splitting with m∗n < m∗p are shown in red, while
those with te opposite splitting are shown in blue.
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DR(n/p) =
(n/p)124
(n/p)112

=
n124/n112
p124/p112

(5.1)

and shown in Figure 5.4. The 50 MeV data (top) are mostly flat or slightly decreasing, with

a value near 2.1. The impact parameter dependence that was evident in the n/n ratio is

mostly canceled by the opposite dependence of the p/p ratio, but the mid-peripheral ratio

is somewhat larger than the central ratio at higher kinetic energies. This effect should not

be ignored due to the neutron systematic uncertainties, since these uncertainties will act

in the same direction on both impact parameter selections. This is contrary to previous

ImQMD simulations that predicted a slight decrease in the DR(n/p) at larger impact pa-

rameters [55], although other simulations have predicted a slightly increased ratio [96].

The previous double ratio data from Famiano [17] is shown in green. That data set had

an impact parameter cut of b < 5 fm, which is similar to the combined range of the two

impact parameter cuts in the current experiment. Little impact parameter dependence is

seen in the current data at the kinetic energies of the Famiano data points, allowing for an

easy comparison. The flat trend of the current data is quite a bit different than the upward

trend of the Famiano data. This is largely the result of the data between 20 and 40 MeV,

where the current data are much higher than the previous analysis. However, the current

data are consistent with the previous analysis between 40 and 70 MeV, but with much

smaller uncertainties. The trend of the current data also extends to larger kinetic energies

than were measured in the Famiano analysis. We do not have a definitive explanation for

the discrepancy between the two experiments at low energies. We note that the previous

experiment had some difficulties with the CAEN constant fraction discriminators that

were borrowed from the MoNA collaboration. These introduced systematic uncertainties
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into the neutron yields. The comparison in Figure 5.4 suggests that the systematic uncer-

tainties in the previous data may be underestimated. The systematic uncertainties in the

current measurement are based on cross-checks within the data that were not possible in

the previous experiment due to the nature of the technical difficulties.

At kinetic energies near 60 MeV the simulations show a sensitivity to the symmetry

energy, but the effect of the mass splitting is larger. At higher energies there is only

a sensitivity to the mass splitting, with a larger DR(n/p) in simulations with m∗n < m∗p

(red) than those with the opposite mass splitting. This effect is consistent with simple

expectations, since a smaller effective mass indicates a more repulsive mean field at high

momentum. The magnitude of the effect relative to the effect of the symmetry energy,

however, means that the DR(n/p) at beam energies of 50 AMeV is a better observable of

the mass splitting than of the symmetry energy. This is similar to the sensitivity of the

single n/p ratio reported by Rizzo et al. [47].

As was true of the n/n and p/p ratios, the flat trend in the DR(n/p) is matched by

the two simulations where m∗n > m∗p (blue), but the values of the data at larger kinetic

energies better match the simulations with the opposite mass splitting. There is quite a

large discrepancy between the data and any of the simulations at low energies, reducing

the quality of the comparison.

As in the n/n and p/p ratios, the double ratio at 120 AMeV (bottom) does not display

an impact parameter dependence. The trend of the data is quite flat, but the value of

the ratio is still well above the double ratio for the initial reaction system (dashed line),

indicating that it is still strongly influenced by isospin-dependent effects. The simulations

again display increasing sensitivity to the mass splitting at high energies, with a smaller
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neutron effective mass giving rise to an upward trend while a larger neutron effective

mass leads to a flat trend. The sensitivity of the calculations to the symmetry energy was

not investigated at this beam energy. However, Rizzo et al. [47] reported that the single

n/p ratio at a similar beam energy is sensitive to the symmetry energy at mid momentum

and to the mass splitting at high momentum. The flat trend of the data is again matched

by the SkM* ImQMD calculation, while the high kinetic energy data better matches the

SLy4 simulation. There is a striking offset between the data and all the simulations at low

kinetic energies. In this region the influence of clusters that deplete the free neutron and

proton yields and enhance the difference between them are more important.

Ratios of spectra between reaction systems such as those shown so far are constructed

to reduce the sensitivity to systematic uncertainties in the data. However, transport

simulations generally show that the single n/p ratio is more sensitive to the symmetry

energy. The statistical uncertainties in the data are also smaller when taking the ratio

of two spectra rather than taking the ratio of four spectra. The systematic uncertainties

due to effects that vary between the reactions such as the Proton Veto efficiency and the

scattering background are similarly reduced compared to the double ratio. However, the

neutron detection efficiency and the associated uncertainty then contribute to the ratio,

as do coverage corrections. At the present we have a neutron efficiency calculation that

satisfies some of our basic requirements, therefore we think it may be instructive to explore

the single n/p ratio. However we should caution that the results may change as we obtain

more sophisticated efficiency calculations. We evaluate the neutron detection efficiency

with a 10% uncertainty for illustrative purposes, but this probably understates the issue.

Nevertheless, we present the n/p ratios in Figure 5.5. The top two panels show the data
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Figure 5.5: The ratio of neutron to proton kinetic energy spectra for the reactions with
Ebeam = 50 AMeV (top left) and Ebeam = 120 AMeV (top right). On the bottom row,
the central 124Sn + 124Sn reactions are compared to ImQMD calculations at both beam
energies. Simulations with a stiff symmetery energy are indicated by diagonal filling
and simulations with a soft symmetry energy are indicated by a dotted fill style. Only
soft symmetry energy simulations are currently available at the higher beam energy.
Simulations employing an effective mass splitting with m∗n < m∗p are shown in red, while
those with te opposite splitting are shown in blue.
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separated by impact parameter and reaction system while the bottom compare the central

124Sn + 124Sn data to the corresponding ImQMD calculations. The left two panels depict

the reactions with Ebeam = 50 AMeV while the right panels show Ebeam = 120 AMeV.

All four 50 AMeV spectra (upper left panel) decrease from low to mid kinetic energies,

level out above 40 MeV, and then increase again in the highest energy data points. The

origin of the increasing trend at high energies is unclear. The decreasing trend at low

energies is an expected consequence of the Coulomb interaction, which shifts protons to

higher kinetic energies without affecting the neutrons. The flat portion of the spectrum is

the result of the neutron and proton spectra having the same exponential slope above the

Coulomb peak; that is, they exhibit the same temperature within a statistical model. Since

the neutrons dominate below the Coulomb peak, one might expect the n/p ratio to level

out below the initial system ratio (dotted line) in the absence of nuclear isospin-dependent

effects. This is what we see in the 112Sn ratio. However, the flat portion of the 124Sn n/p

ratio is slightly above the corresponding initial ratio, indicating the sensitivity of the ratio

to isospin-dependent effects. One important effect is he production of clusters, which

reduces the impact of these neutron and proton number consistency arguments. The

mid-peripheral data from both systems is slightly lower than the corresponding central

ratio. In a statistical model this would indicate that the difference between the neutron

and proton chemical potentials depends on impact parameter.

The n/p ratios derived from the 120 AMeV spectra (upper right panel) have features

similar to the 50 AMeV ratios. The Coulomb interaction of the protons with the source

causes the proton spectrum to be suppressed at low energies. This leads to a decreasing

trend in the n/p ratio at low kinetic energies, which levels out above 60 MeV. At the
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lowest kinetic energies, the n/p ratios are larger than the corresponding ratios at the lower

beam energy, indicating that the Coulomb barrier has a larger effect. This is corroborated

by the persistence of the downward trend to larger kinetic energies, indicating that the

Coulomb peak is broader and at higher energies. There is no evidence of an increasing

trend in the n/p spectral ratio at high energies. The 112Sn ratios flatten out at a similar

value to the same ratios at the lower beam energy. On the other hand, the 124Sn n/p ratio

reaches a smaller value, which is below the initial system ratio. This indicates the lower

sensitivity to isospin dependent effects. For both reaction systems, the mid-peripheral

ratios are slightly smaller than the corresponding central ratios. We note that these larger

Coulomb effects are cancelled out to first order by constructing the double ratio. This may

be another good reason to construct the double ratio.

The bottom left panel of Figure 5.5 compares the lower beam energy central 124Sn

n/p ratio to the corresponding simulated ratios. Like the data, the simulations show

evidence of a Coulomb peak at low energies, followed by a flatter trend at high energies.

The difference between simulations with the same mass splitting (color) but different

symmetry energies (fill style) is largest at low kinetic energies, and is either constant

or decreases at higher kinetic energies. Meanwhile, the separation between simulations

with different momentum dependences starts small but continues to increase at increasing

energy, as expected. Only the simulations with m∗n < m∗p (red) produce a truly flat trend

at intermediate energies that matches the trend of the data. None of the simulations

reproduce the increasing trend of the data at higher energies. All of the simulations

significantly under predict the data at all kinetic energies.

At the higher beam energy, shown in the bottom right panel, the simulated n/p ratios
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also indicate a decreasing trend due to the Coulomb interaction. However, the trend is not

as sharp as the drop in the data. Again, the ratio produced by m∗n > m∗p (blue) continues

to decrease at high kinetic energies while the opposite mass splitting levels out to match

the trend of the data. Both simulations under predict the low energy data, but the SLy4

interaction is close to the data above 40 MeV. Interestingly, while the flat portion of the

experimental n/p ratio is smaller at the higher beam energy, the simulations predict the

opposite trend.

Every comparison made above between the experimental spectral ratios and the sim-

ulated ratios indicates the same discrepancy. The simulation underpredicts neutron pro-

duction and overpredicts proton production from the 124Sn system. This is certainly true

at low kinetic energies. This can be a consequence of cluster production that subtracts

roughly equal amounts of protons and neutrons from the free nucleon yields. At higher

kinetic energies the n/n and p/p ratios could match the simulations, depending on the

Skyrme interaction used, but in the n/p ratio at the 50 AMeV beam energy the discrepancy

persists at large kinetic energies. The magnitude of the effect is smaller for the 120 AMeV

beam energy, and depending on the employed Skyrme interaction, the discrepancy at

that beam energy may disappear entirely at higher kinetic energies. This kinetic energy

and beam energy dependence suggests that one major source of the discrepancy is the

production of light clusters, particularly alpha particles. Binding protons and neutrons

into alphas will increase the neutron-proton asymmetry of the remaining free nucleons.

The alpha spectrum drops off more quickly as a function of energy per nucleon than the

corresponding neutron and proton spectra, so the effect decreases as high nucleon kinetic

energy. The production of alphas is also less favorable at high temperatures compared
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Figure 5.6: Comparison of coalescence-invariant (CI) single n/p ratios (top) and DR(n/p)
(bottom) to free ratios and ImQMD simulations. The left column contains the 50 AMeV
beam energy data and the right column contains the 120 AMeV data. The difference
between the free and CI ratios indicates the importance of clustering in those data points.
The fact that the CI ratios are in better agreement with the simulations than the free data
shows that the simulations can not completely account for clustering effects. Simulations
with a stiff symmetery energy are indicated by diagonal filling and simulations with a
soft symmetry energy are indicated by a dotted fill style. Only soft symmetry energy
simulations are currently available at the higher beam energy. Simulations employing
an effective mass splitting with m∗n < m∗p are shown in red, while those with te opposite
splitting are shown in blue.
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to free nucleons, which explains the smaller effect for the 120 AMeV beam energy. The

ImQMD calculation does not accurately produce light clusters.

One way to demonstrate the possible effect of clustering is to consider coalescence

invariant (CI) spectra, which are constructed by considering all detected nucleons, whether

they are free or part of light clusters. Ratios constructed from CI spectra are presented

in Figure 5.6, along with the previously presented free nucleon ratios and the ImQMD

simulations. The CI spectra should nominally be compared to CI simulations, but those

are currently unavailable. As expected, the CI n/p ratios are smaller than the free particle

ratios at low kinetic energies. The same is true of the DR(n/p). The single n/p ratio from

the 50 AMeV beam energy data still lies well above the ImQMD simulations, indicating

some additional discrepancy between the simulation and experiment. However, the CI

DR(n/p) at 50 AMeV is comparable to some of the simulations at all kinetic energies. The

120 AMeV single and double CI ratios are actually below the theoretical calculations at

low energies, indicating that the comparison made here is only a limiting case. However,

it is clear from the effect demonstrated here that clustering needs to be accounted for when

comparing the experiment to theory.
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Chapter 6

Conclusions and Outlook

6.1 Sensitivity of Isospin Diffusion to Physics Inputs

We have used the pBUU transport model code to explore the effect of various aspects of the

input physics and transport description on isospin diffusion. Consistent with previous

studies, we found diffusion to be more significant if the symmetry energy is larger at

subsaturation densities. This can occur when the symmetry energy is more weakly

dependent on density. Turning our attention to the influence of other transport quantities,

we found some unexpected sensitivities. For example, we found that the inclusion of

momentum dependence in the isoscaler mean field produced density fluctuations in the

neck, prolonging the diffusion process and giving rise to IMFs. In addition, the choice of

in-medium NN cross section can also affect isospin diffusion, producing both a change

in the IMF distribution and altering the balance between a mean-field driven diffusion

process and a collision-driven mixing. Depending on the magnitude of the in-medium

cross section and density dependence of the mean field, we found that nucleon-nucleon
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cross sections can enhance diffusion, for very small cross sections, or reduce diffusion, for

large cross sections comparable to the values in free space. This study examined for the

first time the effect of including in-medium cluster production on the isospin diffusion

process. Previous studies have looked at the effect of IMF formation, but have not looked at

in-medium cluster production in a way similar to pBUU. We found that cluster production

reduced diffusion by causing the neck to become more isospin symmetric.

In all cases that produce IMFs, considering either the residue alone or all forward-

moving fragments yield different isospin diffusion signals, with the residue values for

the isospin transport ratio consistent with less diffusion. These can be considered two

observables of isospin diffusion, each sensitive to the input physics, and they can both

be exploited to improve constraints on the symmetry energy from comparisons between

data and calculations. To do this, however, it is important to have experimental data

which originates unambiguously from the projectile residue, and this is not the case in

the published isospin diffusion data. New experiments aim to measure and compare the

different diffusion signals from IMFs and large residues, and this should help to constrain

the effects studied here.

6.2 Measurement of Transverse Emission of Neutrons and

Protons

We have measured the transverse emission of protons and neutrons from collisions of

124Sn + 124Sn and 112Sn + 112Sn at Ebeam = 50 AMeV and 120 AMeV. At 50 AMeV,

the double ratio of neutron to proton kinetic energy spectra consistent with previous
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experimental results above 40 MeV in the center of mass, but the uncertainties are smaller

and the data is extended to higher kinetic energies. However, the lower energy data points

are inconsistent with the previous measurement. No previous measurements exist near

a beam energy of 120 AMeV. We found a small impact parameter dependence in the 50

AMeV data that was not previously noted, which indicates stronger isospin dependence

for larger impact parameters. No such effect is apparent in the 120 AMeV data.

A slight downward trend is observed in the DR(n/p) at Ebeam = 50 AMeV, while a flat

trend is observed at Ebeam = 120 AMeV. We note that the previous data at 50 AMeV implied

an upward trend, due mostly to the low energy points. Transport model calculations

employing neutron-proton effective mass splitting of m∗n > m∗p in neutron-rich matter are

more consistent with these trends than calculations with m∗n < m∗p. Calculations without

mass splitting exhibit an upward trend [55], which is also inconsistent with the current

data. However, the values of the data at high energies are more consistent with m∗n < m∗p.

The sensitivity to the symmetry energy, which was the original aim of this work, is not as

strong as the sensitivity to the effective mass splitting.

There is an offset between the experimental spectral ratios and all of the simulations,

which is largest at low kinetic energies and at the lower beam energy. Because all the

simulated spectra demonstrate this offset, regardless of which interaction is used, the

offset must arise from an effect other than the mean field. It is likely that part of this offset

is due to clustering effects, which are not fully treated in the model. In particular, when

some emitted nucleons are bound into isospin-symmetric clusters such as alpha particles,

the remaining free nucleons become more isospin-asymmetric. A coalescence-invariant

ratio, constructed from all detected nucleons including those bound in light clusters, is
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smaller than the DR(n/p) constructed only from free nucleons. This effect was only seen

for kinetic energies less than 70 MeV, but it is large enough to change the trend of the data

and any conclusions about the effective mass splitting. In general, the sensitivity of this

data to cluster formation and the discrepancy between the theory and experiment should

stimulate additional theoretical efforts to better account for clustering effects in transport

simulations.

The DR(n/p) is still quite large in the 120 AMeV data, indicating continued sensitivity to

isospin-dependent effects. It would be interesting to see if this persists at even higher beam

energies. However, the current experiment indicates that the measurement of neutrons

from central heavy ion collisions becomes more difficult at higher beam energies. The

high multiplicity of neutrons and charged particles increases the demands on the proton

veto array, and the increasing rate of scattering background relative to the rate of direct

neutrons necessitates a precise measurement of this background. The design of future

experiments at higher beam energies, or even different reaction systems at similar beam

energies, should account for this.

Having a large, granular proton veto array near the neutron detector, rather than a

small array closer to the target, would improve the charged particle subtraction. The

scattering background measurement would be more precise if wider shadow bars were

used, which would increase the statistics of the measurement and remove ambiguity due

to the position resolution of the neutron walls. It would also be useful to investigate the

sources of the scattering background. The floor and walls of the vault are too far away

to contribute to most of the interesting range of time of flight. There must be a large

amount of material nearer to the reaction target to produce the observed background.
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One possibility is the 6 cm thick CsI crystals in LASSA. It may be possible to remove

LASSA and detect charged particles in the Neutron Walls. This would remove one source

of neutron scattering and would actually increase the maximum identifiable energy of

charged particles, which is currently limited by the punch-through energy of the CsI. On

the other hand, it would require the removal of more intervening material, and it would

remove isotopic resolution for high energy charged particles. As a final note, the pulse

shape analysis of the neutron walls shows a strong contribution from gamma-like pulses

even in the 120 AMeV data, so it is important to maintain this ability. At the shortest

time of flights, however, a large fraction of these may arise from recoil or direct protons

escaping the walls without stopping.

6.3 Conclusion

The ultimate goal of many contemporary heavy ion collision experiments is to determine

the symmetry energy. This is done by identifying and measuring sensitive observables

and comparing them to transport calculations. There are difficulties in both the theo-

retical and experimental pieces of this approach. On the theoretical side, the transport

models are computationally challenging and rely on phenomenological approximations

of the underlying physics. The symmetry energy is only one of several incompletely

constrained quantities in these simulations. Attempts to constrain the symmetry energy

using heavy ion collisions must acknowledge and address these uncertainties. The large

effects observed in the isospin diffusion study suggest that more work is needed to pin

down the input physics in transport models other than the symmetry energy.

On the experimental side, the measurements continue to increase in complexity, but
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they are also becoming more precise. The measurement of neutron and proton emission

presented here represents a substantial increase in precision over a previous often-cited

measurement, as well as an entirely new measurement at a higher beam energy. Compar-

ison of the current data to a transport model sensitivity study shows that this data will be

useful in constraining the physics inputs of transport simulations.
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