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I. JTTRCDUCTICL

The comnlexity of adartive rhenomena has long offered a
challenge to the theoretical psycholozist in the field of learning,
Altlhouch the concent of reinforcenent! occuries a central position
in learning theory, psvchologists are in considerable
disagreement as to the nnture of reinforcement. The attenpt to
give a sincle description of the reinforcement process - cne

vhich will embrace the many diverse learning situstions - has

R

nitiated much emnerimental rese~rch and ruch theorizing,

From these atte:nts it anpears that the crucial question is
hat is the criticnl factor for the strencthening of an adaptive
resnonse?", or, simnly, "2t is the essential concdition for
learning 7"

B

Cf the many theories which have been desizned to answer this
question, Thorndike's (13) 'law of effect! and imll's (7) nrincinle
of reinforcerent have probably wielded greatest influence. For
convenience, these two theories may be roughly classed tocether as
tdrive satisfaction! theories, as they both designate rewcrd as
the essential condition for learning.

In oposition to the drive s=tisfaction or drive reduction

theories, is Tolaan's (1l) vrinciple of expectancy. In his system,

reward or drive satizfaction does not strensthen a res»nonse

1 ‘'Reinforcenent', as here vsed, is defined as a state of
r

affairs which increnentnlly stren~thens 2 reshonse,



tendencyr, but serves to kec»H the orsanisn motivated or in a state
of erpectancr for a marticular goal object or behavior consequence,
Tolman's theorr and others which ~ernerallr achere to this princinle

PR

of anticination or emectancy may be clasced az 'ermrectancy theories!
Some effort has been made to intesrate these two viewpoints

into a single theory. Theze will be exanined in the following

section,



IT. TUZ04a2TICAL 3.CiGacuid

Of the current theories concernins the nature of reinforcenent,
those of Thorndike, Hull, Tolman, ilowrer, .hite and Denny are of

special concern in the »nresent study.l

A, Ddward L. Thorndike - Law of iffect
Cne of the most influential ovrinciples describing the nature
of reinforce.cnt has been the 'law of eflfect' vroposed by
Thorndile (13). &=ssentially Thorndike holds that the sati sfring
outcome of a response tends automnticzlly to strenzthen the
ascocintion between the stimlus and the resnonce, Thorndike (13)
nresents his 12w as rollows:
when a nmodifianle connection between a situation and
a ressonse is made and is accomanied or followed by a
satis{ying state of affairs, that connection's sirength
is increnscd.ee.e
By a satisfrinz state of affairs is meant rouguly
one wnich the animal does nothing to avoid, often doing
such things as att:in and nreserve it., (Thorndike, 13,

p. 176)

Thus for Thorndike reward becones the essential condition for

Hilgard 2nd llarquis (L) point out that the law of effect is
somewnat of a misnomer in that it does not require that the behavior

sequences strensthened by rew-rd should necessarilvy be instrumental

in securinz the reward. The eflective factor in determinins the

1 The attemt is mzde to zive an outliine of only the concents
and orincinles contained in these theories which are relevant to this
study; the nertinent ex-erimental deta is too extensive for
reportinz here,



selection of the correct reshonse is its =roxi-ity in time to the
reinforcement, i.e., the last response which occurs prior to the reward
is the one nost stronzly reinforced.

There is no implication of nurnosive behavior or of insisht
contained in Thorndike's formulations. Rew~rd or goal satisfaction
acts directly on neichborine connections to strensthen them, without
mediation by ideas or consciousness on the part of the organism.

Oricinally Thorndike held that if the stimulus resnonse
connections were followed by an annoying state of affairs or punish-
ment, the connection would be vieakened. Ilowever, because of
exmerimental evidence hich contradicts this ~hase of the theory,
his most recent formulation of the law of effect omits the consequences
of munishnent,

B. Clark L. Hull - Princinle of Reinforcenent

Hull's (5, 6, 7) theoretical intervretation of learning is the
most systematic of the current theories. This view of primary
reinforcenent, althouch more quantitative and particularized, is
basically the same as Thorndike's law of effect. In both the reward
acts directly and mechanically on cue-response connections.
Thorndilze (12) defines reward or reinforcenient in terms of the
satisfrinz consequences of a resmonse, vhile i1l (7) thinks  of
reinforceaent as drive-reduction or the decrement in a phyrsiolozical

need.
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In his book, rrincinles of 3ehavior, Full (7) states that winen

a condition of need exists, random and v.riable benavior is evoked,
and the following chain cof events conld result:

In c2se one of these random resonses, or a seqience of
then, results in tiie reduction of a need dominant at the
time, there follows as an indirect effect what is known
as reinforcernent (G). This consists in (1) a strengthening
of the »articular recentor-ellector connections vhich
orizinallr mediated the reaction and (2) a tendency feor
all rece;bor dischnar-es (§) occuarring abt about the sane
ti:e to acquire new connactions with the eflectors
nediating the res»onse in learnlng.......... 4s a result,
when the sane need azain arises in this or in a sitilar
situation, the 5u1"u11 will activalte the san -Eehtors
nore cert2inlyr, more rronntly and more vx"orow"’v than
the first occasion. (nall, 75 p. 330)

full also stresses the noint that this increient in habit

strength occurs only when tihe recevtor and effector activities are
in close te-poral contiruity and are closely followed in time by
a reinforcing state of affairs (drive-reduction). He states:
Whenever a reaction (R) taes nlace in temnoral
conbizuity vith an afferent recertor iapulse (8) resulting
from the irinact unon the receptor of a stimulus enerTr (S),
and this conjfunction is followed closely by a diriwition
in the drive, D, and in the drive recentor discharsge (SD)’
there will result an increnent, & (5 -= X,, in the
tendencr for that stiaulns on subsecuent occasions to
evoze that reaction. (fmll, 7, n. 71)
It 1is postulated hat hebit strencth grows siaply as an
incressing exvonential function of the nmuwber of reinforcements.,
mil (5, <) also sets forth a concept involving [ractional
anticinstory res-onses (rG), vihich, he naintains, becore conditioned

stimuli to adaptive behavior. These fractional anticipatory

responses are sa1all parts or fractions of the more complex goal



response

. Yor examole, salivating, chewing, and siwellovine, which

arc fractionations of the connlete eatinzt srocess and do not

interfere with most overt motor resnonzes, constitute what Hull

nenrs by I[ractiontl anbticisnatorr reshonse.  Zuch resonses with

their acco thoanyint stilus co tponents funchbion as behavior-

.

directing sbtirmli or srovide tha phrrsicnl busls for purposive

beha'ior.l

The role of fractiosncl ressonses is elaborated br Hull () in

the followdin~ war:

The drive stianlus accounts very wiell for the random

seciiing reactions of a hun:ry oirzanisn, but zlone it is
not suflicient to crodice tiie inte~ration of coimplex

Lei

1wvior seviences such as is involved in maze learning.

There mist nlwers be a reward of some kind., Once the
reward has been ~iven, however, the behavior under—oes a
nmr‘ed chan:e most definitely characterized by evidences

of actions snticinatory of tha goal, which actions tend

to

L

ajd .ear .s accomd aninents to the sequence Or‘kln'lrll'

leading to the full overt zoal rexction,

It is showm how these fractionsl anticinatory reactions

could be drawm to the be-inninz of the behavior sequence
and maintained throushout hy the action of the drive
stimuilus (3n). The kinaesthetic stimulus resualting from
this nersistent avtwcﬁ_atory action should furnish

second stimlus (s~) which would persist very ruch lilke
Sp. These two peralsting sti nli nli'ze should have the

canacity of forming multiple excitatory tendencies to the
s
v

evocation of every reaction vwithin

he sequence,

(fmll, 5, ». S0L)

1

any caus

It is iarortant to note, however, that Hull does not nosit
2l velationshin between fractional anticipatory reactions

or their comnletion (for instance, in the comnlete zoal resnonse
of eatinc) and reinforcenent, as suach. .ithin the Zullinn frame-
work need-rediction remains as the only and essentisl princinle
of primary reinforcenent.



C. Edward C, Tolman - rrinciple of Expectancy

Tolmon's (1)) sign-gestalt or expectancy theory offers an
alternative to rew-~rded res-onse lenrning., It nostulates that
the organism follows 'signs' which mari: the 'behavior route!
leadin~ to the 'siznificate' or goal; a behavior route instexd of
a movenent nottern is learned,

The interpretation enphasizes the zercedtual or cognitive
caoacities of the animal. Rewarding states of affairs ooerate

mainly to specify and naintain erpectancies. =pectancies or

I

cognitive maps, rather than soecific motor resnorises, are learned
orinarily throush sinnle contiguity.

ialthouch Tolman does not srovide a structural basis for
exmectations, he does not deny that there is one, and atten»t has
been "1nde by some to tie the vrincinle of expectancy to an

obiective basis (e.g., hite (15), with his fractional anticipatory

resonsze analvsis).

D. 0. H, iowrer - Two-ractor Theoryl
The two-factor theory proposed by lowrer (§) was primarily
developed in order to account for the phenomenon of avoidance
learning which, according to !owrer, is not adequately explained by
iull's reinforcenent theory. This inter retation divides learning

into two tyvoes, that for (1) skeletal muscle responses and

1 A discussion of the implications which lLiowrer's two-factor
theory holds for psrchotherany is presented by Shoben (10),
pp . 135_1)4b»¢



(2) smooth r-~cle or auntonorious resvonses. The former is accounted
for by the vrincinle of drive decrenent, while vicero-motor activity
is said to be learned throuch simple association or contizuity.

For exaaple, anxiety or fear, which Is the visceral aspect of
pain, is conditioned to the cues associated with the onset of the
drive stimulus (pzin). The anxiety so established acts as a
secondary drive which then allows the avoidant skeletal responses
to be strencthened accordins to the oprincinle of reinforcenent as
forrmlated by Hull (7).

l.ovrer, in other words, has iznored parsiionious considerstions
and »ostulated two classes of learning which mist be accounted for

by two different nsrinciples.

<

e d¢ Ko white - Completion !Ipothesis
an atbtennt has been mzde by .hite (15) to integrate imll's
theoretical constructs with those of Tolman and Thorndike by

tilizing the concept of fractionel anticipatory reactions. In the

>

o

completion hypothesis, it is nronosed that the completion of
fractional anticipatory responses constitutes a reinforcement act,

\Wnite states:

W

The fractional anticinatory reaction is an incipient response
or an 'activity in prosress' in the literal sense that it is a
svecific nhysical act which has been started and not completed,
The goal situation mzkes vossible the rounding-out of a
coordinated activity-nattern, or the finishing of a complex
act in the same manner in which it has been finished on
previous occasions. 1f, then, comnletion means the
transition from an incinient reaction to the comzlete



O

reaction of which it s ,revioaclv a part in iull's
stmbolisn, the transition from rg to Ry), our
translatlion of the se ction hr otjeois can ve
ex.ressed as follows: The cowletion of a fractional
anticin:torvy re-ction to~1~ to reinforce recent and
coucoivat S-u coniiectio ._-(“hite, 15, 0. 359)

e
(o]

In this manner, .hite, by proposinc full's (S, 6, conce,t of
fractionzl anvicigatory resnonse as the unifying princinsle, has
enconnzssed Thorndilie's (13) law of effect by internretinc the
comnletion of fractional anticipntory resnonses as satisfying
stites of aflfcirs, and incorporated the directing influence nresent
in Tolwan's (1)1, exnectancy princinle.

v is ﬁn?ortunwte, howrever, that .hite his not advanced his
hrnothecis berond the most tentative stage. It would seem that

with further develoment such a hynovthesis mizht offer 2 provising

anrroach to understanding the nature of reinforcerent,

F. 1.. Ray Denny - rerlinent lesponse ynotiresis
.n interpret=tion of reinforcement which is somewhat similar to
.hite's (15), although indenendently developed from his, has been
vrovosed by venny (3) in a series of unoublished lectures.t
accordine to Denny's theoreticol analisis, the so-c2lled skeletal
and antononic tr-es of le~rning c'n be subsuned under one principle
of reinfeorce-ent, In the cise of the cl-ssiecal or resrondent

conditionins of ere bHlink, mupilary reflewr, knee jerls, leg with-

drawal, calvanic sin resvonse, etc. (not strictlr in the zutoenomic

1 The writer is indeited to “r. Uerny for the uce of his
unpublisihed lecture noterinl, from which this outline of the nertinent
resoonse nycotiesis is directly derived, nand for his cooperation in
nergon=lly clorifyin~ the nrinciples vhicn he proposes.



category, it should he -44ed), the orincivle of contizuity seenms

to account satisfactorily for the establishment of the conditioned
response, Also in the case of anviety or fear it is presumably
the presentation of shock or noxious stirulation, not its
cessation, that sets up the secondary drive of fear. Yet not any

pvairing of stimli or of resnonse and stimuli will bring ahout

Denny states:

In instrumentcl learning or operz:nt conditioning it
is w 11 knowm that drive satisfaction or reward must also
be present, Dut what is this so called drive reduction?
Is it actually different from jerkins one's knee vhen the
anpronriate stimulus is ziven to the apnropriate structure?
Is there actnzlly drive reduction when a rat gets a tiny
pellet of food in a maze or a Skinner box situation? The
organism is so structured orizinally to resnond in a
fairly consistent and specific way, say to a blow on the
patellrtendon, and to respond rrossly or cmotionally to
a noxious stirmlus. .hen it eats a piece of food it also
makes certain original responses such as chewing, salivating,
and swzllowinz. «hen zn organism gives an innate or
reflexive resnonse in & neutral stimulus situ-tion, this
particular stirule situation acquires the proverty to
evoke this resnonse. That is, when an organism gives the
responses it it supposed to make, or is so structured to
nake, to a »nrepotent stimulus the remaining stimuli in
the context acquire the nroperty to evoke this resnonse.

(Denny, 3)

It is postulated that the aninal can make resnonses that it is
supposed to male under two main sets of conditions, which may bv no
rieans ve muiually e:clusive: (1) rerrmenent - when its innate
structure so dictates, (2) Termorary - when the momentary state of

the organism, primarily its current resnonse organization or set,
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presuproses the organisn toward one type of resvonse rather than
another. In other words when an organism is set to eat food, (has
fractional anticipatory responses in terms of makine incipient and
implicit eating responses) the appronriate or vertinent act for the
animal is to e~t the food in the goal box and it learns to do that
faster with succeeding trials,

It also learns to make the more successful instrurental
resnonses leading up to the eating of the food, It is proposed
(1) that all resnonses occurring in im:ediate teanoral conticuity
viith the consun.atory or pertinent response are also being
established and strenzgthened and (2) that any stimulus which tends
to increase or confirm the anticinatory response acts to strensthen
any concurrent response.1

Denny's reinforcenent hypothesis is then as follows: If the
organism makes the response it is vermanently or temnorarily
structured to make, then that res-onse and others very close to
it in time become hooked up and fixated to the present stimuli.
In instrumental learning this anounts to saying that the instrumental
response in order to be learned, rust occur concurrently with the
fractional anticinatory responses,

rresumadly the fractional anticipatory responses which

constitute the organism's set acquire some habit strength to the

1 Unlike Tolman's (1L) analysis, Denny's position accounts for
the learning of ammropriate action as well as the expectancy.
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maze situation as soon as the first goal response is made; on each
subsequent trial an increase in the anticipatory reaction occurs
rith the malking of resmonses leading un to the goal response, and,
in turn, resnonses instrumental in supnslying to the goal object are
strengthened. .ifter the first trial subsequent resnonses are
learned in essentially the s:ime woy as 'ull (7) proposes that

resnonses which lead to drive reduction zare learned.t

1 In Hullian terms, 211 le~rning, according to Denny, takes
place by mesns of seccndary reinforcenent.



ITI. STATZELNT CF THE PROBLIC

zxplicit in the theory of reinforcement Torwarded by Denny is
the »nrincinle that the organism must be 'set! to make the responses
which lead to reward or consumnmation before learnineg can take place.
Thus in a completely new situation, responses removed to any degree
in time from the goal response cannot receive an increment in habit
strength until after the enticipnatory set has been established.

According to this interpretation, it could be assumed that all
that is learned on the first and perhaps second trial by the hungry

rat which finds food in a new maze is an anticipatory response.
Instrumental responses are not strengthened on these trials because
there is as yet no anticipatory set to be conswmated.

The hrpothesis to be tested to supmort this theory is as
follovis: If, in a simple T-maze lenrninsz situation, the goal boxes
are reversed in position from left to right, and vice versa after
one and possibly tiwo rewarded trials, we should e:pect no
difference in the learninz of these animals and animals trained

consistently to one side,t

1 This position reversal technique is similar to that used by
Spence (12) in a discrimination learning test of the continuity and
non-continuityr theories,
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A, Apparatus

The anparatus consisted of a sivple T-maze, made up of a
starting bow, a co-bined ste: and choice »oint section, a pair of
arns, and two goal boxes. The ground plan of the maze is presented
in Fizure 1 (p. 15).

with the excention of the goal boxes the inside alley width
was 5"; the heirht of 211 parts of the maze measured 11-1/2". The
sides and floor of the naze vrover were mnde of 3/L" nlywood, and
main sections of the maze were moveable, The intericr of the naze
w~s painted a uniform grayr throughout,

The roof of tre startinz box was wood, the stem wis covered with
a Tine screenin: which was difficult to see through. The choice
point section, the two arms and the two goal boxes had a hardware
cloth roof of 1/2" mesh.,

Vertical sliding doors were placed at the entrance to each goal
box, in the choice point section, and at the exit of the starting
box. Ther were painted the same gray as the maze interior and were
made of 1/L4" olywood. An inverted T-shaned door was placed in the
choice point section as shomm in the ground nlan (Figure 1). This
door was so consiructed to prevent the animal from retracing its
stens once it had made a choice,

“iith the ewcenstion of the sbariing Tox door which was onered from
two to five seconds afiter the animal was onlaced in the dbox, all doors

in the maze were open at the bezinaing of each trial, The doors at
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the entrance of the goal boves were closed imnedictely after the
animal entered, All moveable doors worked by a system of strings
and weichts., A block of wood of the saze size and color as the
other doors was inserted flush with the stem on forced trials.

One inch from tne entrance to each goal hor, curtains of
black material were sus:ended from a cross bar so as to obscure the

-~

goal vortions of the maze lying bervond,

The negative o3l box w2s trapezoidal in shape, was painted
vhite, and had a smooth sheet metal floor. The inner dimensions
of this box were S-1/L" at the entrance, 9-1/L" at the e:treme end,
and 9-3/L" lonz.

The positive goal box was apnro:imately square in shape, having
inside dimensions of 11-1/4" x 11-3/4". It was painted black
throughout, and had a 1/L" plywood floor which was covered with
hardware cloth. A round coaster-lile glass food dish, apoiro:ximately
2" in diameter, was placed on the floor opposite the entrarce to the
box.,

B. Subjects
The subjects were albino rats from the animal colony of the

~re 9

psycholor department at lZdchizan 3tate College. A total of 65
animals which had no rrior e perimentol exoerience ivere used, The
acges ranged from 108 to 190 days. 4 total of 33 female rats and
35 male rats were used. They were nlaced in the srouns so as to

anoroximately equalize the number of males and fenales in each

SUH=STOUN,
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C. rrelininary Training

Sevon doys of orelininary training was given to 21l aninals.
For the first four days, this consisted of handling and petting
by E.

On the fifth, si:th, and seventh dars of the preliminary period,
the animals were nlaoced in a straight alley, vwhich consisted of the
startinz box and one of the arms from the maze alrendyr described,
Jach 5 received four trials rer day, making a total of 12 wvreliminary
trials in the straizat alley, Thae 3's received no food reward on
these tri-ls. They were rctained in the sccond (cr arm) section
for fifteen seconds,

ginning on the fifth day of the preliminary training period

m
o
Beg

all of the animals were placed on a food reginen of nins zus. per
day., They receiverd this at regular feeding time for the remainder
of the preliminary period,

At no time during these seven days did E feed the S's, and all

nrelininary handlinz, and training was carried on at least three to

four hours from the tine of feedin:z,

D, ilethod
Uoon the comiletion of preliminary training, 3's were placed at
andom in one of three groups. There were 2L animals in Group X-2,
20 animals in Grour X-1, and 2L animals in Group C. Each main group

was subdivided into two equal sub-groups.
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Grou» X-2 enimals were goal-reversed after two rewarded trials.
For helf the animals the vositive goal was on the risht for the
pre-reversal trials, and on the left following position reversal,

The other half was trained left for the first two trials and to the
right for the remaininz trials,

Group X-1 had one rewarded trial before goal reversal was
imposed, Ixcent for this condition, the sub-rrouns srere set un in the
sane manner as in CGroup X-2.

Group C served as a control zroup and received no nosition
reversal. GOne sub-groun was rewarded for running rizht, while the
second sub-group was trained to the left alley throuthout tne entire
experimental period of five days.

This »rocedure with sub-groups was followed in order to randomize
nosition preference in the animals.

Food reward, of one lorge nellet of dog food (aporoximately L0
mns.), was riven in the black goal box at the end of the correct alley.

PETER )

animals remained in the positive joal bo:x until the food was eaten.
Bach 5 wns keot twenty seconds in the negative vhite goal box which
was always at the end of the incorrect aller. The end bores were
changed in position in order to conform to the exerimental desizn
for each sub-zroup. In the event an animal refused to enter the goal

box within fortv-Tive seconds, he was removed from the maze. A record

vias kept of all refusals to enter,
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[a)

Jach 5 hzd four trials ver doy for a period of five days.,

«ith the excepntion of the trials of the first day for Group X-1, the
first two trials of each dar allowed the animal free choice, while
the remaininz two trials were forced in such a manner as to equalize
the nunber of correct and incorrect trials each day, The last two
trials were forced in a wor to malze nossible onlyr four combinations
of resionses on the four trials. These were 01, LLRR, AL, and

L, This pattern wos adhered to in order to discoursge alternation
of resnonse,

Since nosition reversal was carried out in Group X-1 following
one rewarded trial, the first doy trials for this group were
alternately free and forced, in order thzi one correct and one
incorrect trial could precede reverszl, a4 period of L5 minutes
elansed before the second set of frez and forced trials w2s run,

On all sicceeding days the pattern of running was the ceme for Group
¥-1 as for Greun C and X-2, i.e., two free trials and two forced
trials ver d=y in thot order.

Animals were run in blocks of from six to ten in nuaber. The
order of rnning chanced from day to d=r, but remained constart for
successive trials on the same daay,
st the end of each days run, the 3's were fed nine gns. of rurina

dog chow checers in individual fecding cages. Thus a food

devrivation of from 22 to 23 hours preceded ezch doy's trialse



V. RISULT3

The results in terms of the per cent of correct resonses for
Groups X-1, X-2, and C are cra~hicelly nresented in Fisures 2 (». 21)
and 3 (». 23).1 The curves in rFi~ -ire 2 are based upon the ner cent

o~

of correct resnonses for the initicl trials of each day, vhiile the
learnin~ curves of Fisure 3 are plotied in terms of the per cent of
correcy resnonses for the first tio free trials of each dqy.z The
initial trial data is considered suvericr in this st tudy because
(1) it is not aflfected by the tendency towsrd alternation which
persisted despite the precautions taizen to prevent it, and (2) it
rrovides an euilization of the number of previous food reinforcerents.
The results shown in Ficure 2 indicate that the non-reversal
groun (C) and the grouv on ~hich coal reversal was imnosed after one
rewarded trial (X-1) are well notched in verformnance. There is
oracticallyy no difference anilicre 2lone the lenrring curves.
However, the -2 ~sroun, when compared with the X-1 and C groups shows
retardation on 211 dars. The ~rentest retardation is shovn on the
initial trizls of the second and third dars. There is over an 50
per cent drop in the ner cent of correct resnonses on the second doy,
Group C and Group X-1 both attained a verformance level of 75 per

N Q-
cent on the second doy vherens Grovp X-2 had only 20.0 per cent

correct responses.

1 The cdata from vhich these curves are plotted is vresented in
Tables A and 3 of the Apnendi:,

2 The ner cent of correct resnonses for the first day is
calculated in terms of the correct position for trials following
reversal in order to shor the relationshin bhetween initial cosition
rreference and post-reversal results,
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entiallyr the same trends are siicvm by the learninz curves
based on two trind data in Fisure 3 (p. 23). The scmevhat smaller
c¢ifference shovm betwecn the X-2 zroup and the other zrouss in the
two trial data is erimected, at least in nart, for the reasons
previous.y mentioned. The perfornance of the X-1 and C groups is
suverior to the X-2 zroun on the second and third days and the drop
in the mer cent of correct res»onses for the X-2 group on the second
day is again in evidence, vwith no corresvonding decline in the other
two grouis, However, no consistent difference betireen X-2 and the
other twio ~roups erists on thne fourth and fifth days srith the two-
trial data, indicating probably the slisht effect of the variable
beins manisulated in a lons run learnine anolysis,.

Accordine to Tull's (7) description of the growth of hab
strensth in ~hich the first i-crenments to the habit are the
larcest we would e:pect thut any difference which would appear
between the 'reversal! and the control groups would be greatest on
the days iwedintel;r following zoal reversal, rather than on later
tricls or in overall perforionce. This is evident in the learning
carves of Fisures 2 and 3,

Table 1 nresents an overall comparison of Grou»ns C and X-2

and Groups X-1 and X-2 for the first two free tricls of days 2-5. 1

1 The data of th rot doy is escluded beconse the variable of
position reversal dld no t operate for 211 ~rouns until the second day.
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Comparison of Groins C and Y-2 and of Grouaps X-1 and X-2
in Terns of the llean Nwmber of Correct Responses
on Both Free Trials of Days 2-5

— T .———— =— =
Correct Responses
Gronn I Tean S. D, nife, % E
c 2 6,00 1.19 -
X-2 2l g6 1.03 SLho 1,61 .20
-1 20 (.25 99
=2 2h 506 1.00 790 2,47 <02

flere we see that the difference between the merns of Groun C
and Group -2 yields a t of only 1,71 which is sizniflicant only at
about the 20 per cent level of confidence., The difference between
A-1 ond X-2 grouns, however, yields a fairly large t of 2.L7 which

is siznificant beyond the two per cent level of confidence.

TA3LE II

A Comnzrison of Grouns C and X-2 and of Groups -1 and X-2 on the
Second snd Third Doys of Lenrning in Terms of the Iumber
of Correct Responses on the Initial Trialst

Dazr 2 Doy 3
no. Correct Chi i.0. Correct Chi
Croun N flesHonses Square - Resnonses sqaare I
c . 2b 1 12302 <001 29 £.02 K02
X2 2 5 2 «Y 11 see G
X~ 1 -
=12 1 10,78 <002 18 7.5 <01

2 2l 5 11

% The Yates corrcction for continuity, i.e., a deduction of 5
from each of the discrenancry volues, has beo-n nade in the coleulation
of chl sauare to allow Tor the sm=ll fremquencies.
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«hen we turn to Table II for a comnarison in terms of the

mutber of correct res onses on the initial trials of the second "nd

)

third doys of learnin~ we see mach more sisnificant differences as
obt~ined by bthe chi square test.

The X-2 ~roup ~ives siztnificantly fewer res:zonses thon either
Groan C or Gronn X-1 on both the second and third dars, i.e., on

k] ~

the dors when a oredicted difference should s

)

1077 1o, The null
homothesis ¢f no diflference bebtwecn the “=2 grous anl the otrer

two ~rons on the initial tricl of the second and third dvs can

therefore be relccted,

1 The chi sauare test connot be legitinately esployed with th
two-trial dnta,

e
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ne results of the present study show clearly that the -1

)

group which was zoal-reversed after one rewarded trial shows no

¢

retardation on subsemient trials wien compared with the control
zroun which received no vosition reversal, and, nresunablir, there
is no diffrrence »etwesn these U0 srouns. llowever, learning by the
X~-2 ~roup, vhich had mosition reversal carried out followin~ two
revarded irials, was significantly slowed 15 followins revercal, or,
in other words, had lenrned to sone ertent to turn in the direction
of the first two reinforcenents.

This seens definitelr to suzsest that under the conditions
srevailins in this study, no learnin; of the instruient2l resoonse
took place on the first rewarded trial, while on the second
rev~rded trizl sone increment to the habit was effected.

In the 1i~h% of Denny's (3) hynothesis this nay be intersreted
as neanins (1) until a fractional anticipatory reshonse is set up,
no instrmental le~rnin~ is »oscible, and (2) th~t an anticintoryr
set starte to build w»o in one trial, 4 confirmation of this partial
set on the second trial is effective in brincin; about some increment
Lo the instruental resoonse, cansing a decrenent in performance
when the goals are reversed after two reinforcenents.

However an, as r¢t, undiscussed aspect of the results prevents
siich an interoretation from beiny conclusive enouch to reject the
drive-satisfaction theories of Hull (7) and Thorndike (13,. Since

the animnal had no evpectation of finding food in the maze on the
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first trial, random and exploratory behavior was elicited, and a
lapse of an - roximately 30 to 120 seconds occurred bhetween the
response of turnin~t rivzht or left and findins and eatins the food,
According to ull's (7) vrincinle of the reinforcerent gradient, such
a long delnr betireen responsa and revord wonld nrobably not allowr

+

4 fald

for an increent to the habit on this first trial; therefore, a
decrenent in nerformance followrin~ cocal reversal after one rewarded
trial would not be exnected.

«hichever of these internretations is accepted, some kind of
exoectancy set or anticipation would seem to be essential for
instrumental response leurning. Unless there is a set which acts

in a behavior-directint canacity imnediate reword in the maze

situction is inescible,

nm

he auestion then becores, ".halt is the role of the expectancy

~,

set?" Does it function to bring about (1) more imiediate drive
reduction, or (2) a more immediate increcse in the ma2ling of

~ . o « o ) e 2 ~
fractional (imnlicit) or comnlete (overt, consiimating responses?

\

The evidence for the concent of secondary reinforcenent (1, 2, 2, 11,)
winich does not involve drive reduction, and the improbadility of one

snall pellet of food reducins the hunger drive militates sgainst the

. L

first alternative. Levertheless, furither research must be carried

s n

out to deberiine vaich of these interrretations, if any, is correct.

-

in experinent siilor to this svady is succested in which the

orelininary trainins includes having the reversal-after-one-reinforcenent-

Vi L



groun eat out of Uhe glass dish that is used in the positive coal

11s mi-ht serve to reduce the lanse in time betireen the

H’

nstrumental ressonse ond the zoal resnonse on the initial
exerinental trial, makins it similor to the tine t-len by the
control croiun on tha second rewirded trial, rrecautions would still
have to he triien to insure the absence of :n erpectancy set on the
first tricl, althouw h wnrder these conditions thiere misht be
elicited anticiator: reactions ucon the rercenticn of the ~lass dish
in the ~oal box,

Qesults from additional studies such as the one suzzested above
will serve to nake the e lorztory findinzs of this studr more
conslete and “1le oossible a bebier analissis of the nature of

reinforceent,
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This study wos desisned to test the hyvpothesis that when
ex.ectancy of rewrrd is absent, learninz, under the corndition of
position reversal followinz one =nd »nossibly two rew:rded trials,
will proceed in much the same monner as under -conditions of non-
reversal of goals. There were two exjerimental grouns: one, of
20 aninzls, which was goal-reversed following one rewarded trial,

and another, of 2l animals vhich was reversed followin~ two rewrrded

)]

trials, 4 contrel ~roun (I'=2l;) reccived no reverc=l,

U

~arabius consisted of a simnle T-maze, 11 animrls received

=3

e

»

~

seven dnrs of hrndline vrior bo five days of lecrning tricls, on

L

v Aol eleld

vwihich dors ther reccived

o

reinforcerents ner dopm and an
equal nuber of trials to ench sicde.

The resulis revesled no differcnces betveen the non-reversed
eroun and the group which was reversed following ore revarded trial.
A si~nificant difference vins oshteired on the second and third days
vebviesn the crou» which was goal-raverszed followinz two trials and
the other two grounrs.

On “he brsis of resulits found in this study the following
conclusions may be dravm:

1. In ihe gosence of erectancy on the first rewarded trial,

no le~rninz of the insurumental response talres nlace; therefore

an exmectancy or rnticinatory scot seens essentinl for

instraiental ressonze lesrning.,
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2. oom2 ermecvancy se=is to be built un in one trial,
3. O(n the basis of this stud; alone the specific function

of the errectancy set connot be deter:ined.
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Comparison of Groups X-1, X-2, and C in
of Correct Resjponses on the Initial

er»s of the rer Cent
Trial of Zach Doy

Group C Groun X-1 Group A-2

lo. rer Lo, rer lo. rer

Day  Correct Cent Correct Cent Correct Cent
1 11 L5.¢ 10 £0.0 15 62,53

2 13 75.0 15 7.0 5 20.03

3 20 03.3 13 0.0 1 5.9

L 2" 91.7 19 ¢5.0 20 53.3

5 24 100.0 20 100.3 23 5.0

~ean

rer Cent 95 792 32 £2.0 63 56.6

% This per cent is calculated in terus
for trials follovin~ revers~l,

of the correct position
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Comparison of Grouns C, ¥X-1, and X-2 in Terms of the rer Cent
of Correct Res»ounses on the Two Free Trials Sach Day

Groun C Groun x-=1 Jroup X-2
10, rer Lo, rer Lo, rer
Dr Correct Cent Correct Cent Correcy Cent
1 2 52,1 20 50.0 23 L7.9%
2 30 62.5 2L 60,0 21 h3.7

3 37 77.1 29 72.5 29 600
L 35 7¢.0 35 87.5 39 81.2

s.ean
fer Cent 169 70 L5 72.5 156 65.0

This ner cent is calculated in terms of the correct nosition
for trials Tollovwin~T reversal,

——
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N

Behavior Data of nimals in Group C on Ten Tree Trials

Given at the Rate of Tvio Trinls rer Dar.
W{" R=-resents a Correct Nes onse;
"0" Renresents an Incorrect les-onse

Trials

t_J
N
w
&=
$a
o

7 3 9 1

animal 1 0 X X C O X X X X
Animal G ) 0 X X G x O+ )
animel F O X ) G X L X X 4
‘nimal L X 0 X X X X X O X
Aninzl 75 O o O G C X X 0 X
‘nineal 6 O X X G ) X X g X
Animal f X C X C (ot X X e )
Aninal 0 G X X 0 ) X 0] X X
Animal. 9 X ¢ X 0 % X X X Fe
Aninal ;10 0 X G X X 2 X X X
Aninal 11 X X X X bA X ¢ {
Animel 12 X O Ke e X 0] b4 G X
aninmal 13 0 e C X e G X X X
‘ninal b c X Z % k¢ k4 k¢ K X
‘ninmnl /18 G X At X L G X C X
Aninnl S X L X x X X e (% X
Aninal L7 “ O X X X X X X ¢
.nimal 0 X e X X L O K¢ X X
aninal 19 X O I O X C w h¢ x
aninal 20 X 0 C X X O s L X
Animal 21 C X X G X X k¢ O X
animol 22 0 0 G k¢ X X X C X
Aninal 23 O ¢ X 0 Cre X e X X
Animal Foly X C pe C X X X X X

Total

Correct
Ba, Trial 11 14 13 12 20 17 22 1) 2l 1

~
S

s Denotes refusal to enter =oal box within 5 seconds,

0

(6:5

Total
Correct

AL N VAT N RYo RNe IS EN RN IENEN IEN Iae AV IEN RV Boo AW IEN oSN OANEN |

—~
19

Co UL«
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Behavior Data of inimals in Group X-1 on Ten Free Trials

Tiven 2t the Rate of Two Tricls TFer Day.
"X" Renresents a Correct Zesnonse;
"O" Renresents an Incorrect Zesnonse

Trials

1 2 3 L 5 5 7 3 9
Animal A X X X X X 0] X 0 X
Animal /2 0 X X O X X X X X
Animal ;3 0] X X X X X X )¢ X
inimal /L 0 X 0 X X 0 X e X
/nimal /S X 0 X C X X X 0 X
Animal 5 C 0 0] 0] X X X X X
Animal f 0] 0 X 0 X C X X X
Aninal A3 0 X X X X X X X X
Animal #9 X X X O X G e X X
Aninal A0 X X X 0 X C X X X
Animal A1 @ X X 0 X X X X X
Aninal 12 G 0 0 C X 0 X X X
Aninal f13 X 0 X X X 0 X X X
Aanimal AL X X X X X (L ¢ X X
Animal A8 X O O 0 X X X O X
Animal A6 X C X 0 0 B¢ X X X
inimal 17 X 0 0 X G e X K X
Aninal 13 C 0 X ¢ X X e X X
Animal 19 X G i X X 0 ¥ X
Animal 20 0 X X X x X X X X
Total
Correct
ma, Trial 10 10 15 9 13 11 19 16 20

Denotes refusal to enber goal box within L5 seconds,

)
O

1PN AHHCOCORRKRKHKNNO

R e

~

17

Total
Correct

NoNEERIEN IEN NS Vo NexAVaNeoNersEN NosAV2 RO TN Ne)N Ve IOVEN|
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Sehavior Data of :aninmals in Zroun X-2 on Ten Free Trials
Given at the Rate of Twio Trials rer Davr,
""" Renresents a Correct Resnonse;
"o Renresents an Incorrect llesnonse

Trials
Total
2 3 L S 5 o 10 Correct
animal 71 X G X X
Animal 2 0 X
Animal ;73 0 X

snimal g
Animal 5

(¥ ]
O © »dpdpd bd 24 b4 O >
TR NN OXO

Animal #6 0O
animal /7 O
inimal £3 o] U
Animal f X v
Animal /10 X pd

PAPE PO D P P A P -

ORMOONMONOCOCOCOOO
O >4 O O pdps b b b bd b
O M b X b O
O b e e b b D B b D D B BB b B b4 R 0
PO P PR O MM N O RN N O NN

[0)NV v Res Noo V2 W TN le Nt HO RV o N e We)WeAR ¥ 2 N RO REN IEN NONEN|

Animal 1L ¢ (re O

Animal A2 0 X X

Animal 13 C = 0 (s X X

Animal 1) C ¢ 7 = X X 0

Animal 15 X 0 X ¢ X X X

Aninal 26 L 0 X 0% X Ore X

inimal A7 0 0 X o X X X

Animal «10 0 o; hi¢ o X e X

Snimal 19 X X G ¢ X b4 O

~ninal 20 ¢ X 0 X L X /e X

Aninal 21 o X 0 K4 X X X X X
sninal /22 X G X G { X X K¢ X
animal 23 X X 0 C C X 0 G X
Animal .2l X 0 G X (Rt 0 X X X X
Total

Correct

La, Trial % 16 5 16 11 13 20 19 23 16 156

s+ Denotes refusal to enter goal box within 5 seconds.



ROOM [ISE ONLY







196 23

R



