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CHAPTER I

INTRODUCTION

I.10. The Information Sciences and
the Brain

The function the Egyptians attributed to the brain
is not known, but it could not have been very important.
This 1is obvious from the fact that when the Egyptians
embalmed thelr dead, the brain was retracted through the
left nostril and discarded. Today, even a youngster
would laugh if you told him that the function of the
brain was to cool the blood, as Aristotle had believed.
To him the brain i1s for "thinking." But what does he
mean? To answer the question "What 1s the function of
the brain?" satisfactorily requires a language that 1is
less than a quarter of a century old, the language of the
information sciences. Using this language, the function
of the brain i1s to collect "sensory information and
(correlate) this . . . with stored information to compute
the daily course of bodily activity." (8)

The methods of information processing used by the
nervous systems of even primitlive organisms are just
beginning to be understood. A basic phllosophy used by
scientists to achieve this understanding is to divide

the nervous system of the organism belng studied into



subsystems. The functions of these subsystems are
described and the connections between them are detailed

to give the organism as a complete system. The subsystems
are then explored to determine the techniques of infor-

mation processing used by the subsystem.

I.20. The Thesis

In this spirit, this report examines a thesis which
has been proposed to explain how humans process information
acquired by the visual system. The thesis was inspired by
a postulate of Stroud's: If continuous physical time is
represented in the experience of man as psychological time
T, then T is not a continuous variable. On the basis of
experimental evidence, Stroud has concluded that the reso-
lution or moment of T is between 0.05 and 0.2 seconds.

The phenomenon that leads most directly to his postulate

is flicker fusion (18). If a subject 1is asked to count the
number of flashes of light and the light 1s flashing at a
frequency above a critical frequency called the flicker
fusion frequency, then the number of flashes that the
subject sees 1s conslistently lower than the actual number.
The flicker fusion frequency 1s usually somewhere between
20 and 70 cps., with 30 cps. being the mean. This type of
phenomenon has also been reported with sound and touch
inputs (20). If a noncontinuous information system is

hypothesized, then the phenomenon 1s easily explained.



Using Stroud's postulate as a starting point,
Augensteln wondered if the information processing technique
of humans might be analogous to the technique used by the
digital computer, for if Stroud had as evidence experiments
performed on a digital computer, he would have arrived
at an 1ldentical postulate. This is because the operations
of a computer are controlled by a discrete clock, called
the master clock. In the computer, 1f the master clock were
to die, or even become 111, computations and commands would
become hopelessly fouled up; in short, the computer could
not function.

After some preliminary experimentation, Augenstein
developed the following thesis (1): Information presented
to the human visual system 1s first coded into an internal
symbolism in an operation analogous to that performed by
the 1input black box of the basic information processing
system. It is then processed for meaning. This "processing
black box" operates in a manner similar to that of a
synchronous sequential system: 1t accepts an input or
makes a binary decision only at periodic* intervals.
Finally, the decision 1s relayed to the appropriate centers
for the execution of the decision (the output black box).

The following chapters discuss the experimentation
that led Augenstein to this thesis and also some experiments

which have been performed to test further its validity.

¥The terms "period" and "periodic" are used in the
intultive sense, not in the rigorous mathematical sense.



CHAPTER II

BACKGROUND EXPERIMENTATION

IT.10. A Statistical Model for the Functilon
Which Generates Response Times

Consider the simple visual task of deciding whether
some aspect of a visual pattern 1is or is not present. If
a naive attempt is made to predict the response time for
this task, it might be considered to be the sum of the
random varlables corresponding to the acquisition and
accomodation time, Ta(-), the time to input the pattern,
Ti(-), the time necessary to reach a decision ,Tg(-) and
the time for the output of the corresponding response,
TO('). The response time 1is, therefore, the random

function¥

Eqn II.10.10. T(s) = T, (s) + Ti(s) + T;(s) + T (s).

¥The notation used in this thesis follows the current
trend (6). A random variable in the implicit form will be
written T_(*). A random function in the implicit form will
be writtefl in the same way. A random function written in
the explicit form (i.e., as an equation) will have an argu-
ment supplied with all the component random variables [e.g.,
T(s)]. Throughout, the argument commonly used is s, a
single trial of an experiment. The notation for an implicit
density function will be of the form f («) or p The f
signifies a continuous funetion and the p signi?ies a dis-
crete function. The subscript is the random variable
(function) associated with the density function. An argu-
ment is supplied when the function is written explicitly.



Now assume that the subsystems of the visual system per-
forming the inputting and decision-making operations have
the property that they produce outputs sequentially and
that each operates in a synchronous fashion (i.e., has

a cycle time). Furthermore, assume that the lengths of
the cycle times for the two subsystems are different.
Thus, an output from the input subsystems occurs bti
seconds after the initial input of information, where b
1s an integer and t1 is the cycle time for input; an out-
put from the decision-making subsystem occurs atp seconds
after the initial input, where a 1s an integer and tp is
the processing cycle time. By allowing both variability
in the number of cycles required by each subsystem and a
slight variability in their cycle time, the total times

for the inputting and decision-making operations become

Eqn. II.10.11. Ti(s) = B(s)T, (s)
and
Eqn. II.10.12. T;(s) = A(s)T (s).

Finally, assume that the density function of the random
variables Ta(°) and T_(-) are Gaussian. Since the sum of
random variables with Gaussian densities 1s a random
function with Gaussian density, Ta(-) and To(‘) can be

combined into the random function



Eqn II1.10.13. Ts(s) = Ta(s) + To(s).

Combining Egns. II.10.10.--I1I.10.13.,

Eqn II.10.14. T(s) = Ts(s) + B(S)Ti(s) + A(s)Tp(s).

Note that the means of Ti(-) and Tp(-), which will be
designated by ti and tp respectively, are the values of
primary importance.

The following pages review experiments Augenstein
(1, 2, 3) developed to test the ability of T(-) to describe
the response times generated by humans performing simple
visual tasks.

II1.20. Criteria for a Good Experimental
Task Design

The model has several properties that were used to
design tasks to emphasize, if possible, the values of the
parameters tp and ti' The first of these can be seen in
an intuitive way by considering the following density

functions for each of the random variables of Eqn. II.10.14:

Eqn II.20.10. pp (1) =1, t, = Loo
S
= 0, otherwise;
Eqn II.20.11. pB(b) =1, b=0

= 0, otherwise;



Eqn II.20.12. pA(a) = .2, a=1,2,3,4,5
= 0, otherwise;
Eqn II.20.13. pp (t,) =1, t;, = 50
p

0, otherwise.

These density functions are simple enough that the

density function pT(-) can be constructed by inspection
(see Fig. II1.10). The important property to note 1s that
the value of tp can be determined directly from the
density function. It 1s the distance between the impulses.

Suppose that now, instead of Eqn II1.20.10.,%

Eqn II.20.14. fTs(tl) = N(tg, o).

With a little thought Figure II.20 can be shown to be the
general shape of fT('). Note that if the ratio of os/tp

is "small enough," the value of tp can agaln be determined
by visual inspection. It would, therefore, be advantageous
to have this ratio and, in any more general analysis, the
ratios oi/tp and op/tp as small as possible. In order to
optimize this possibllity experimentally, the following

criteria were established:

*This notation will be used for a Gaussian density
function of mean ts and standard deviation os.
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Cl. Either a single response or very simple responses
should be required.
C2. The tasks should be self-paced.

Assuming the model is correct, if the cycle time 1is
to be detected by measuring the distance between peaks,
then the task should require more than one cycle. On the
other hand, if the task requires complex memory references,
or the pattern to be acted upon contains unfamiliar
symbols or requires an unusual response, then the data may
contain elements not postulated by the model. Hence, the
following criteria:

C3. The patterns should consist of simple, familiar
symbols.

Clh. Each response should be formulated by making a
sequence of simple unequivocal decisions.

C5. Each response should require many such decisions.

The next criterion was:

C6. Ths displays should be shown in a random order.
This was adopted so that the subject could not anticipate
the exact composition of the display.

Stroud's prediction of the magnitude of the funda-
mental quantum (50-200msec) suggests a final criterion:
C7. The data and analysis should allow for the detec-

tion of values for tp and t, in the 25-300 msec range.

i
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II1.30. Some Designs for Experimental
Visual Tasks.

The tasks which Augensteiln designed using the above
criteria are outlined in Table II.1l. One task, SHN, is of
particular interest and will be described in detail.

A pattern (hereafter called a stimulus) for SHN
consisted of a 26 element sequence of letters and numbers.

An example of such a sequence is
DSVCYKGMHPSZ2WX5RU4K5M72Z38X

The stimulus variable of interest was the first position
from the left to contain a number (2 in this case). The
position (13 in this case) which contains this first
number will be called the target element.

All positions previous to the target element con-
tained a letter chosen at random from 23 equiprobable
letters (Q, O and I were not used because of their simi-
larity to numbers). The digit in the target element was
chosen at random from the equiprobable numbers 2 through
9. The positions following the target element contained
either a letter or number chosen at random from the 23
letters and 8 numbers, all equiprobable.

There were a total of 251 different sequences
typed on white cards. The target element occurred 25 times
in each of the positions 3, 8, 13, 18 and 23 of the

sequence. The target element occurred a total of six times
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TABLE II.l.--Summary of experimental types and designations
and descriptions of the tasks designed by Augenstein(1l).

Type Symbols

1. Scanning SV

SHE

SHN

SO

SA

2. Minimal scanning WSk

WS3
3. Muscular response MRS
MRT
4, All factors NN

minimized

Recognition of first letter
in a vertical 1list of mixed
numbers and letters--all
positions equiprobable.

Recognition of left-most
letter in a horizontal list
of mixed numbers and letters
--all positions equiprobable.

Same as SHE except all posi-
tions were not equlprobable.

Recognition of either 10 or
01 in a vertical column of
00 and 11 symbols--all
positions equiporbable.

Addition of vertical columns
of numbers.

Synthesis of a U-letter
English word from a scrambled
tetragram.

Synthesis of the 4-letter
English word from one of its
scrambled permutations.

Skeet shooting.

Typing random text.

Null response
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in each of thelremaining 21 positions. The cards were
shuffled at the beginning of each experimental run.

The lighting in the room where the task was per-
formed was described as being comfortable for reading.
To begin a trial, the subject was required to focus his
eyes on a fixation point on a Gerbrand Tachistoscope
screen. When the subject felt that he was ready to begin,
he depressed an easy action microswitch. This turned off
the light illuminating the spot and turned on the fluor-
escent light 1lluminating one of the stimulus cards from
the shuffled group of 251. All symbols fell to the right
of the fixation point as the subject viewed the stimulus.
A timer with an expressed accuracy of *3msec. was trig-
gered with the lights. The subject had been instructed
and trained beforehand on the method he was to use to
search for the target element. Specifically, when the
stimulus appeared the subject was to move his eyes from
the fixatlion point to the beginning of the sequence.
He was to scan the sequence from left to right until he
came to the target element. When the subject became
aware of the target element, he released the microswitch.
This stopped the timer and turned off the illumination
on the stimulus. The subject then i1dentified the number
in the target element. The experimenter recorded the
response time to the nearest ten msec., replaced the
stimulus with a new one, reset the timer and signaled the

subject that he could begin a new trial.
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The response times obtained for each subject were
assembled to give a histogram of the number of times a
given response time occurs. Note that a histogram can be
thought of as an unnormalized estimate of the density

function of the response times.

IT.40. The Model and Power Spectral
Analysis ’

II1.40.10. An Aside on Digital Power Spectral

Analysis of Real Periodic Signals in Ergodic Noise.--A

standard technique for detecting signals in noise, and
particularly periodic signals, 1s to calculate the power
spectral estimate of the available signal. This para-
graph will heuristically develop from basic principles

a commonly used method for calculating the power spectral
estimate (PSE).

To begin with, define X(+,+) = X to be a real orgodic
stochastic process.¥ A member of the ensemble of time
functions will be signified by X(-,¢) and a random variable
can be defined for any particular t by using the notation
X(t,*). Weiner (10) has shown that the following are a

Fourier transform pair:
Eqn II.40.10. R(T)=E{X(t,-),X(t+T,*)}=/"P(w)ed" dw

JwT

Eqn II.40.11. P(w) = == [oR(T)e™I"Tar

¥For definitions and discussion, see Reference 11,
pp. 323-332 and Reference 4, p. 11.



14

R(T) is called the autocorrelation of X(t,+-) and P(w) is

called the power spectrum. Since ergodicity has been

assumed, an equlvalent expression for the autocorrelation
is

Eqn II.40.15. R(T)=1lim % /T/2X(t ¢)X(t+T,¢)dt

Too T —r/2 s

Therefore, for the ergodic case, only one member and not
the entire ensemble 1s required in order to calculate R(T).
Several simplifications can be made in the calcula-
tion of the expressions for R(T) and P(w). First, assuming
that X(-,¢) is real, R(T) is real and P(w) can be written

in the form:

Eqn II.U0.20. P(w) = = /®R(T)cos wTdT
q 2T =0

R(T) and P(w) are even functions (because they are real),

Eqn II.40.22. R (T)=21 " /TX(t,4)X(t+7,4)dt for T20
and

1 >
Eqn II.40.23. Pl(w)= =4 Rl(T) cos wTdT for w=0.

Rl(T) is called the one-sided autocorrelation (AC) and

Pl(w) is called the one-sided power spectrum (PS).
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From the statistical point of view, the AC and PS are
important invariant properties of the stochastic process X.
From a communications point of view, they allow for the
design of systems which can take advantage of the frequency
properties of the noise in that system. There would be
little more to be said at this point if it were not that in
practical situations it is impossible to record X(-:,¢)
from t = = to t = +o, Instead, the signal 1s recorded
over the interval [0,T]. An autocorrelation expression

for finite signals is¥:

T-T
A _ 1 <m<
Eqn II.40.40. R (T) = 5=% fox(t,¢)x(t+T,¢)dt OSTEm<T
where Tmax is the greatest possible lag. There has been

much study concerning the comparison between finite and
true autocorrelation values for various types of signals.
For instance, the mean square error of ﬁl(T) increases
with increasing T and decreases with increasing T. The
expression for the finite power spectrum corresponding to
Rl(T) is

Eqn II.40.45. ﬁl(w) =

f;R

T)coswTdT ofwiw.

1=

1 ¢

Note that this 1is an estimate of the true power spectrum

and so 1t 1s called the power spectral estimate (PSE) of X.

¥Note that a change of variable, t' = % + t, allows

this expression to conform to the previous arguments
concerning evenness.
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The effect of ﬁl(T) on the power spectrum has been studied
extensively. Several modifications of ﬁl(T) have been
proposed as a result of these studies. A modification

which helps compensate both for the finite signal length

and the decreasing accuracy of ﬁl(T) with increasing T is

to multiply ﬁl(T) by a window function, D(T) before taking
its transform. A very common window function 1s the hamming

window, which is defined as

Eqn II.40.50. D(T) = 0.54 + 0.46 cos %% 0

IA
-3
IA
3

Another modification which 1s used specifically to correct
for error in Rl(T) due to large lag is to use a correlation
coefficient expression instead of the standafd autocorre-
lation (13):

Ry (T)=E'{X(*,0)}E"{X(*,6)}
Egn IT.40.60. RI(T)

12 0'"2
X X

c
where the prime superscript indicates that the value is
calculated over the interval te[o,T-T], and the double
prime superscript indicates that the value 1s calculated
over the interval te[T-T, T}. Note that -1 < R;(T) < 1.

If the time function is recorded digitally, then
digital autocorrelation and PSE expressions can be

defined which include the modifications of Eqn II.40.50

and II.40.60:
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XA XL IFK) AE]-
R, (KAT)=% XT(I+K) At J-X(1At) X[ (i+K) AL

/o (K) oy (K)

where 0SKSM, At 1is the time between samples, assuming

equispaced samples, N is the number of samples, AT is the

fundamental lag time, and m is the maximum lag count. Also,

N-K
: 1
Eqn. II.L40.71. X(1At)x[(i+K)At]-N:K;Tizox(iAt)X[1+K)At]
1 N-=K
Eqn II.40.72. X(188) = goigp  E . X(16%)
; N-=K
Eqn II.40.73. X[(I+K)At] = I X[(1+K)At]
2 1 N-=K N-K 2
Eqn II.40.74. o, (K)=g=gg7 T [X2(1at)]- 1 [ = X(iAt)]
' i=0 (N-K+1) 1=0
) 1 N-K 1 N-K
Eqn II.40.75. ciﬂéx)=ﬁ:K¢T iEOX[(i+K)AtJ-Tﬁ:K;TTT 1Eo[(i+K)At]
and
ﬁ(pfo) 1 M
Eqn II.40.80. P _(pf )=—p —=5 L D(KAT)R; (KAT)cosKATPf
max max K=0
where fo = 55 s Pmax is the maximum P(pfo) values (this

means that Po(pfo) < 1) and

Eqn II.50.81.

D(KAT) = 0.54 + 0.46 cos KATT/m.

Y
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Note that this PSE has an additional source of error.
Because of alilasing, the frequencies above E%E are not
included in the PS. If there 1is significant power at a

frequency higher than this, 1t is not detected.

II.40.20. The Reason for Using Power Spectral

Analysis onvthe Histograms.--The density functions which
were plotted in Figures II.10 and II.20 are periodic
with period equal to the value of tp on the interval
where the density functions are non-zero. It was ex-
pected that the histograms would also be periodic, but
that the periodicityVW6uld be difficult to detect visu-
ally because of the noise caused by the small number of
data polnts. Since the power spectral technique has
been used successfully to detect periodic sighals in
noise, Augenstein felt that it would be a useful analytical
technique for detecting the values of tp and t, in his

i
histograms.

I1.50. The Analytical Methods, Results,
and Conclusions.

I1.50.10. Power Spectral Analysis.--A computer

program was written to calculate Eqns. II.50.70 and II.50.80
from the histograms. Figures II.40 and II.50 are PSE's

from two subjects under two different experimental condi-
tions. Twenty-one PSE's, including these two, from six
subjects under six experimental conditions were averaged

and normalized to give the PSE of Figure II.70. The peaks
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in the spectrum which are larger than background have been
labeled with the period corresponding to the frequency at
which the peak occurred.

Augenstein interpreted this PSE with the aid of a
computer program which generated data according to the
following density functions for the random variables that

made up T(-):

Eqn II.50.10. = N(400,0s)

P
S

Eqn II.50.11. pB(b) = 0, for all b

Eqn II.50.12. pp (t3) = N(tp, op)

P
An attempt was made to match PSE's calculated from
data generated by varying os, tp, op and pA(a). Augen-

stein found that by using the density functions

Eqn II.50.20. P (tl) = N(400,13)
s
Eqn II.50.21 pp (t3) = N(33,0)
b
Eqn II.50.22. pB(b) = 0, for all b
Eqn II.50.23. pA(a) = see Figure II.30.

he could generate data which resulted in the PSE's shown in
Figure II.7l1. Figure II.60 is the renormalized average of

these PSE's. Augenstein noted the resemblance of this plot
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experimnental conditions,
From (1).
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to Figure II.70. Based on this correspondence and on the
general shape of the individual experimental PSE's he
concluded that (1)
1. there was "strong evidence of‘a 100 msec.
periodicity in most of our subjects";
2. "the fundamental 33 msec. periods probably occur
in groups of three";
3. '"the 33 msec. value is probably for both t, and

i

t .n
p

It is important to recognize that the statistical

model is in the form

Egqn II.50.30 T(s) = TS(s) + A(s)TP(s).

The interpretation of this egn. resulted in the

thesis stated in Chapter I.

II.50.20. Average time per symbol.--Recall that in

the SHN experiment the stimull had many more target elements
in the 3rd, 8th, 13th, 18th and 23rd positions than in the
other positions. For each subject Augensteiln collected the
appropriate response times and constructed a histogram for
each of these five positions. One such set of histograms

is Figure II.80. The dotted line in the figure connects

the approximate average response time for each of the
positions. Using these averages, average times per symbol

of 61-72 msec. were obtained for the three subjects studied.
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CHAPTER III

DISCUSSION: PART I

III.10. Criticisms of the SHN Experimental
Procedure

A critical review of the experimental method and
procedures used in SHN suggests two sources of data
artifacts.

To understand the first source of error, note that
when a continuous function is recorded at discrete inter-
vals (either by sampling or by quantiéing the data) it
is possible that the values of power density at frequen-
cles above fc = 1/2At cps. will not be correct. The
analytical procedure that Augenstein used sidestepped this
issue by not calculating the power density in the fre-
quenclies above fc. However, the true density function
could contailn significant power at these frequencies. The
source of the second potential error was the fluorescent
lighting used in the Gerbrand Tachistoscope. Due to their
60 cps. flicker, fluorescent tubes have been observed to
cause a stroboscoplic effect. Therefore, there was the
possibility that this flicker was introducing a periodic

artifact into the response times.

26
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I1T1.20. Criticisms of the Foregoing Model

Recall that Augenstein concluded that a sufficient

statistical model for his data was

Eqn III.20.10. T(s) = Ts(s) + A(s)Tp(s).

Thls equations says that a response time 1s the sum of an
acquisition and accomodation time plus an integral number
of fundamental quanta. "Within each fundamental quantum
elther data are input or one binary decision can be made"
(1). Note, however, that the equation requires that the
quantum remain constant for the duration of the perform-
ance of the task. Such a requirement is not necessary
and indeed is not consistent if it is assumed that (1) the
variability in the cycle time 1s due to random fluctuations
in the neural pathways and (2) the variability is rela-
tively independent of the nature of the information being
processed. Therefore, the following model 1s proposed
to more completely describe the random function associated
with the generation of response times of simple visual
tasks:

A(s)
Egqn III.20.20. T(s) = Ts(s) + I Tp (s)

i=1 i
This expression says that a response time 1s the sum of
the tlimes necessary to input the stimulus and make the

response Ts(s) plus an integral number of processing cyles
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Tpi(s), with the possibility of each individual cycle having
a slightly different length. If the same stimulus is
presented again under exactly the same conditions, the

time Ts(s), the number of cycles required for processing

A(s), and, of course, the length of the cycles will be

different. Hence the random nature of the expression.



CHAPTER IV

EXPERIMENTATION

IV.10. Introduction

Augenstein's experiments and the criticisms made
of them inspired the series of three experiments reported
in this chapter and the next. The first series, named
B-1, was designed to eliminate from the experimental
procedure the lighting and data accuracy as sources of
error. The PSE's that were calculated from the data of
this experiment were not at all similar to the PSE's
calculated in SHN. A review of the differences in the
experimental procedures that were previously considered
unimportant lead to the design of the second series of
experiments, B-2. The third series, B-3, investigated

the problem of PSE interpretation.

IV.20. Experiment B-1

IV.20.10. Experimental design and procedure.--

This experiment was designed to duplicate experiment SHN
in principle, while at the same time the procedure was
modified to increase the resolution of the data and the
amount of data that could be collected. In addition,

incandescent rather than fluorescent lights were used.

29
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The Stimuli. The stimulus format was the same as in

SHN. However, Instead of typing the sequences on cards and
presenting them to the subject using a tachistoscope, the
cards were photographed and made into 2"x2" glass slides.
The total number of stimuli was increased from 251 to 1235,
with 100 target elements in each of the 3rd, 8th, 13th,
18th and 23rd positions and 35 target elements in each of

the other positions.

The Experimental Equipment and the Task. The experi-

ment was automated through the use of a Kodak Carousel
Slide Projector (Model 500R) with a shutter arrangement,
solid state control circuitry, a digital clock and a paper
tape punch output. A description of a trial of the exper-
iment will serve to introduce the task as well as the
relationship of the equipment to the task.

The subject was seated in a secretarial chair behind
a low table (36"). His head was positioned on a headrest
and his right index finger was used to operate a micro-
switch taped to the table top. A 60 watt incandescent
lamp was placed behind the subject to give indirect illum-
ination of the screen. When the subject felt that he was
ready to begin a trial he would focus on a 2"x2" "Everglo"
night lamp placed about seven degrees of visual angle to
the left of the point where the left most element of the
sequence was to be flashed. It should be noted that

special care was taken in the construction of the slides
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and the selection of a projector to insure that the first
position would fall at approximately the same point on the
screen trial after trial (there was less than a 0.5 degree
of visuai angle variation measured during a test run). The
logic system was brought into play when the subject
depressed the microswitch and held it down. Within the
next millisecond the timer was triggered and the Synchrohome
shutter pulsed to reveal a sequence to the subject. The
subject was instructed to move his eyes to the beginning

of the sequence when he became aware of the display and to
scan 1t from left to right for the first number. Scanning
was necessary because only five to six elements were sub-
tended by the fovea at any one time. Upon recognition of
the target element, the subjJect was instructed to release
the switch and enunciate the digit. The release of the
switch turned off the timer and pulsed the shutter. At the
same time the switch was deactivated until the housekeeping
duties of the logic system were completed (about 3 sec.).
These housekeeping duties consisted of punching the time

on paper tape, clearing the timer and changing the slide.

The Experimental Procedure. Four subjects, all

college students¥*, were used in this experiment: The

subjects performed at a rate of one 80 slide tray every

¥Subject DJ was the only female.
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5 minutes. About 2 minutes were required to change trays
and tend to the paper tape. The subject rested during this
time. Each was given a practice session of between U400 and
500 trials to learn the correct procedure. Each subject
was required to complete 5600 trials during a series of
experimental sessions lasting one and one-half hours each.
At the conclusion of the experiment the data on the
paper tapes were transferred to magnetic tapes and edited

for errors, such as faulty punching and mistrilals.

IV.20.20. Power spectral analysis.--The edited data

from each subject were arranged in histograms having 1
msec. intervals. Histograms with 3, 5, 7 and 10 msec.
intervals were compiled from the 1 msec. histograms by
using a lumping technique. For instance, the first entry
in the 10 msec. intervals histogram 1s obtained by adding
the values of the 1 msec. interval histogram between 0 and
9 msec. The 10 msec. interval histograms are shown in
Figure IV.20.

Each of the histograms was examined and the portion
T[a,b] with no long strips of zeroes was chosen for power
spectral analysis. PSE's were calculated as in SHN for
several values* of m and m'. Some of the most interesting

PSE's are shown in Figure IV.30. The major characteristic

¥The parameters m=m' were set equal to .5., .3 and
.25 of the total number of points in the interval [a,b].
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Flgure IV.30. Examples of power spectral esti-
mates and their autocorrelations calculated from histo-
grams of Experiment B-1l. The autocorrelation 1s the
upper or leftmost of the two graphs that make up
each subfigure. The abscissa for the aytocorrelation
is the lag number k. The ordinate is (kaT). See
Egqn * I1.40.70. Conversion to time lag AT can be made
using AT = KAt. The absclissa for the power spectrum
is p, which 1is related to frequency by f = p/2maAt.
The ordinate is P (p). See Eqn II.40.80. T[a,b]
denotes the histogram interval analyzed, At 1s the
histogram interval size, m* = m-At/(b-a-1),
m'¥ = m*.At/(b-a-1), and s¥* is the average number of
responses/interval in the histogram over T[a,b].
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of all of these, and indeed all the PSE's, is their lack
of feature. They are unlike most of the PSE's obtained
by Augenstein. Figure II.50, a PSE from SHN, is one of

those that was somewhat similar.

IV.20.30. The average time per symbol.--The response

times corresponding to the situation where the target
element was 1n the 3rd position of the sequence were
edited from each subject's data and 10 msec. interval hist-
ograms of these response times were constructed. The same
prodecure was used for the 8th, 13th, 18th and 23rd
positions,** two of these sets of histograms are shown in
Figures IV.40 and IV.50. The average response time per
symbol was obtained by plotting the average response time
for each of the five positions and calculating the slope
of the straight line of approximate mean square best fit.
Only one subject, DJ, with an average response time per
symbol of 68 msec., had a nonzero value. The other three
subjects were taking as much time to process a seqguence
with a target element in the third position as 1t took
them to process a sequence with a target element in the

23rd position.

¥¥Recall that these positions had three times the
number of target elements in them as in the other positions.
Therefore, there were a significant number of data points
corresponding to each of these positions.
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IV.20.40. A history of response times for selected

positions.--While pondering the reasons for the discrep-
ancles between the results of SHN and the results of this
experiment, 1t was noticed that subject DJ's data seemed
to fall into two classes: the data collected during the
first part of the experiment were a function of positilon,
the data collected during the last part were not. The
data from the other subjects did not have this property.
To construct the graphs in Figure IV.60 the data were
arranged by position and in the correct chronological
order of their generation. The data were then grouped
into sets of 25 and the averages of these sets were cal-
culated. Figure IV.60.1 indicates that DJ began the
experiment by using the anticipated scanning procedure:
she appears to have scanned the sequence from left to
right at a constant rate. However, as the experiment
progressed something began to happen to DJ's processing
technique. This change 1s illustrated by Table IV.1,
where the average time per symbol drops from 122 msec.
at the beginning of the experiment to 0 near the end.
Accompanying the decrease in average time per symbol,
there 1s an increase 1n the average time necessary to
process the sequences with target elements in the first
eight or so positions. The net result 1s that by the end
of the experiment, DJ appears to have used the same

processing technique that the other subjects used.
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TABLE IV.l.--Average time per
symbol during the course of
experiment B-1l: Subject DJ.

Set of Average time
data points per symbol
averaged* (msec.)

1-75 122
76-175 98
176-275 82
276-350 61
351-425 0
remaining 0

¥For instance, 1-75 signifies that the first 75
data points (chronologically ordered) from each position
were used.

IV.30. Experiment B-2

IV.30.10. Experimental design and procedure.--With

very few exceptions, the power spectral estimates of
Exp. B-1] did not have the expected "bumpy" form. Augen-
steln suggested that this discouraging lack of bumpiness
might have been due to an experimental variable that was
not identified at the conception of Exp. B-1, the amount
of time between trials.

It 1s known that a periodically varying electrical
potential, called the alpha rhythm, can be recorded from
the scalp (most strongly above the occipital lobes of the
brain) of most persons who are awake but whose mind is in

a resting state. Furthermore, if this resting state is
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disturbed, say by presenting something interesting into
the visual field, the alpha rhythm disappears. In the
experimental procedure of SHN there was an unintentional
30 second interval between trials. Concelvably, boredom
with the whole procedure could have imposed an alpha
rhythm during these intervals. On the other hand, in
B-2 there was only a very brief (the subjects averaged
four seconds per slide) interval between trials. Hence,
the probability of an alpha rhythm being present during
this interval 1s much smaller than during a 30 second
interval. Could it be that the same phenomenon which
generates the alpha rhythm is also responsible for the
periodic nature of the histograms? Thils was pure specu-
lation, but it did indicate a previously unforeseen dif-
ference between the two experimental procedures: the
time between trials.

The experiments developed to test this difference
were straightforward. In an experiment called B-2F, each
of five subjects* was given 1120 trials with a minimal
time between trials; this procedure duplicated that of
B-1. Then, in an experiment designated B-2S, each of the

subjects was given 1120 trials with a mandatory 30 second

¥Subjects TJ, MV and DF were American. JT was from
the Far East and IK from the Middle East. All the subjects
were males., DF was very 1mpatient and his data contained
many errors. He had a reputation for being very intel-
ligent. JT did not speak English as well as IK.
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rest perlod between trials; this procedure was an attempt

to duplicate the procedure of SHN.

IV.30.20. Power spectral analysis.--The analytical

procedure for B-2F and B-2S was identical to that of B-1.
To enumerate the steps:

1. The raw data were edited.

2. Histograms of one millisecond intervals were
formed (10 histograms altogether, five from
B-2F and five from B-23).

3. Histograms with three, five, seven and ten
millisecond interval histograms (there were a
total of five histograms per subject per exper-
iment). Examples of the 10 msec. interval
histograms are shown in Figure IV.70.

4. Sections, T[a,b] of each of the histograms
except those with one millisecond intervals
were chosen.

5. Parameter values of m'*¥ = m¥ = m/NAt = .50,

.33 and .25 were chosen and PSE's calculated
using Eqns. II.40.70 and II.40.80.
Figures IV.80 and IV.90 contain examples of the
PSE's of Exp. B-2F and B-2S respectively. After an inspec-
tion of these and the other PSE's it has been concluded
that the only visible qualitative difference between the

PSE's of the two experiments 1s that the PSE's calculated
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Figure IV.80. Examples of power spectral estimates
and their autocorrelations calculated from histograms of
Experiment B-2F. The autocorrelation is the upper or
leftmost of the two graphs that make up each subfigure.
The abscissa for_ the autocorrelation is the lag number k.
The ordinate is R(kAT). See Egqn II.40.70. Conversion to
time lag AT can be made using AT - KAt. The abscissa for
the power spectrum is p, which 1s related to frequency
by £ = p/2mAt. The ordinate 1s P,(p). See Eqn II.40.80.
T[a,b] denotes the histogram interval analyzed, At is the
histogram interval size, m¥ = m.at/(b-a-1), m'¥ = m'.
At/(b-a-1), and s* is the average number of responses/
interval in the histogram over T[a,b].
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Figure IV.90. Examples of power spectial estimates
and their autocorrelations calculated from the histograms
of Experiment B-2S. The autocorrelation 1s the upper or
leftmost of the two graphs that make up each subfigure.
The absclissa for the autocorrelation is the lag number k.
The ordinate is R(kAT). See Eqn II.40.70. Conversion
to time lag AT can be made using AT - KAt. The abscissa
for the power spectrum is p, which is related to fre-
quency by £ = p/2mat. The ordinate is P _(p). See Egn
II1.40.80. T[a,b] denotes the histogram ®°interval ana-
lyzed, At is the histogram interval size, m* - m-At/(b-a-1),
m'#¥ = mt.At/(b-a-1), and s*¥ is the average number of re-
sponses/interval in the histogram over T[a,b].
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from the histograms of B-2F with 10 msec. intervals tend
to be slightly less bumpy than their counterparts in B-2S.
Note that the PSE's of B-2F are, for the most part, not
simllar to those of Exp. B-1l. However, the PSE's of the
histograms with 10 msec. intervals from both B-2F and
B-2S are similar to the PSE's obtained by Augenstein.

The qualitative interpretations of the PSE's of
B-2S and B-2F (also B-1l and SHN) will be made in the
next chapter. Whatever interpretative method is used, it
will have to in some way contend with the following:

1. For a glven subject, as the value of At increases,
the bumpiness of the PSE's decreases (e.g.,
Figures IV.90.1, IV.90.3-IV.90.5).

2. As the value of m' decreases there can be a
change in the relative magnitudes of the peaks
of PSE's, all other parameter values being equal
(for instance, see Figures IV.90.11 and IV.90.12).

3. For a given subject, the frequencies of the
largest peaks of the PSE's from the histograms
of one interval size usually do not correspond
to the frequencies of the largest peaks of the

PSE's from another interval size.

IV.30.30. The average time per symbol.--Using the

Same procedure that was used in Exp. B-1, 10 msec. interval
histograms were constructed of the response times corres-

Ponding to target elements falling in each of the positions
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3, 8, 13, 18 and 23. Typical sets of histograms of a
subject for both B-2F and B-2S are shown in Figure IV.100.
Note in both sets the 1ncrease in both average response
time and dispersion of the data with increasing position.*
However, the dispersion of the B-2F set 1is greater position
by position than the dispersion of the B-2S set. This
indicates that if the model T(*) does hold true, the

values of the parameters Og and op of the density functions
are different (however, the difference 1s not great enough
to noticeably affect the shape of the PSE's).

The relationship between the position and the average
response time of that position was approximately linear for
most subjects and for both B-2S and B-2F. The slope of the
line which 1s the approximate mean square best fit of the
average response time vs. position data is the average time
per symbol. These values are recorded in Table IV.10 for

each subject and for both experimental conditions.

TABLE IV.10.--The average time per symbol, Experiment B-2.

Value (msec.)

Subject
Exp. B-2F Exp. B-2S
TJ Ly 53
MV 6L 57
JT -large- 233
IK 67 67
DF 22 13

¥This is also a property of the statistical model T(-).



Figure IV.100. Histograms of response times for
selected positions: Subject TJ.
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There are no appreciable differences in the values
of the two experiments for each subject. Furthermore, the
values are 1in the general range of those reported by
Augenstein for SHN.

Two of the subjects have average times per symbol that
are not in the general range Augenstain reported. However,
in both cases there is a logical explanation for this
discrepancy. Subject JT was an Oriental and was not
accustomed to scanning from left to right. It would be
expected, therefore, that his average time per symbol is
greater. Subject DF had a large number of errors (saying
the wrong number). He seemed to be more interested in
maintaining a fast, constant time than in accuracy or

obeying the rules of the experiment. (See Figure IV.110.)

IV.30.40. A history of response times for selected

positions.--The graphs in Figure IV.120 were obtained using
the same procedure which was used to obtain the graphs of
Figure IV.60. Note that there are no significant common
differences between histories of each subject obtained from
B-2F and the histories obtained from B-2S. Also, in no
case does the subject require, during the course of the
experiment, as much time to notice the target element when
it 1s in the third position as he does to notice the target

element when it 1s in the 23rd position.



Figure IV.110. Histograms of response times for
selected positions: Subject DF.
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Figure IV.120.--Histories of response times
for selected positions: Experiment B-2. The data
are lumped into groups of twenty-five.
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CHAPTER V

EXPERIMENT B-3

V.10 Introduction

The analytical procedure used in the previous
experiments consisted of constructing histograms appoxi-
mating unknown density functions and calculating power
spectral estimates (PSE's) from these histograms. Recall
that the power spectrum transformation was chosen because
inductive reasoning suggested that the value of the
parameter tp of the density function fT(°) would corres-
pond to the frequency in the power spectrum with the
greatest power density. There is, however, no prcof that
this 1s the case for PSE's. The purpose of thils exper-
iment, therefore, was to attempt to establish definite
properties to be used to interpret the PSE's obtained in
experiments SHN, B-1 and B-2. More specifically, the
purpose of Experiment B-3 was to determine properties
assoclated wifh the shape and frequency of maximum power
density by which the following questions concerning an

arbitrary experimental PSE can be answered:

Ql. Is the power spect<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>