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ABSTRACT

JOSEPHSON JUNCTIONS USING A STRONG FERROMAGNETIC
INTERLAYER AND SPIN TRIPLET SUPERCONDUCTIVITY

By
Mazin Alaya Khasawneh

Superconductivity and ferromagnetism are two competing phenomena: a supercon-
ductor expels a magnetic field, which in turn tries to weaken the superconductivity.
However, the coexistence of conventional spin singlet (two electrons of opposite spin)
superconductivity, and ferromagnetism (electron spins are aligned parallel) may be
achieved by fabricating superconductor/ferromagnet (S/F) hybrid structures. The in-
terplay between conventional superconductivity and magnetism in S/F systems leads
to a fast decay of the order parameter in the F-layer as the two electrons from the
spin-singlet Cooper pair enter different spin bands and rapidly lose phase coherence.
It has been predicted that spin triplet pair correlations can be created near the S/F
interface in the presence of certain kinds of magnetic inhomogeneity. If the spin triplet
correlations are present at the SF interface, then the spin triplet proximity effect per-
sists over much longer distances in the ferromagnet. These correlations exhibit a new
type of symmetry: they are odd in frequency or time. The essence of this project was
a systematic approach to observe these correlations in Co-based Josephson junctions.
Since our early data didn’t show any sign of long-range spin triplet correlations, we
decided to split the observation process into two stages: generation and propagation.
Generation of spin triplet correlations at the SF interface is provided by a thin layer
of Cug 48Nig 52 alloy placed next to the Nb electrodes. For the propagation, we used a
Synthetic Antiferromagnet, SAF configuration consisting of Co(x)/Ru(0.6 nm)/Co(x)
as thick as 2x = 39 nm. We observed a large enhancement in the supercurrent com-
pared to junctions without the CuNi alloy. These experimental observations provide

strong evidence for the long triplet nature of these correlations.
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Chapter 1

Preface

This chapter presents a road map to the thesis so that the reader can have some
basic idea(s) about what this project is about. It gives some key aspects of both
superconductivity and ferromagnetism, and their interplay as well as the motivation

behind this study.

1.1 Brief introduction

Superconductivity and ferromagnetism are two antagonistic phenomena as they have
competing order parameters. The exchange interaction in ferromagnets results in
aligning the spins of the electrons in one direction, while conventional superconduc-
tivity prefers a spin-antiparallel alignment (Spin-singlet) through the formation of
Cooper pairs. The coexistence of superconductivity and ferromagnetism in bulk ma-
terials is very unlikely, but the interplay between them in artificially layered structures
leads to a very rich and interesting physics through the proximity effect. Supercon-
ductivity (S) and ferromagnetism (F) can interact and influence each other in the
vicinity of the interface. This is called the proximity effect, where Cooper pairs may

leak from the S-side to the F(N)-side of the SF(N) structure. In the case of SN

1



structures, the pair correlations decay in the normal metal over the length scale £
known as the normal metal coherence length, which could be as large as 1 g m. If
the normal metal is replaced by a ferromagnet, then it is a different story. Since the
two electrons making the Cooper pair enter two different spin bands, they acquire a
center of mass momentum, and as a result the order parameter oscillates and decays
exponentially over the length scale £ known as the ferromagnetic metal coherence
length that depends on the exchange energy of the ferromagnet. g could be a few
nm if a weak ferromagnet is used, but it is very small (~ 1nm) if a strong ferromagnet

is used.

1.2 Motivation

A few years ago, it was predicted that the proximity effect in a ferromagnet can
survive over much longer distances, of order the normal metal coherence length &y,
if the superconducting order parameter has triplet (S=1) symmetry rather than the
traditional BCS singlet (S=0). This is because the two electrons enter the same spin
band when they leak into the ferromagnet. What is remarkable is that spin-triplet
pairs can appear even if we use a conventional spin-singlet superconductor (s-wave)
with the total spin S = 1. But there is a pre-condition, which is, there should be some
sort of magnetic inhomogeneity at the SF interface. This new type of symmetry is
known as Long Range Triplet Correlation (LRTC). Our approach to observe this new
type of symmetry was to fabricate SF'S Josephson junctions with the thickness of the
ferromagnetic layer (dg) systematically increased. Then we measure the Josephson
critical current I, and plot it vs. dp. At small thicknesses I, oscillates and decays
rapidly over the short length scale {fjnglet. At large values of d and in the presence
of magnetic inhomogeneity, the LRTC takes over and Ic decays over a much longer

length scale £1 P x €.



1.3 Thesis structure

The thesis is organized as follows: In chapter 2, I give an introduction to the main
aspects of superconductivity and ferromagnetism. In chapter 3, I discuss the theory of
the Josephson effect. That includes Feynman’s derivation of the Josephson equations,
their I-V characteristics and their response to the applied magnetic field. In chapter
4, I discuss the Josephson junctions with a ferromagnetic interlayer. The proximity
effect in SN and SF hybrid systems is discussed. Also a complete description of the
LRTC, and the mechanisms to generate and observe it are presented. In chapter 5, I
discuss the details of the sample fabrication process. In chapter 6, I present what I
call the short-range correlation data. First the data of single Co layer Josephson junc-
tions are presented. The distorted diffraction patterns led us to the use of synthetic
antiferromagnets (SAF). The data for SAF with Ru and Cu are presented. Finally
the theory of SFFS Josephson junctions is explained and possible explanation for the
absence of LRTC is given. In chapter 7, I present the most important finding in
this thesis, the observation of spin-triplet superconducting correlations in Co-based
Josephson junctions of the form SF’ [SAF]F’S, with SAF being Co/Ru/Co, and F is
the weak ferromagnetic alloy CuNi. Data for Co-platelets, and CuPt as the F layers
are also presented. Possible mechanisms for the generation of the spin-triplet corre-
lations are presented as well. Finally in chapter 8, a conclusion and future directions

are discussed.



Chapter 2

Introduction and preliminaries

In this chapter I will briefly explain both phenomena. I should say that it is not the
aim of this chapter to explain all aspects of superconductivity and ferromagnetism,
rather giving a brief but sufficient taste of the key aspects of both phenomena relevant
to our study. For a detailed description of superconductivity, the reader is directed
to some of the many excellent text books written about superconductivity (1, 2], and

ferromagnetism [3, 4].

2.1 Superconductivity

A new chapter in low temperature physics was opened on July, 10, 1908. On that day,
and for the first time ever, the Dutch physicist Heike Kamerlingh Onnes succeeded in
liquefying helium. Three years later, in 1911, he found that the resistivity of mercury
Hg, suddenly dropped to zero at 4.2 K [5], as shown in Figure 2.1. Kamerlingh
Onnes nicknamed this zero resistance behavior, Superconductivity. For this discov-
ery, and the liquefication of helium, Onnes won the 1913 Nobel prize in physics. At
the early stages of superconductivity, most superconductors were elemental metals

like mercury, lead, and bismuth. They become superconductors at very low tem-
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peratures. A material becomes superconducting below a characteristic temperature
known as the superconducting transition temperature, T.. Over time, various al-
loys were found to superconduct at somewhat higher temperatures, but the highest
temperature remained at a plateau of about 23 K. Thus liquid helium was the only
convenient coolant that could be used with these superconductors. The year 1986
was a revolution in superconductivity. In that year, (West) German physicist Georg
Bednorz and Swiss physicist Alex Miieller, working at IBM in Zurich Switzerland,
were experimenting with a particular class of metal oxide ceramics called perovskites.
They surveyed hundreds of different oxide compounds. Working with ceramics of
lanthanum, barium, copper, and oxygen they found indications of superconductivity
at 35 K, a startling 12 K above the old record for a superconductor [6]. In Febru-
ary of 1987, a perovskite ceramic material was found to superconduct at 90 K. Alex
Miieller, and Georg Bednorz, won the Nobel Prize in Physics in 1987 for their discov-
ery of high-temperature superconductivity in a new class of materials. This discovery
was very significant because now it became possible to use liquid nitrogen (77K) as
a coolant. Because these materials superconduct at significantly higher temperatures
they are referred to as High Temperature Superconductors. The following table shows

the critical temperatures, Tc of various superconductors.

Material Te (K)
Zinc metal 0.88
Aluminum metal 1.19
Tin metal 3.72

Mercury metal 4.72

Niobium metal 9.2
YBasCugO7 | ceramic 90
TiBaCaCuO | ceramic | 125

Table 2.1: Critical temperatures, Tc of various superconductors.

Another hallmark property of superconductors besides the zero electrical resis-

tance is the Meissner effect (or should be Meissner-Oschenfeld) [7]. When the su-
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perconducting material is cooled down below its transition temperature, T¢ in the
presence of a magnetic field, the field is completely expelled from the bulk of the
superconductor. The superconductor will not allow a magnetic field to penetrate its
interior. The magnetic field is screened from the interior of the superconductor by
currents flowing along the surface, which means that the magnetic field is only al-
lowed to enter the superconductor up to a characteristic length known as the London

penetration depth, Af, (section 2.3).

Since the discovery of superconductivity, many great theoretical physicists have
devoted the time and effort to understand its nature. The frustration they encoun-
tered was so remarkable to the extent that Felix Bloch is said to have invented (not
published) a theorem that a theory of superconductivity is impossible. But it took
almost half a century to reach a microscopic theory that can explain this remark-
able behavior. This theory was proposed by John Bardeen, Leon Cooper, and John
Schrieffer (BCS) in 1957. In their theory they showed that the zero resistant be-
havior came as a result of condensation of coupled electrons into Cooper pairs. The
coupling is provided by the lattice vibrations known as phonons. This correlated
electron motion (the system functions as a single entity) extends over thousands of
atomic lattice spacing. For their theory of superconductivity which became known as
"BCS theory”, Bardeen, Cooper, and Schrieffer won the 1972 Nobel Prize in physics

(we will revisit the BCS theory in more detail in section 2.4).

2.2 Normal state vs. Superconducting state

In this section I will talk about the origin of the electrical resistivity in normal metals

and contrast it with the zero electrical resistance in superconductors.
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2.2.1 The normal state behavior

A metal in the normal state can be thought of a regular lattice of positive ions with
non-interacting conduction electrons filling the space between the ions. When travel-
ing through a perfect crystal lattice, electrons suffer no scattering. But since metals
have some imperfections like missing atoms, and interstitial atoms, then electrons
suffer frequent collisions with these imperfections and get scattered. Another source
of electron scattering comes from the thermal vibrations of the lattice (phonons). The
thermal motion of the lattice increases with temperature. Between collisions, elec-
trons move freely for a mean free time, 7, over the characteristic length, l¢, called the
electron mean free path, which is the average distance an electron moves (le = vs7),
where vy is the fermi velocity. According to the Drude model, the resistivity is given

by:
mug
= —5— 2.1
Equation (2.1) shows that electrical resistivity of metals is inversely proportional to

the electron mean free path.

2.2.2 Early picture of the superconducting state behavior

As we said earlier, superconductivity is characterized by the disappearance of elec-
trical resistance when the material is cooled below T, so how to understand this
puzzling behavior? An important advance in the understanding of superconductivity
occurred in 1934, when C. J. Gorter and H. B. G. Casimir (8] proposed a two fluid
model to account for this new behavior. This model assumes that the electron liquid
in a superconductor can be separated into two liquids: normal fluid (free electrons) of
density ny,, and superfluid electrons of density ng. The normal component is identical
to that of the electron system in a normal metal, and the superfluid component is

primarily responsible for the remarkable properties of superconductors. The fraction
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ns/nn, grows steadily from zero at T¢ to unity at T = 0, where all of the electrons are
in the superfluid condensate. The temperature dependent densities of the normal and
superconducting electrons, ny,, and ng add up to the total density of the conduction
electrons,

no(T)+ns(T)=n (2.2)

The super current and the normal current flow in parallel, but the supercurrent carries
the entire current and short circuits current arising from the flow of normal electrons,

causing the measured resistance to vanish.

2.3 London Theory

In 1935, the London brothers, Fritz and Heinz, proposed a simple theory to explain the
Meissner effect (discovered two years earlier). They treat the electrons as accelerating
under the influence of an electric field [9]. They derived two equations, now known

as the London equations. The first one reads:

B_ 3(235) (2.3)
and the second one reads:
H=-AV x 1) (2.4)
where
A= n:’; (2.5)

with m and e denoting the electronic mass and charge, respectively. ng is the number
density of superconducting electrons, and J. is the current density carried by the
superelectrons. The first equation predicts the perfect conductivity and the second

predicts the existence of the Meissner state. If we consider a uniform magnetic field
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applied parallel to the surface of the superconductor, then the field at distance x

inside the superconductor is given by:
-z
H = Hyexp(—) (2.6)
AL

where Hy is the magnetic field at the surface of the superconductor. The magnetic
field decays exponentially to zero inside the superconductor over the length scale Ay,
known as the London penetration depth, which is a measure of the extent of the

penetration of the magnetic field inside the superconductor and is given by:

m
l‘O"fs62

AL = (2.7)

2.4 BCS theory of superconductivity

The first microscopic theory superconductivity was formulated in 1957 by John Bardeen,
Leon Cooper, and Robert Schrieffer [10] based on the idea of pairing of electrons
(Cooper pairs) due to an attractive potential. The nature of this interaction is as
follows. An electron moving in a metal distorts the lattice by means of electric forces.
The distortion of the lattice caused in this way affects the state of the other incoming
electron, since the latter now finds itself in a positively charged region with somewhat
altered structure. This results in an effective attractive force between the electrons.

The BCS ground state of a Cooper pair is given by:
Upes = [[(wk + vial 1al, |)Id0) (2.8)
k

where aL 1 and a}; | are the electron creation operators which operate on the vacuum
state (state of no electrons) |@p). The product a;rc Ta}; | Creates a Cooper pair which

consists of two electrons with opposite spins and opposite wave vectors. At low tem-
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peratures, in many materials, this inter-electron attraction overcomes the Coulomb
repulsion between the electrons. In the BCS ground state, the electron system is
treated as a single bound unit (not individual electrons), and a finite amount of en-
ergy must be spent in order to excite it. The excited state of the system is separated
from the ground state by an energy gap, A. At T=0, all the Cooper pairs are in the

ground state with energy gap given by:
A(0) = 1.76kgT, (2.9)

The temperature-dependent energy gap, A(T') near the critical temperature is given

by:
A(T) T
O 1.74,/1 - (Tc) (2.10)

At nonzero temperature, thermal chaotic motion excites the electron system, and
some of the Cooper pairs break and quasiparticles are generated. With increasing
the temperature, the quasiparticles are excited across the gap and therefore fewer
Cooper pairs are in the superconducting ground state. According to equation (2.10),
A(T) goes to zero at T=T, and the number of Cooper pairs reduces to zero, and the

material returns to its normal state.

2.4.1 BCS Coherence length

Cooper pairs are characterized by the BCS coherence length (size of Cooper pair), &g
which is given by:

hvf
o = A (2.11)

the quantity £y characterizes the scale of spatial correlation in a superconductor in
the clean limit (le > &p). Substituting typical values for v¢ and A [11], we find that

€0 is the order of 10~4 cm. Recall that the period of a crystal lattice (lattice spacing)
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is approximately 10~8 cm. Thus the electrons forming the Cooper pair extend over
a huge distance of 104 lattice spacings. This is a crucial part of the superconducting
state: one should think of the pairs as coupled particles, and not as independent
ones. However, high T, superconductors have extremely short coherence lengths on

the order of 10~7 cm.

2.4.2 Types of superconductors

Superconductors can be classified according to their response to an applied external
magnetic field, using the Ginzburg-Landau theory. The Ginzburg-Landau parameter,
K is given by:

A

=2 2.12
=5 (2.12)

Depending on the value of x, we can define two types of superconductors:

1. Type I superconductors, where k¥ < 71-, for which the coherence length is larger
than the penetration depth. Any applied magnetic field up to a critical magnetic
field H., won’t destroy the coherence of the Cooper pairs (superconducting
effect). Once the applied field exceeds H., Cooper pairs lose their coherence
and thus superconductivity is destroyed, and the material returns to its normal

state.

2. Type II superconductors, where x > 71-, for which the coherence length is
smaller than the penetration depth. In this case there are two critical fields.
H.;, which is called the lower critical magnetic field, and H.o which is called
the upper critical magnetic field. For an applied magnetic field up to H,
type II superconductors behave like a type I superconductor. Above H;, the
flux partially penetrates into the. material until the upper critical field Heo is
reached. Above H.9, the material returns to the normal state. Between H.;

and H.g, the superconductor is in the mixed state. In 1957 Abrikosov analyzed
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this state based on the Ginzburg-Landau theory [12, 13, 14]. When the lower
critical field H.; is reached, the field begins partially to penetrate into the bulk
of the superconductor. Under the influence of the Lorentz force, a fraction of
the electrons begin to move in a circle. This leads to the appearance of vortices
in the superconductor. The superconducting electrons circulate around the
vortex line. The closer the electron is to the vortex axis, the faster the electron
circulates. At some distance from the axis, the speed exceeds the critical value,
and superconductivity is lost. Thus, the vortex consists of a normal core, in
which the magnetic field is large, surrounded by a superconducting region in
which the persistent current flows. The diameter of the vortex in conventional
superconductors is typically 100 nm. Every vortex carries one flux quantum,
®(. As the applied magnetic field increases, the number of vortices increases,
and they get closer to each other. When the upper critical field H. is reached,
superconductivity is destroyed and the material returns to its normal state.
Some type II superconductors survive magnetic fields (Ho) up to 60 Tesla, or

even 150 Tesla in high Tc superconductors.

2.5 Magnetism

Magnetism is a phenomenon known for many centuries. There is a story told from

around 900 BC of a Greek shepherd called Magnus. As he walked across a field of

black stones, somewhere in Asia Minor, he noticed that the nails on the soles of his

shoes adhered to the ore. This region soon after became known as Magnesia. The

effect would have been due to large deposits of naturally occurring magnetic iron

ore or magnetite that is commonly found in that area. The word magnet comes

from the Greek ”magnitis lithos”, (uayvnTnsAifs) which means "magnesian stone”.

Magnetite then later came to be called loadstone (or lodestone) by the Greeks. Since
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it has the ability to align itself in certain directions if allowed to rotate freely, it is
being used to indicate the north and south. Another property of lodestone is that
two pieces of it can attract or repel each other. So we can describe magnetism as a
phenomenon by which some materials attract or repel other materials. Magnetism is
associated with electric currents, i.e. the motion of electric charges. There are two
types of electron motion. Electrons move in orbits around the nucleus. Therefore,
there is a magnetic moment associated with each orbiting electron. Another source
of magnetic moment is the spin of the electron. We can think of the electron as
spinning about itself, which gives spin moment. The net magnetic moment of an
atom is the sum of magnetic moments of each of the constituent electrons, including
both orbital and spin contributions. Magnetism can be classified as paramagnetism,
diamagnetism, and ferromagnetism. We will be concerned with ferromagnetism only.

A good review about magnetism can be found in (3, 4].

2.5.1 Magnetic units

We need units to describe for example how strong magnetic fields are. Units have
caused a lot of confusion in electromagnetism. I should say, it does not matter
very much which units are chosen as basic units, as long as they are treated in a
systematically consistent way. There are two different systems of units. One is called
the CGS, which stands for Centimeter-Gram-Second. The other was originally known
as the mks system, which stood for Meter-Kilogram-Second, which was later revised
into another system, called rmks, standing for Rationalized Meter-Kilogram-Second.
This ended up being adopted as an international standard and renamed SI (Systeme
International). With this in mind, let us give some basic definitions in magnetism.
The first one is the magnetic field, H, which describes the field generated by a free
current only. The second one is the magnetic induction, B, in which one should

include not only the field generated by the current, but also the magnetization, M
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(magnetic moment per unit volume) of the material itself. In SI units, magnetic
induction, B, is given by:

B = po(M + H) (2.13)

The unit of B is the Tesla (T). The constant ug = 47 x 10~7 is the permeability of
free space and has the units of E%’:H In the CGS system, pg equals one, and B is
given by:

B=H+4™™ (2.14)

therefore the units of B, H, and M can be used interchangeably. In free space (M=0),
B and H are numerically equal to one another, whereas in the SI system, they have
different numerical values. To show the confusion, consider for example the earth’s
magnetic field. In CGS system, it is 0.5 Gauss or 0.5 Oe, however in SI system it is

given by (conversion factors are given in table 2.2):

0.5G = 50uT i.e B-field (2.15)
0.50e = 39.8% i.e H-field (2.16)

It is obvious that converting G to T is much easier than converting Oe to %"—'-'ﬂ

Table 2.2 shows some of the magnetics parameters and their unit conversion factors.

Magnetic term Symbol | SI unit CGS unit Conversion factor
Magnetic induction B Tesla (T) | Gauss (G) 1T=10*G

Magnetic field H Am~1 | Qersted (Oe) | 1 Am~! = 47x1073 Oe

Magnetization M Am~! emu g~! 1 Am~! =103 emu cm™3

Table 2.2: Some magnetic properties and their conversion factors in the SI and CGS
unit systems.

15




2.5.2 Ferromagnetism

It was found that certain substances like iron, cobalt, nickel, etc., when cooled below
a certain temperature T (called the Curie temperature) developed a spontaneous
magnetization, even in the absence of an external magnetic field. These materials are
called Ferromagnetic materials in which they exhibit parallel alignment of the mag-
netic moments resulting in large net magnetization, even in the absence of an applied
magnetic field. This phenomenon results from the interaction between electron spins
known as the exchange interaction. A model of magnetism based on the exchange

interaction was proposed by Heisenberg [15] with the following Hamiltonian:

Hpeis = -2 J;j8; - S; (2.17)
1>7

where J;; is the exchange integral linking the ith atom with spin S; to the j** atom
with spin S;. The ground state of the system is described as ferromagnetic when J;;
is positive. In this state all the spins are parallel and oriented in the same direction.
Elemental ferromagnets, like Co, Ni, and Fe, are typical ferromagnets with exchange
energy (energy required to rotate one atomic spin with response to its neighbors) of
the order of an eV. When the temperature increases, thermal motion competes with
the exchange forces. Above a critical temperature called the Curie temperature, T
(Tc(Co) = 1338K) the material can no longer maintain its spontaneous magnetiza-
tion, and hence it loses its ferromagnetic ordering. In 1907, Weiss [16] suggested that
ferromagnets below T are subdivided into small volume regions called domains. The
magnetization is uniform within each domain, but different domains have different
magnetization directions, so that the average magnetization of a specimen could be
small or even zero. The very simple reason why ferromagnetic materials prefer to be
subdivided into domains is that a material always prefers to be in a state in which its

energy is a minimum. There are five types of energies associated with ferromagnetic
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materials:

1. Exchange energy which tends to keep adjacent magnetic moments parallel to

each other.

2. Magnetocrystalline anisotropy which describes the preference of the magnetiza-

tion to be oriented along certain crystallographic directions.

3. Magnetostatic energy which is a form of anisotropy due to the shape of the

ferromagnetic material.

4. Magnetoelastic energy which is part of the magnetocrystalline anisotropy that

is proportional to strain.

5. Zeeman energy which is the potential energy of a magnetic moment when an

external field is applied.

Competition between these energies gives the overall magnetic structure. The shape
and thickness of the ferromagnetic material, as well as growth conditions and sub-
strate materials determine the contribution of each of these energies to the minimum
energy of the system. To explain domain formation, consider a magnetized mate-
rial consisting of a single domain as shown of Figure 2.2a. In this case, it behaves
as a block magnet. The magnetocrystalline energy is minimum as all the magnetic
moments are parallel to the easy axis, and the exchange energy is minimum as well,
because all magnetic moments are in the same direction. Since the material is magne-
tized, then magnetic poles will appear on both ends, and themselves will be a source
of magnetic field. There will be energy associated with this configuration; this energy
is called the magnetostatic energy, which is the volume integral of the field over all
space. The magnetostatic energy can be reduced by a factor of roughly one half its
value [17] by breaking up the magnetization into two domains pointing in opposite

directions as illustrated in Figure 2.2b. This brings the poles closer to each other,
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thus decreasing the spatial extent of the field outside the crystal. To reduce the mag-
netostatic energy further, one needs the magnetic pattern shown in Figure 2.2¢c, in
which we have closure domains. Adjacent domains are separated by domain walls in
which the magnetization has different directions. Within the domain wall itself, the
magnetization must change direction from that in one domain to that in the other
domain. Domain wall formation is associated with energy which is proportional to
its area. The change in magnetization direction within the wall can be gradual as
in Figure 2.3a (resulting in a wide domain wall), or abrupt as in Figure 2.3b (re-
sulting in a thin domain wall). In Figure 2.3a, the dipole moments of the atoms
within the domain wall are not pointing along the easy axis of magnetization. This
produces large magnetocrystalline anisotropy compared to that of Figure 2.3b. Also
we can see from Figure 2.3a that the magnetic moments are gradually rotating by
1800, and that keeps the exchange energy to a minimum, in contrast to the abrupt
rotation shown in Figure 2.3b. Therefore, the domain wall energy is an intrinsic
property of the magnetic material, and it depends on the competition between the
magnetocrystalline anisotropy (which tends to make the wall as thin as possible) and
the strength of the exchange interaction between neighboring atoms (which tends to
make the wall as wide as possible). As a result of this competition, the domain wall
has a finite width (on the order of 100 nm).  The behavior of a magnetic material
in an external magnetic field is represented graphically by the magnetization curve
(M vs. H) or hysteresis loop, as shown in Figure 2.4. Hysteresis loop can be used
to characterize magnetic materials and infer many important parameters about that
material. Initially at the origin (point o), the material is at the virgin state, where
the magnetization directions of domains are random, so the net magnetization of the
material is zero. By applying an external magnetic field in the positive direction,
the magnetization is increased and more domains are aligned with the applied field

until the magnetization reaches a constant value and the material is saturated (point

18



=+ += +

a) b) c)

Figure 2.2: Lowering of magnetic field energy by the break up of magnetization into
domains. a) single domain. b) two domains. and ¢) closure domains, adopted from
[17].

thin domain wall

r W W W W W 3

Wide domain wall

a) b)

Figure 2.3: Schematic representation of a 180° domain wall formation. a) gradual
change in magnetization direction. b) abrupt change in magnetization direction.
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b). The maximum magnetization of the material is known as the saturation magne-
tization, Mgqs. At Mg, the material has a single domain that is aligned with the
applied field. The resultant M vs. H curve (0-a-b) is called the initial magnetization
curve. If the field is reduced, the magnetization doesn’t retrace its original path,o-a-b,
instead it decreases more slowly until the applied field reaches zero (point c), then
magnetization begins to decrease as a result of domains beginning to align with the
negative field. The net magnetization at zero field is known as the remnant (resid-
ual) magnetization-M;, it indicates that the material remains magnetized even in the
absence of the external field. Continuing to increase the applied field in the negative
direction ultimately brings the magnetization back to zero (point d). The reverse
field needed to reduce the magnetization to zero is known as the coercive field, H. or
coercivity. It is a measure of the difficulty or ease to magnetize a material (its value
tells how the material is hard or soft). When the reversed field is increased further,
the magnetization begins to increase in the same direction. Eventually, it reaches
the saturation field Mgq: in the reversed direction (point e), where the material has
a single domain that is aligned with the applied field. By reversing the field again,
the magnetization will retrace the loop b-c-d-e-f-g-b. The ”S”-shaped curve that has
been traced is called the hysteresis curve of a ferromagnetic material for a given set

of field intensity extremes (-H and +H).
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Figure 2.4: The ferromagnetic hysteresis M-H loop showing the effect of the magnetic
field on magnetization. In its virgin state the net magnetization is zero (point o).
Applying a magnetic field quickly reaches the saturation magnetization, Mg4¢, further
increasing the field will not increase the net magnetization (point b). Reducing the
field to zero leaves a remnant magnetization, M, which may be lower than Mg, (point
c). After switching direction at the coercive field, -Hpo (point d), the magnetization
reaches -Mgq¢ (point e). Reducing the field to zero gives -M, (point f). Further
sweeping the field follows steps (b)-(f). Adopted from [18].
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Chapter 3

Theory of the Josephson Effect

In this chapter we discuss the physics of Josephson junctions. In section 3.1, we
introduce the Josephson effect, then in section 3.2 we derive the Josephson equations,

and in section 3.3, we explain how to characterize Josephson junctions.

3.1 The Josephson effect

Imagine that two superconductors are separated by a thin non-superconducting bar-
rier (insulator in this case) as shown in Figure 3.1. If the insulating barrier is thick,
the electron pairs can not get through; but if the barrier is thin enough then there
is a probability for Cooper pairs to tunnel through the barrier. This was predicted
theoretically in 1962 by Brian Josephson [19, 20], and verified experimentally soon
afterwards [21]. This effect is known as the ”Josephson effect”. Besides displaying
a broad range of interesting macroscopic quantum mechanical properties, Josephson
junctions offer a vast array of possible applications in analog and digital electron-
ics, such as Superconducting Quantum Interference Devices (SQUID) and detectors.
Due to the tunneling of the Cooper pairs, the two superconductors are coupled to

each other, and a supercurrent can flow across the barrier. Although the Josephson
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Figure 3.1: Geometry of two superconductors separated from each other by a thin
barrier to form Josephson junction.

effect was originally described for a thin insulating barrier, SIS, it is a more general
effect, and different Josephson junctions can be identified depending on the material
of the barrier such as: a) normal metal (SNS), b) ferromagnetic metal (SFS) and c)

semiconductor.

3.2 Feynman’s derivation of the Josephson equa-

tions

In this section we will derive the basic equations governing the supercurrent passing
through a Josephson junction using Feynman’s method [22]. Consider an insulator
of thickness d; separating two identical superconductors as shown in Figure 3.1.
Through out all the derivation, 1 refers to the superconductor on the left, and 2
refers to the superconductor on the right of the barrier. Let ¥;(¥9) be the wave
function describing the macroscopic Cooper pair condensate of superconductor 1 (2),
respectively. If the width of the barrier, d; is large, then the two superconductors
do not interact with each other, and the time-dependent Schrodinger equati<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>