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ABSTRACT

ANALYSIS AND CONTROL OF AN IPMSM FOR TRACTION
APPLICATIONS

By

Carlos Eduardo Nino-Baron

This thesis presents methodologies to optimally design controllers of Interior Per-
manent Magnet Synchronous Motors (IPMSM’s) for traction applications. These
controllers include: optimal current reference calculation, optimal torque-speed tra-
jectory design and sensorless control.

The design of the current controller reference requires an accurate machine model,
the selected model was a cross saturated model. Cross-magnetization and saturation
produce a reduction of the maximum power of the machine; their accurate calculation
allows us to predict the generated torque and the stator voltage in the machine under
ficld weakening. The current controller reference is based on maximum torque per
ampere and field weakening; this current reference is designed such that the motor can
operate with minimal losses over the whole speed and torque range while satisfying
voltage and current limits.

Optimal trajectory design is used to generate the speed and torque references
for two subsystems in a series Hybrid Electric Vehicles (HEV): traction motors and
engine-generator. "The trajectory optimization of the traction motors is designed to
minimize losses while achieving the speed requirements. The trajectory of the engine-
generator subsystem is designed to produce a requested amount of energy in a given
period of time while minimizing the energy losses.

Sensorless control deals with the issues in practical implementation of the high-
frequency injection methods for control of IPMSM machines without shaft position
sensors. The controller is based on the high-frequency injection method, the injection

is combined with an sliding mode observer eliminating the requirements of low-pass



filters and improving the performance of the torque controller and hence improving
the machine efficiency.
Simulation and experimental results are presented to validate the proposed con-

trollers.
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Chapter 1

Introduction

Hybrid Electric Vehicles (HEV’s) combine a conventional propulsion system (that
includes an internal combustion engine), electric drives, and an energy storage system.
The combination of these devices improves the efficiency of the vehicle. The efficiency
increase is due to a more cfficient operation of the drivetrain, the recovery of the energy
during the braking and the engine size reduction. The braking energy is captured
by the traction motors, converted through inverters and stored in batteries. During
the acceleration, some energy is provided by the batteries, which makes the power
requirements of the engine to be less. The flow of energy back and forth produces
losses in each element, therefore, an efficient design and control of each device and

the integration of all of them improves the efficiency of the whole system.

1.1 Contributions

This thesis present methodologies to design controllers used for Interior Permanent
Magnet Synchronous Motors (IPMSM) for traction applications. These controllers
are explained and their performance is evaluated and compared to other controllers.

The contributions of this thesis to the proposed controllers design are summarized



below.

1.1.1 Cross Saturation Analysis

The cross saturation is a phenomenon in ac electric machines, where the saturation
of the iron core causes direct and quadrature axis current components to affect per-

pendicular fluxes to them. The contributions related to this issue are:

e Develop and apply a methodology to calculate the self and the quasi-mutual
inductances and their dependencies on the currents using flux estimation. These

inductances arc usced to model the cross saturation effect.

e Develop and validate a methodology to calculate the optimal current commands
to control the IPMSM over the whole operation range with minimal losses by

the inclusion of cross saturation effect.

1.1.2 Trajectory Optimization

This thesis present two cases where trajectory optimization was used: Optimal speed
control of a traction motor and optimal torque-speed control of engine-generator sub-
system, both applied to a series hybrid electric vehicle. The trajectory optimization
was used to transfer the system from one operating point to another with minimal

energy losses. The main contributions in trajectory optimization are:

e Apply the trajectory optimization to the speed control of an IPMSM by trans-
ferring the system from one torque speed point to another with minimal energy
losses. Develop an approximation to the optimal trajectory to use it in real

time.

e Apply the trajectory optimization, in the subsystem engine-generator, to deter-

mine the optimal torque and speed commands in order to produce a requested

2



energy in a fixed time, while minimizing the energy losses. Develop an approx-

imation to the optimal trajectory to use it in real time.

1.1.3 Sensorless Control

Rotor position sensing requires resolvers or encoders. An alternative is to operate
the machine with a rotor position estimator. High frequency injection for sensorless
control is used for low speed operation. The main contribution in sensorless control

of IPMSM is:

e Design a new controller based on the high-frequency injection method that elim-
inates the need for low-pass filtering for sensorless operation while improving

the motor performance.

1.2 Thesis Organization

The thesis presented here has the following content: Chapter 2 presents the basic
configurations of the Permanent Magnet Synchronous Motor (PMSM): rotor struc-
tures, magnets location and windings distribution. The concepts of two axis model
and field oriented control are presented. The basic criteria to determine the currents
commands, based on maximuin torque per ampere and ficld weakening, is described.

Chapter 3 describes the cross saturation and presents the machine model which
includes this effect. This model is the most accurate and suitable for control. First the
flux linkages calculation is shown in sections 3.1 and 3.2; the results of these sections
justify the cross saturation analysis. Section 3.3 explains the cross saturation concept
and its effect in the machine performance. Section 3.4 describes the methodology
used to extract the machine parameters from the flux linkages calculation. The pro-
posed methodology is validated with FEA simulations, and the model of a prototype

machine is calculated.



Chapter 4 presents the optimization of the speed reference for the traction mo-
tor controller in series HEV. Section 4.1 describes the optimization problem. The
trajectory calculation is done by a multistage optimization. Section 4.2 presents the
optimization of the current commands to operate the machine at a desired torque and
speed point while minimizing its losses. Section 4.3 presents the numerical trajectory
optimization to determine speed command. This trajectory defines the torque and
speed points in time to transfer the system from one torque and speed point to another
while minimizing energy losses. Simulation and experimental results are presented in
section 4.4.

Chapter 5 presents the optimization of the torque-speed reference for the con-
trollers of the engine-generator subsystem. Section 5.2 presents the optimization
problem and the engine and generator efficiency maps. Section 5.3 describes the tra-
jectory optimization scheme. The minimization problem is described in continuous
time and the problem is solved using numerical optimization in discrete time. Sim-
ulation results of the proposed trajectory optimization are presented. Section 5.4
presents an approximation to the optimal trajectory. Section 5.5 shows the resulting
cfficiency and it is compared to non-optimized control techniques.

Chapter 6 presents the design of a high performance sensorless controller for
IPMSM. Section 6.2 is divided in two subsections. Subsection 6.2.1 shows the classical
approach, where low pass and high pass filters are used for current control and rotor
position estimation respectively. Subsection 6.2.2 describes the proposed method-
ology. Section 6.3 presents and discusses experimental results, where the filtered
demodulation and the proposed controller are compared.

Chapter 7 presents the concluding remarks and expected future work. The chapter
is subdivided in sections describing the work done in the topics presented in chapters

3, 4, 5 and 6.



Chapter 2

Background

As high efficient electric drives are becoming more important, Permanent Magnet
Synchronous Machines are rapidly replacing induction machines. PMSM’s offer high
power density and lower losses, so they are more suitable in the applications requiring

volume reduction e.g. automotive, aircraft, and portable generator industries.

2.1 Permanent Magnet AC Machines Configura-

tion

The permanent magnet synchronous machine is basically an ordinary AC machine
with windings in the stator slots so that the flux created by stator current is approx-
imately sinusoidal, and magnets in the rotor that produce a constant flux. The work
presented here concentrates on Permanent Magnet Synchronous Machines (PMSM'’s)
with a sinusoidal flux distribution. Rotating permanent magnet synchronous ma-
chines used today come in two different configurations: interior and exterior rotor as

shown in Figure 2.1.



T

| N S

(a) Exterior Rotor (b) Interior Rotor

Figure 2.1: General configuration of a PMSM

2.1.1 Location of the Permanent Magnets

The rotor magnets are the most important elements in the machine; they affect the
characteristics of the machine, and their location in the rotor would change maximum
torque, maximum speed and power density. Based on the rotor magnets configuration,
the PMSM can be: Surface PMSM, Inset PMSM and Interior PMSM as shown in
Figure 2.2. In a surface magnet motor the magnets are usually magnetized radially.
Due to the use of low permeability rare-earth magnets the synchronous inductances
in the d-axis and g-axis may be considered to be equal which can be helpful while
designing the motor. The construction of the motor is less expensive and simpler than
the other configurations, because the magnets can be attached to the rotor surface.
Inset Permanent Magnet (PM) rotor is desirable over surface PM, because it gets an
additional component of the torque due to saliency. Inset has a construction more
complex than surface PM. The embedded or interior magnet motor has permanent
magnets embedded in the deep slots. In the case of an embedded magnet motor, the
stator synchronous inductance in the g-axis is often greater than the synchronous
inductance in the d-axis, this saliency produces an additional reluctance torque that

makes it suitable for traction applications where high torque is required.

6
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(a) Surface PM (b) Inset PM (c) Interior PM

Figure 2.2: Permanent magnet location

2.1.2 Winding Distribution

The stator windings play an important role in the machine, and their distribution
modifies the efficiency and size. Figure 2.3 shows two of the basic configurations:
concentrated and distributed windings. Concentrated windings are usually designed
for machines with smaller size, however nowadays they have been used for mid power
configurations. Their advantage is basically the reduction of end windings, hence the
copper losses and leakage flux is reduced. Distributed windings configuration has
longer end turns that means more copper losses, however their distribution is used to
have a more sinusoidal back-emf and hence this topology allow us to reduce the iron

losses.

7

(a) Concentrated (b) Distributed

Figure 2.3: Winding configuration of a PMSM



2.2 2-Axis Model

The PMSM model can be developed in the stator frame of reference or in the rotor
frame or reference. The model in the rotor frame is preferred because it is simpler.
It allows to decouple the flux into magnetization and torque components; similarly
the current can be decomposed in the same fashion. These simplifications make this
model suitable for vector control. The phasor diagram of a PMSM is shown in Figure
2.4. The rotor flux linkages are assumed constant and aligned with the direct axis,
while the flux component in the quadrature axis is taken as zero. The core losses
are neglected. The stator flux is also represented by two components: direct and

quadrature fluxes.

q axis

,
Vs

d axis
< —> >—»
4 I Ad_pum

Stator Frame
Of Reference

Figure 2.4: Phasor diagram of a PSMS

The stator voltage equations in the rotor frame of reference are:

8
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ot
DAq

’Ud = Réld — we/\q + (21)

where Rg is the stator resistance, v and ¢ are the stator voltage and current and the
subscripts d and g refer to the direct and quadrature axes. A is the the stator flux
linkages and we is the electrical frequency. The direct and quadrature axis fluxes in

the rotor frame of reference are:

Ad=A—pM T Liig (2.3)

where ’\d— PM 18 the stator flux linkages due to the PM. The inductances L, and Lq
model the stator flux change due to the stator currents. In general these inductances
are not equal, because the reluctance of direct and quadrature paths are not the same.
In the IPM of Figure 2.2¢c, the direct axis reluctance is bigger than quadrature axis

reluctance, this produces that L; < Lq. The electrical torque 7e is given by:

3P . :
Te = 55 (/\dlq - /\qld) (25)

where P is the number of poles. By substituting equations 2.3 and 2.4 in 2.5 the

torque is calculated as:

3P . .

The first component of the torque, 7, is called “PM Torque”. This component

is due to the interaction between the rotor flux and the quadrature axis current. The

9



second component, 7r, is produced due to the relative change of the reluctance of the

machine with the rotor position called “Reluctance Torque”.

3P :
™ =359 (’\d—PMT'Q) (2.7)
3P .
Tr = 55 ((Ld - Lq) ldlq) (2-8)
Te = Tm + Tr (29)

2.3 Vector Control

The PMSM vector control is based on the 2-axis model. The operation of the machine
is restricted to mechanical and electrical limits. From control systems point of view
the electrical limits of the machine are the maximum current and the maximum
voltage. The maximum current is determined by the capability to remove heat from
the windings and depends on the cooling system; it is usually fixed after the machine
design. The maximum voltage is restricted to the peak voltage available from the
inverter connected to the machine.

The basic objectives in the motor controller design are to have high dynamic
performance, low operational energy losses and operate it within voltage and current
limits. The operation in the machine is divided basically in two regions: constant
torque and constant power. These regions are separated by the base speed; for speeds
below the base, the induced voltage is lower than the maximum available from the
inverter. The only restriction there is the current. In this region the criteria commonly
selected is to use the maximum torque available restricted by the maximum current.
This is called “maximum torque per ampere”.

When the machine speed is higher than the base speed, the induced voltage that

10



is the product of the flux and the speed reaches its maximum. At this point it is
necessary to control the flux in order to operate the machine at the voltage limit.
The stator current is controlled in a such way that one component i; reduces the
direct axis flux and hence the induced voltage. Under this condition the current limit
should be also satisfied. The component ig is chosen in such way that the current
limit is satisfied and the torque produced at this point is maximum but lower than
the maximum torque per ampere for the same total current. This control technique
is called “direct flux weakening control”. Figure 2.5 shows the block diagram used to

control the PMSM.

’l Speed = T Constant - 5 S Current ’ s SN
\ > Control I Torque rcécess;ng Control > PMSM !
S | Control ﬂ tred! _* L :
: | . inverter . s.,_\\//
! 5* CCATATA . oy
{ I ‘ - s { 7N
sn(max) ,,,i Flux . I Y LOAD .-'}
14 | Weakening - " N~
. "sn(max) ™  Control i 1 ;
| ! T i cs 1
, o T ! 2 Encoder.__
L Signal - e
. Condmonlng

Figure 2.5: Schematic of the PMSM-drive control strategy

2.3.1 Maximum Torque Per Ampere

The Maximum Torque Per Ampere (MTPA) control operates the motor in the region
where the induced voltage is lower than the maximum voltage. Then equation 2.6
is satisfied under the restriction of maximum current and to maximum torque pro-
duction. Lets consider the case where the current is equal to the maximum current

Imax, this current can be decomposed in terms of 7; and iq as:

11



Zd = Ixnax COS(J) and lq = IIII&X Sill((s) (210)

were § is the angle of the current space vector. By substituting equation 2.10 in 2.6

the torque is given by:

3P in(s 2 . .
Te =353 (’\d—PM]max sin(d) + (Lg — Lq) Ipjax 5111(20)) (2.11)

The relation of torque per ampere is given by

3P . .
T=5% (’\d—P]\/I sin(6) + 0.5 (Ly— Lg) I ax 3111(2(5)) (2.12)

The angle at where the maximum torque occurs is given by:

(%) o (3P

33 (’\d—PAI sin(6) + 0.5 (Ly — Lg) I ax sin(26))> =0 (2.13)

solving for &

_ 2 2 Y
/\d_P]u+\//\d__PM+81max(Ld Lq)

4(Ld - Lq)lma,x

1

d =cos™ (2.14)

The range of § should be between 909 and 1809 in order to have positive reluctance
torque when L; < Lg, which is the common case in IPMSM'’s. For an specified
value of stator current Ig, the angle is calculated from equation 2.14 and the current

commands are calculated from equation 2.10.
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2.3.2 Direct Flux Weakening Control

The direct flux weakening control operates the motor in the region defined by the
base speed and above. There, the machine has reached the maximum voltage and the
current space vector angle § should be increased as the speed increases. The value of ¢
is selected such that it maximizes the output torque and keeps the motor in or below
the voltage limit. It is clear that in this region equation 2.14 is not longer satisfied.
By combining equations 2.1 -2.2 and neglecting the voltage drop in the resistor the

maximum voltage in steady state can be written as:

Vr%a.x = VdQ + Vq2

= (welgg)” + (e (a-par+Lala))

in this region it is also required to produce the maximum torque available, then it is

desirable to use the maximum current. The maximum voltage can be written as:

2
V2 4y =wl [Lg (Ir%m - 13) + (,\ ip M+Ld1d> ] (2.16)

in a compact form equation 2.14 is

Vmax = we\/fj‘i?a + bl + ’\c21—PM + ¢ with
2 ;2
a=L5-L
d (2.17)
b=2Xq_prLlq

c= ’\d—P}W2 + Lgllzna.x

For fixed input voltage, speed and stator current, the value of I; is calculated
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The direct flux weakening control operates the motor in the region defined by the
base speed and above. There, the machine has reached the maximum voltage and the
current space vector angle é should be increased as the speed increases. The value of ¢
is selected such that it maximizes the output torque and keeps the motor in or below
the voltage limit. It is clear that in this region equation 2.14 is not longer satisfied.
By combining equations 2.1 -2.2 and neglecting the voltage drop in the resistor the

maximum voltage in steady state can be written as:

Vidax = V2 + V2
= (weAq)? + (wery)? (2.15)

= (weLqlq)? + (“’6 (’\d—PM+LdId))2

in this region it is also required to produce the maximum torque available, then it is

desirable to use the maximum current. The maximum voltage can be written as:

2
V2 oy =w? [Lg (zﬁlax - 13) + (,\ I P M+Ldld) ] (2.16)

in a compact form equation 2.14 is

Vimax = We\/fga + bl + /\(21_le + ¢ with
2 2
a=L5-1L
d I (2.17)
b=2)\;_prrLly

c=X_pyi+ Lgf%ax

For fixed input voltage, speed and stator current, the value of /; is calculated
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2.3.2 Direct Flux Weakening Control

The direct flux weakening control operates the motor in the region defined by the
base speed and above. There, the machine has reached the maximum voltage and the
current space vector angle 4 should be increased as the speed increases. The value of ¢
is selected such that it maximizes the output torque and keeps the motor in or below
the voltage limit. It is clear that in this region equation 2.14 is not longer satisfied.
By combining equations 2.1 -2.2 and neglecting the voltage drop in the resistor the

maximum voltage in steady state can be written as:

Vidax = V3 + V2
= (werg)? + (wery)? (2.15)

= (weLqlg)® + (we (’\d—PM+LdId))2

in this region it is also required to produce the maximum torque available, then it is

desirable to use the maximum current. The maximum voltage can be written as:

2
V2 =wl [Lg (Ir%,ax —13) + (Ag—par+Lala) ] (2.16)

in a compact form equation 2.14 is

Vinax = wey/13a + bly + X3_ oo+ c with
2 _ 2
a=L5-L
d— ™ (2.17)
b=2\_pPMLd

c= ’\d—PA’[Q + L3112nax

For fixed input voltage, speed and stator current, the value of I; is calculated
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from equation 2.17, and I is calculated by: Ig = ‘/ (Iglax — Ic2l)

2.3.3 Machine Operation

The torque controller of the machine determines the current commands from the com-
manded torque, the machine speed and maximum voltage. The control methodology
will be subdivided in two regions as stated before.

For speed below than the corner, the relation between Ig, d and 7¢ can be precal-
culated an use it to calculate the current commands. The stator current Is is varied
in fixed steeps from 0 to Imazx; equation 2.14 is used to determine the corresponding
angle § for MTPA. For each set of Is and &, equation 2.6 is used to determine the
torque produced by the machine. From this analysis the relation of Ig, § and 7e is
determined, that is for a specific current value Is , there is a corresponding set of ¢
and Te. A numerical inversion of the function 7e¢(Is) is used to determine the current
command for a requested torque command 7e. The value of d is calculated by the
relation established between it and Ig.

For the corner speed and beyond, the relation between I; and we is precalculated
and used as a command independently of the motor torque. For defined values of
maximum voltage, maximum current and machine speed the direct axis current com-
ponent can be calculated from 2.17. The speed is varied from corner to maximum in
fixed steeps; and for every speed value a correspondent I is calculated. I; is used as
command, and the stator current component Iy is changed in real time to produce
the required torque, that is a PI controller will adjust I to produce the required

torque or speed.
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Chapter 3

Machine Modeling

3.1 Introduction

Applications of electric vehicles (EVs) require traction motors with high efficiency,
high power density and extended field weakening capability. The Permanent Magnet
Synchronous Motor (PMSM) has high efficiency and high power density. The Interior
Permanent Magnet Synchronous Motor (IPMSM) has an extended field-weakening re-
gion due the additional torque obtained by the saliency; its accurate torque calculation
is important to operate the machine efficiently and within its designed operational
limits.

The developed torque in a PMSM has three components: permanent magnet, re-
luctance and cross-saturation. As seen earlier, the permanent magnet torque is due
to the interaction between the flux produced by the rotor magnets and the stator
current. The reluctance torque is produced by the interaction between the stator
current and the reluctance change in the machine when the rotor moves. The cross
saturation torque is the component that represents the change of the total torque due
to the coupling between the direct and quadrature axis currents with their perpendic-

ular fluxes caused by saturation. This cross saturation component becomes relevant
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in high power density machines, where the simplified model presented in section 2.2
produce: significant error in the torque calculation, controller detuning and hence

cficiency reduction.

The PMSM model presented here includes self inductances (L; and Lg) and quasi-
mutual inductances (qu and qu). The self-inductance, L, relates the change of
direct axis flux linkages due to the change in the direct axis current, and Lq represents
the same relation in the quadrature axis. The cross magnetization is modeled by the
inclusion of two quasi-mutual inductances, qu and qu. qu models the change

of quadrature axis flux due to change of the direct axis current and M dq models the

change of direct axis flux due to change in the quadrature axis current.

The generated torque in IPMSM is calculated from the estimated flux in the
machine and directly from Finite Element Analysis (FEA). The torque calculated
directly by FEA is not useful enough, because it does not allow us to determine the
percentage of PM-torque, reluctance torque and cross magnetization torque, which
are important to optimize the machine design. The torque computation from flux
estimation using the 2-axis model presented in [1] does not include the saturation
effect. To make an accurate estimation of the torque, it is necessary to consider
the saturation and the consequent reduction of the flux in the machine [2, 3, 4, 5].
Additional considerations of the cross-magnetization effect include the dependence of
the inductances on the currents as L;(i4,iq) and Lg(ig,iq)[6, 7, 8]. In [9, 10, 11] the
inclusion of mutual inductances in the machine model was presented; [9, 10] assume
that the direct and quadrature flux can be modeled by superposition, where L; and
qu depend only on iy , and Lg and qu depend only on igq.

There is a coupling between the direct and quadrature currents and their perpen-
dicular fluxes due to cross magnetization and saturation. In [11] this effect is described
and the methodology of a square wave voltage injection is applied to calculate self

and mutual inductances, the inductances depend on the stator current components
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as follows: L;(ig,1¢), Lq(ig, iq), Iﬂdq(z‘d, ig) and ‘qu(id’ ig). This methodology was
validated by comparing simulated and experimentally calculated flux linkages, how-
ever, the main disadvantage is that the test has to be made at standstill neglecting
entirely the dependance of the flux on the rotor position. Rahman et al. [12] pro-
posed a methodology to calculate the flux linkages while the machine is operating at

constant speed, however the results were not used for the inductances calculation.

The methodologies presented above for the model calculation vary from a constant
parameter to a cross saturated model, however the methodologies could not validated
experimentally or the models are not calculated under the normal operation of the

machine.

This chapter describes the cross saturation effect and presents a methodology to
calculate the self and mutual inductances using flux estimation. These inductances
are used to calculate the voltage, torque and the field weakening profile of the ma-
chine. The proposed methodology was validated by FEA analisys and experiments.
Four different machine configurations were simulated: Half Slot per Pole per Phase
(HSPP), 1 Slot per Pole per Phase (SPP), 2 SPP and 4 SPP. The experimentally

determined parameters of a prototype IPMSM with 2 SPP are presented.

3.2 Flux Linkages Calculation and Machine Mod-

eling

The two axis model in the rotor frame of reference of a PMSM described by the flux,

current, voltage and torque equations is summarized by equations 3.1 to 3.7.

A =Ad—pm t+ Lgig (3.1)
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. oA
Vg = Rsld - w(’/\q + ot
| O
Vg = Rslq + we/\d + W

Tm = §§ (’\d—PMi(I)

3P .
r =575 (L4 — Lq) igiq)

TeZTm+Tr

the currents, and hence the inductances are not constant.

stator flux linkages is described below.
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(3.2)

(3.3)

(3.4)

(3.6)

(3.7)

The model described above assumed constant inductances, that is not entirely true
in high power density machines, where the saturation in the iron core produces that
the flux in the machine changes nonlinearly with the stator currents. The machine

is usually operated under saturation; therefore the flux is not linearly dependent on

The calculation of the stator flux linkages demonstrate the dependence of direct
and quadrature axis fluxes on the stator currents; torque, voltage and inductances

calculation are based on the calculated flux. The general procedure to calculate the



3.2.1 Flux Linkages Calculation

The test proposed to calculate the flux linkages and the analysis are described in this
section. This methodology is similar to [12], however some modifications have been
made in order to obtain the machine voltage from experiments. The experimental
calculation of the flux linkages requires the measurement or estimation of the induced
voltage. One approach requires for example filter and then measure the voltage, then
extract the first harmonic and correct it for the shift and amplitude reduction due
to the filter [12]. The methodology proposed here uses the commanded voltage, a
bandstop filter is used to remove the Pulse With Modulation (PWM) content of the

power signal. The test used to calculate the flux linkages is presented below:

1. Connect the machine to a dynamometer operated in speed mode, that is the

dynamometer will keep the speed value constant independently of the load.

2. Command zero stator current and measure/estimate the induced voltage in the

stator.

3. Integrate the voltages with respect to time, and calculate the stator fluxes in
the stator frame of reference. With the transformation matrix of equation 3.8
convert the stator fluxes from the stator to the rotor frame of reference. The

direct and quadrature axis fluxes linkages calculated are Aj_ pps and ’\q-— PM-

cos(fe) cos(fe +27/3) cos(fe — 27/3)
T(0e) = | sin(fe) sin(fe + 27/3) sin(fe — 27/3) (3.8)
0.5 0.5 0.5

4. Command a rotating, fixed-magnitude current space vector aligned with the
quadrature axis. Measure the induced voltage and subtract the drop of voltage

in the resistance. Follow the procedure described above to calculate the total
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flux in the direct and quadrature axis A (I, Iq) and Ag(Iy, Ig).

5. Repeat step 4, for magnitudes of the current space vector from 0.05 to 1 per
unit (pu) and values of § from 900 to 180V electrical degrees. This means a
variation of the current space vector from the quadrature axis to the negative

direct axis.

6. The flux linkages components due to stator current are given by:
AN gLy, Ig) = Mg, 1g) = A g—_par (3.9)

Four machines with the same rotor and with different stator configurations were
evaluated: HSPP, 1SPP, 2SPP and 4SPP, Figure 3.1. Figures 3.2-3.3 show the cal-
culated A\ (i, iq) and AX;(iy, iq). The calculated flux linkages components, direct
and quadrature, depend on the direct and quadrature axis currents. Although, it is
clear that the direct axis flux depends more on iy and quadrature axis flux depends
more on ig, there exists a dependence of the fluxes on their perpendicular currents.

This effect is called “cross saturation”.

3.3 Cross Magnetization: Concept

Lets consider the interior permanent magnet synchronous motor with 4 SPP shown
in Figure 3.4. This machine has 4 poles and sinusoidally distributed windings. The
direct and quadrature axis of the machine are presented in Figure 3.4-a. The windings
of phase “a” are distributed as shown in Figure 3.4-b. The equivalent flux linkages
due to current in this phase are aligned in the direction described by the arrow. The

same convention is used for phases “b” and “c” with a shift of 1200 and 2400 electrical
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Figure 3.1: Machine’s stator configurations

degrees ( 600 and —600 mechanical degrees).

The flux linkages components in the stator are given by equation 3.11. In this
cquation, the stator flux linkages depends on the rotor position e and on the projec-

tion of the flux linkages of each phase over the direct and quadrature axis.

A=A +iAg = €% (Aq + 2 T2 /3 1 aceI1T/3) (3.11)

Figure 3.5 shows the machine at rotor position of 900. With no stator current, the
rotor flux only links the phases “b” and “c”. The direct axis flux linkages consist of
the sum of the projections of the flux linkages of phases “b” and “c”. The quadrature
axis flux linkages is zero because the projection of the flux linkages of phases “b” and
“c” cancel each other. When the rotor position changes, the direct and quadrature
flux linkages components of each phase change, however, the stator flux linkages have
only a direct axis component and their magnitude remains almost constant.

Now let us consider a machine with stator saliency like the machine with HSPP

whose stator and rotor are shown in Figure 3.6.
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Figure 3.2: Direct axis flux A);(i4,iq)

Figure 3.7 a-b shows the machine and the equivalent flux diagram at a rotor
position of 900, with no stator currents. The stator flux linkages have only direct axis
components. When the rotor moves, Figure 3.7 c-d, the stator slots modify the shape
the rotor flux linkages, creating a quadrature flux linkages component oscillatory with
the rotor position, however, its average over one revolution is zero. In a similar way,
when the rotor moves, the direct axis flux linkages change, but its average over one

revolution is similar to the value at 6 = o0.

A similar analysis can be done when a stator current is applied. Let us consider

the case when the current space vector is aligned with the quadrature axis, at rotor
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(a) Flux distribution (b) Equivalent phasor dia-
gram

Figure 3.5: Rotor flux linkages for a 4SPP machine 6= 900

(a) rotor (b) stator

Figure 3.6: IPMSM with HSPP and with concentrated windings

position of 900, as shown in Figure 3.8-a. Under no saturation, the stator flux linkages
are equal to the sum of the flux linkages due to the rotor magnets and the quadrature
axis current. However, when the saturation is taken in account this statement is no
longer true.

To explain the saturation effect, let us calculate the flux density in two points “m”

”

and “n” symmetrically located around the quadrature axis. The rotor flux linkages
define the operation point of the machine, then, with no stator currents, the points
“m” and “n” have the same flux density 3.8-b. When the quadrature axis stator

current is applied, the flux linkages due to the current add to the rotor flux linkages
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Figure 3.7: Rotor flux linkages for a HSPP machine fc= 90" and Oe= 750
in the point “n” and subtract in the point “m” as shown in Figure 3.8-c. Under
saturation, the flux density in “n” is lower than the linear sum of the rotor flux
linkages and the stator flux linkages due to the stator currents; the flux density in

m” is more than the difference of these fluxes because the flux moves away from

saturation.

The previous analysis can be used to determine the total flux linkages at the same
rotor position. The rotor flux linkages and the flux linkages due the stator currents

are added in the tooth of phase “b” (like in the point n), this means that under
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Figure 3.8: Stator flux linkages for HSPP machine 0c= 900

saturation the total flux linkages are lower than the linear sum. In the tooth of phase
“c” (like in the point m), the total flux linkages is the difference between the rotor
flux linkages and the flux linkages due the stator currents. At this rotor position
the direct axis component of the flux is lower than the rotor flux linkages, and the
quadrature axis flux linkages is lower that the flux due to the stator currents as shown
in Figure 3.9-c.

When the rotor moves, the saturation and the saliency produce pulsation in the
stator flux linkages as shown in Figure 3.10. The saturation produces a decrease in the

stator flux linkages as shown in Figures 3.10 a-b. This analysis shows how the direct
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axis current produces a decrement in the rotor linkages flux. Permanent axis flux

and quadrature axis current component are orthogonal one to each other, then exist

cross-magnetization. In a general case the saturation level of the machine depends

nonlinearly with the stator currents. Then the cross magnetization effect depends

nonlinearly on the direct and quadrature axis components of the stator currents.
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Figure 3.10: Stator flux linkages as function of f¢
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3.4 Cross Magnetization: Machine Model and Cal-

culation

The 2-axis model presented in section 3.2 does not include the cross-magnetization
effect. Figure 3.2 shows that A\, changes with ig and A\g with i, Figure 3.3. The
model that includes the dependence of the flux linkages on ¢; and ig is presented
below, and the methodology to calculate the parameters is explained and applied to

the machines presented in section 3.3 .

3.4.1 Machine Model

A more detailed model that includes cross-magnetization was presented in [9, 10].

This model includes mutual inductances in the flux, voltage and torque equation as

follows:
M = Ag—par + Lig + Mygig (3.12)
Aq = Ag—par + Laiq + Mygig (3.13)
vy = Rsig —welg + % (3.14)
vg = Rsiq + welg + 9%(1 (3.15)
w2 = 1’3 + vg (3.16)
Tm = §§ (Ma=Paria = Aq—Paria) (3.17)
7= 27 ((La - Lg) igia) (3.18)
Te = %g (=M% + Myyid) (3.19)
T=Tm+7r+17¢ (3.20)
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This model includes the dependence of Aj on ig by including the quasi-mutual
inductance qu; in the same manner, it includes the dependence of Ag on i; by the
mutual inductance .qu . An additional torque component 7¢ is produced due to

cross saturation, which is dependant on the currents and the mutual inductances.

3.4.2 Model Calculation

The model parameters are stator resistance, rotor flux linkages, self inductances and
mutual inductances. The resistance can be measured and its value will be considered
constant for the whole operation of the machine. The rotor flux linkages will be
assumed constant with a value equal to the flux linkages when the stator currents are
zero; any change in the stator flux linkages will be taken in account by the inductances.
Theses inductances are calculated as the ratios of the flux linkages A\ due to stator
currents and the stator currents components that produces the flux. Let us consider

two particular cases:

1. The stator current only has direct axis component. The inductances L, qu

can be calculated as follows:

Ad3.0) = Xg_prr
Iy

Ly(I4,0) = (3.21)

A(1g,0) = Aq—_pM
Iq

qu(Id,O) = (3.22)
2. The stator current only has quadrature axis component. The inductances Lq,

qu can be calculated as follows:

Aq(0.1g) = A pp

7 (3.23)

LQ(()’ 1(1) =
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Inductance (H)

Inductance (H)

M, (0,1q) =

’\d(o’ I(]) -

Ad—PM

Iq

(3.24)

The calculated self and mutual inductances are presented in Figures 3.11 and 3.12.
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Figure 3.11: Self inductances Lj and Lq

These figures show that the inductances L; and qu are almost independent of

I;, and Lgq, qu change considerably with I3. The basic approach to calculate the

machine parameters with cross-magnetization is to include the dependence of self and

mutual inductances on both I; and I3 . However, to calculate the inductances we

have two equations (3.12,3.13) and four unknowns (L, Lg, qu and qu), hence
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Figure 3.12: Mutual inductances qu and qu

it is necessary to make some simplifications. The previous results show that L,
remains almost independent of currents (it changes about 5% for 1SPP, 2SPP and
4SPP and 21% for HSPP) and the inductance qu is the smallest compared with
other inductances and it is almost independent of I;. Then, the dependence of these
parameters on Ig should be small. The assumptions proposed here are to consider that
L, and qu are independent of I, and the flux components due to these inductances
are equal to the product of them with I;. Any additional change in the stator flux

linkages will be included by considering that Lgq and qu are functious of both I;
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and Ig. The procedure used to calculate the inductances is described below:
1. Calculate the flux linkages following the procedure described in section 3.2.
2. Calculate L;(1,;,0) and qu(ld’o) by using equations (3.21) and (3.22) .
3. Calculate Ly(I,, I¢) and qu(Id, Iy) from equations (3.25) and(3.26).

Aqg: 1q) = /\q—PAI - ‘qu(ld*o)ld
I
q

AU g 1) = Ag—par — La(Ig,0)Iy
Iq

Mg, (Ig Ig) = (3.26)

The procedure described above was used to calculate the inductances of the ma-
chines analyzed. TL; and ]qu are the same as shown in Figures 3.11-3.12 and Lg
and qu with cross magnetization are shown in Figures 3.13-3.14.

To determine the accuracy of the proposed methodology and the improvements in
the flux and torque calculation over the classical 2-axis model, the torque as function

of the angle of the current space vector is calculated. The cases analyzed are:

1. Classical 2-axis model of equations (3.1-3.7), and include the saturation cffcct:

Ld(ldao) ’ Lq(O, Iq) , ]\[dq =0 and j\[qd =0.

2. Cross-magnetization model of equations (3.12-3.20), include the saturation ef-
fect of each inductance but not the dependence of them on both currents I ; and

1(1: Ld(Id’ 0) y L(I(O, Iq) N qu(O, Iq) and ]qu(ld,()).

3. Use the cross-magnetization model of equations (3.12-3.20), and include the sat-
uration effect of cach inductance and the dependence of them on both currents
Id and Iq: Ld(Id’ 0) ; Lq([d.fq), A[(lq(]d’ Iq) and qud(fd,()).

4. The FEA model; the torque is calculated directly from FEA.
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Figure 3.13: Self Inductance calculation Lq(i, iq)

The cases described above were used to calculate the total torque Figure 3.15.
This figure shows the calculated torque as a function of the current space vector angle.
The most accurate torque calculation is the one produced by FEA analysis, and the
torque error is calculated with respect to the value of FEA. The model presented in
the numeral 1 has an error of about 15% for a current space vector angle of 900. The
model described in the numeral 2 has an error of 15% at maximum torque, while the

proposed model in item 4 has a maximum error less than 2%.

The torque calculation shows the accuracy of the methodology to determine the

model parameters. After validating the results it is possible to accurately decompose
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Figure 3.14: Mutual Inductance calculation qu(i d>iq)

this torque in: PM torque, reluctance and cross magnetization. This decomposition

gives the tool to redesign and optimize the machine according to the requirements.

Figure 3.16 shows that different stators can achieve different torque components.
For example with 4SPP it is possible to achieve more PM torque and reluctance
torque, however due to the cross magnetization the total torque is reduced. For the
configuration of HSPP, the reluctance torque is the smallest, however the total torque

is not negligible compared with the other stator configurations.

Finally, after selecting the maximum voltage of the power supply the field weaken-

ing profile is calculated. Figure 3.17 presents the field weakening curves for maximum
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Figure 3.15: Torque calculation including cross saturation

torque per ampere; it shows that although the configuration of 4 SPP has the highest
maximum torque it has lower field weakening range and lower maximum speed com-
pared with 1SPP and 2SPP. Although the configuration of HSPP has the maximum
inductance Lj and hence more capability to weaken the rotor flux linkages, the ficld

weakening range is limited because it has the lower maximum torque.

3.4.3 Experimental Model Calculation

The cross saturated model parameters were calculated for an IPMSM with the pro-

cedure described in the previous sections. The experimental setup is shown and
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described in Apendix A, for reference, the schematic of the experimental setup is
shown in Figure 3.18. Experimental calculation of the flux linkages requires the mea-

surement or estimation of the induced voltage.

Power
RT linux controller + FPGA _|  supply
(Controller) " +
T Labview |=
[) Control 44 € | Controller i
Ve Signals . P Encoder )
\AA bs lcs e
w
Zg AR m
AKK

/j7 4
\

. Torque-meter /J7
PMAC motor

Inverter

Dvnamometer Tachometer

PMDC motor
Figure 3.18: Schematic of the experimental setup

The initial approach was to consider that the commanded voltage is equal to the
machine’s terminal voltages. This commanded voltages were used calculate the flux
linkages as shown in Figure 3.19. Figure 3.19-a shows a significant dependence of A
on ig. In Figure 3.19-b it is shown that Aq changes with i; when iq = 04, which can
not be explained by the cross saturation modei.

The second approach uses the procedure described in [12], where a low pass filter
and a data acquisition system sampling with a sampling frequency of 10 times the
switching frequency where used to record the voltage signals. The calculated flux
linkages using this method are shown in Figure 3.20.

The results of Figure 3.19 and Figure 3.20 have significant difference caused by
the dead time, that is, the commanded voltage is different to the filtered-measured

voltage. Let us consider the three phase inverter presented in Figure . To determine
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Figure 3.20: Calculated experimental Flux linkages using Vimes

the dead time effect in the machine voltage, the voltage in one phase leg is analyzed,
Figure -b. The ideal switching commands are shown in Figure -a. The ideal pulses
need to be modified to provide dead time to avoid a short circuit in the phase leg,
Figure -b. During the dead time, the phase voltage is not zero, because due to the
current, the diodes conduct during this time connecting the phase terminal either to
Vdc/2 or to —Vdc/2. By neglecting the on time and off time of the switches and
diodes it is possible to determine the increment or decrement in the phase voltage,

Figures -c and -d.
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Figure 3.21: Three phase Inverter

The increment the three phases voltages due to the three phase currets is calcu-

lated as follows:

Avg = _%Y%Q [2sign(ia) — sign(ip) — QSig‘n(ic)]
Avy = _T;leﬁ‘—/%c [2sign(ib) — sign(iq) — 2sz'gn(z'c)] (3.27)
Ave = — " YQ-Q [2sign(ic) — sign(iq) — 2sign(ib)]

where Ty is the period associated to the switching frequency and T} is the dead time
and Vj, is the DC-link voltage. vg , vy and vZ are the commanded voltages. These
differences produces that the commanded voltage differ from the machine terminal
voltages. Dead time compensation were used to reduce the error difference between
both commanded and measured voltages. Several approaches have been proposed to

compensate for dead time [13, 14, 15, where dead time, on-time off-time of the power
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Figure 3.22: Switching pattern and actual voltage in the machine

devices and their associated drop-off voltage where included to corrected to for this

effect.

A simple approach is used here to correct for dead time. The drop of voltage in
the power electronics devices and the associated on and off times were neglected. The

commanded voltages were corrected as follows:

I, V o _— _
Vg INV = V4 + de——lg—Q 2sign(ia) — sign(ip) — 2sign(ic)]
VY [NV = vb + _Td__lg_Q [2sign(iy) — sign(ia) — 2sign(ic)] (3.28)
Ve [NV = V¢ + ?_Td__%Q 2sign(ic) — sign(ia) — 2sign(ip)]
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where v, _1nv, vp_ Ny and vy_g NV are the voltage used to calculate the
switching times in the inverters. v} , vg‘ and v} are the output voltages of the PI
current controllers that are used to calculate the flux linkages. The calculated flux

linkages with dead time compensation are presented in Figure 3.23.
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Figure 3.23: Calculated Flux linkages using V* and dead time compensation

A better agreement was obtained between the calculated flux linkages of Figure
3.20 and Figure 3.23. Phase voltages where compared and the maximum error is less
than 5% and the maximum phase shift was about 3 electrical degrees. The previous
analysis verified the accuracy of the proposed approach for dead time compensation.
The flux linkages shows the effect of cross saturation, where, the direct axis flux
linkages changes with the quadrature axis current. Taking into account the cross sat-
uration effect and dead time compensation, the parameters calculated for an IPMSM
prototype are shown in Figures 3.24.

In addition to the cross saturated model complexity, the iron losses were included
in the torque equation by subtracting a torque component due to the iron loss from
the electrical torque. This component is proportional to the speed with a slope of
k;_1pss s described By Senjyu et al. [16], however, the dependence of the iron

losses on the stator current was neglected here. The iron loss coefficient of the motor
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isk;_1yss = 0.0013 Nms. The remaining parameters of the motor drive are presented

in Table 3.1.

Table 3.1: Machine parameters

Parameter Value | Units

Number of pole pairs 2
Stator resistance 0.4 Q
Rotor flux linkages 4652 Wb
Rated peak voltage per phase 120 1%
Rated peak current 20 - A
Rotor inertia Jm 0.1938 kgm2
Viscous friction coefficient By, | 0.0043 | Nms
Iron loss coefficient ki— loss 0.0013 | Nms
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Chapter 4

Trajectory Optimization for the

Operation of Traction Motors

Motor efficiency and hence the motor controller performance depend on the model ac-
curacy used for the controller design. In high power and high power density machines
saturation and cross saturation significantly affects the flux linkages and torque; in
the same manner current commands calculated from the cross saturated model differs
significantly from those calculated using the classical two-axis model with constant
inductances. Here the cross-saturated model [9, 17, 11] of the IPMSM was used for

the algorithm design.

Several approaches have been developed to design the speed, torque and current
controllers for PMSM. Jeong et al. [18], Shinn-Ming et al. [19] and Cheol et al.
[20] calculated the optimized currents commands for torque control, however, cross
saturation was not considered and the trajectory calculation for the speed control
was not analyzed. In [21] the online calculated current commands depend on.the
predefined motor losses; this control scheme allows the operation of the motor with
fixed losses for a wide range of speed, but cross saturation was neglected. Molavi

et al. [22], Mademlis et al. [23] and Cavallaro et al. [24] designed optimal speed
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controls without including the saturation effect in the inductances. In [22] the current
commands were calculated using a suboptimal controller by considering the motor as a
linear system with constant parameters. In [23, 24] a current controller with minimal

losses was presented but the speed control was not analyzed or optimized.

Panahi et al. [25], Schlemmer et al. [26] and Choi et al. [27] presented optimal
time trajectory references calculation, where motor losses were not optimized. In
[25] a simpler algorithm is presented in order to apply it in a low cost controller. In
(26, 27] the limitations of the actuator were included to get better accuracy. Nifio et
al. [28] presented an optimal speed controller of an IPMSM, however the iron losses

were neglected and the details for an on-line implementation were not presented.

The contributions presented in this chapter are to develop an algorithm to calcu-
late the speed command for the speed controller and an approximation to the optimal
controller command to be used in real time. The speed command is calculated by a
trajectory optimization. This trajectory has to achieve a predefined speed in a fixed
time, minimizes energy losses and keeps good dynamic performance of the drive. The
cross saturation effect was included to improve the solution accuracy, where the al-
gorithm and modeling complexity are justified for high power density machines like

the motor prototype presented in this thesis.

The optimization presented in this chapter, to determine a trajectory for the speed
controller of the traction motors in a series HEV, was developed in two stages. In
the first stage the optimal currents Is and I; are determined to operate the machine
at a specified torque and speed point with minimum losses. In the second stage the

optimal trajectory, between two torque and speed points, is determined.
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4.1 Problem Description

The optimization problem presented in this chapter results in the calculation of the
speed reference for the controller of the traction motors in a series HEV as shown in
Figure 4.1. In Series HEV the speed command for the traction motor is given by the
main controller, and the transition from one operation point to another is decided by
the motor controller. The optimization goal is to produce a transition between two

operation points efficiently, that is minimizing the motor losses.

Supervisory Control
A A A
A
DC converter
. Generator
Engine + Inverter and energy
T storage

Figure 4.1: Series HEV configuration

The subsystem of traction motor and the wheels are simulated by the motor de-
scribed in section 3.4.3 and a dynamometer was used to simulate the load (equivalent
inertia of the vehicle and the additional torque due to the grade). The experimental

setup is the same as shown Figure 3.18 and its details are described in Apendix A.

4.2 Maximum Torque Calculation

The calculation of the optimal currents commands was developed by the numerical

inversion of the model shown in equations (3.12-3.20). In order to invert the model,
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a control strategy should be defined; the control strategy was based on the maximum
efficiency operation of the motor. The algorithm used to calculate the current com-
mands I; and I that operates the PMSM at a specific torque and speed point with

minimum losses is presented below.

1. The system of equations (3.12) to (3.20) is solved to determine the relationship
between torque and speed with stator current components. The fist part re-
quires to calculate the torque from known values of stator current components
I; and Ig. It is unfeasible to analyze all operation points of the motor, a repre-
sentative combinations of I; and I4 where analyzed. For simplicity the torque
is evaluated in the points located in a mesh of Is and § (that is equivalent to
evaluate combinations of /; and Iy). The points in the mesh are equally spaced
in Is in a range from Is = 0 to Is = Imazx and equally spaced in § for a range

from 6 = 900 to 6 = 1800.

2. The torque is evaluated for a selected value of I, the angle of the Current Space
Vector (CSV) ‘4’ is varied from 909 to 1800 and the machine output torque is
calculated. As an example, two typical curves of the torque as a function of ¢ are
shown in Figure 4.2 for stator current values of I's = Imqz and Is = Imazx /2.
For the selected stator current Ig, the angle ag(Is) for maximum torque was
calculated, in this case ag(Imaz) = 1289 and ag(Imaz/2) = 1160. Below the
corner speed, the machine was operated at maximum torque per ampere, hence

from zero to the corner speed the current CSV angle is equal to d = af.

3. The corner speed was calculated by solving equations (3.12-3.16) in ‘steady
state’. The unknown values of V;, Vi and we are calculated from the motor
model and with the known values of vs = Vg_sq2 (that is the maximum
available voltage produced by the inverter) and the stator current components

I; and Ig (calculated from the selected current Is and its angle for maximum
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torque per ampere = o). For the example presented above and for ig =

Imaz, the calculated corner speed is 630 r/min.

. Above the corner speed the machine operates at the maximum voltage of the
inverter (not at maximum torque per ampere), and the angle of the current
space vector was increased. The CSV angle is increased in fixed steps, from
d=apgtod = 180Y. For the sets of I d» Iq (generated by changing  and for the
selected IS) and Vs, equations (3.14), (3.15) and (3.16) were solved for V;, Vg

and wm.

. The previous steps allow us to determine the relation between the angle of the
current space vector d and the speed, hence the relation between torque and
speed was established. Figure 4.2 was modified and the horizontal axis was

changed to speed, as shown in Figure 4.3.

. The torque calculation described above did not include the iron losses. To
account for them, the torque at every speed was decreased by the torque loss
due to the iron losses. Figure 4.4 shows the corrected curve. For the machine
presented in section 3.4.3 the iron losses were not significant within the speed
range, this is why Figure 4.3 is similar Fig. 4.4. The procedure described in the
previous items is used to determine the relation between: 7e and wm with I

and Ig.
. The previous process was repeated for Is from Iymgzr to zero. With the cal-

culated values it was possible to create maps of is and ¢y as shown in Figure

4.5.
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4.3 Optimal Trajectory Calculation for the Oper-

ation of Traction Motors

The second stage of the work address the speed reference calculation by a numerical
optimization. The trajectory calculation problem presented in section 4.1 uses the

currents commands calculated in section 4.2 to determine the speed reference. The
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trajectory was calculated by minimizing a cost function, this minimization was donee
by a numerical constrained optimization, based on the steepest descent method [29)].
Trade of between losses minimization and high dynamic performance is the criteria

used to determine the trajectory.

4.3.1 General Trajectory Optimization Algorithm

In this subsection, a general minimization problem is presented and the necessary
conditions are shown. The performance cost J is a function of the input u(t), the

state variables x(t), the initial time t;, and final time ¢ f:

t
f
J = f(xttp).ts) +/g((t),u(t),t)dt, (4.1)

t;

where f is a function that depends of the state variables at the final time and g is

a function that depends on the inputs, outputs, and time. The state equation (4.2)

describes the dynamics of the system.
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with the initial condition

(ty) = 44 (4.3)

To minimize the cost function, the control functions u(t) have to be determined.
The minimization method used is the minimal principle as described by Athans and
Falb [30]. The calculation of the control function with the minimal principle method
requires the calculation of the Hamiltonian shown in equation (4.4). From the Hamil-
tonian, the differential equations used calculate costate function P(t) and the bound-
ary conditions are determined. Finally, by solving the state and the costate equations,

the control function is calculated. The Hamiltonian, H, is defined as:

H (x(t), u(t), P(t)) = g (x(t), u(t)) + P(t)a (x(t), u(t)) (4.4)

The costate function has to satisfy:

M (x(t). u(t))

P(t) = 2(0) (1.5)
with the boundary condition:
of (L(tf))

Besides satisfying the previous equations, the system has to satisfy the following

necessary condition:
OH(x(t), u(t), P(1))
Ou(t)

0= (4.7)
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4.3.2 Continuous Time Trajectory Optimization of the Trac-

tion Motor System Controller

The general algorithin for trajectory optimnization in subsection 4.3.1 was applied to
the calculation of torque and speed references for the traction motor. Initial and
reference speed, load torque and final time are assumed to be known before the
optimization starts. The performance measure function ‘J’ was designed to give
a tradeoff between dynamic performance of the drive and the motor losses. The

performance measure function, also called cost function, is shown below:

t
f
J = f(u}'nl(tf), tf) + /g (W}n, is, t)(lt
t;
= ho(wm(ts) = wpe f)? (1.8)
tf 2 3
+ / (hl ((J.)rn - w,.ef) + }LQ (iRZSQ + Al“lOSbu’?H))dt
t.

1

where h( is the weight used to lead the algorithm to reach the final speed, hj is the
weight for the time required to reach the reference speed, and hg is the weight of the
motor losses. The sclection of these gains leads to a tradeoff between dynamic speed
response of the controller and energy losses. The mechanical equation that describes

the dynamics of the motor and the load is shown below:

Owm

J’ﬂ'), ot

= 7e (is,wm) — Tl — Bipwm (4.9)

where Jm is the inertia of the system, 7) is the load torque and Byp is the viscous

friction coefficient. The mechanical systemn can be rearranged as:
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3wm

ot

= a(wm, is,t)

. 4.10
_ Te (15, wrn) Tl Bmwm ( )

Jm Jm Jm

with the state z(t) =wy and the control input u(t)= is(t). The nonlinear relation
between 7, wm and is was established in 4.3, where the information presented in
Figure 4.5 was stored in lookup tables. The value of is (wm.7e) is calculated by

using a bilinear interpolation described in the next subsection.

Equations (4.8 to 4.10) were used to create the Hamiltonian:

. 2 3,
H (13, P, wm) = hl (w7n - w,,.ef) + h2 <§R132 + ki—lOSSw'?’)')

4.11
+ P(t) (_Ti__Tl__Bmwm) (1
Jn  Im Jm

The costate function is rewritten as:

P = —2h)(wm - c"ref) = 2hoki_josswWm — T (é)wm - Bm> (4.12)
with the boundary condition:
0 = 2hoRi +P(t)( 1 dre (4.11)
= 1¢ _ B
2 Jm, Ois

4.3.3 Numerical Optimization

The continuous time optimization problem of subsection 4.3.2 was solved numerically.

State and costate equations have to be solved in discrete time and the calculation of
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the control input have to be done iteratively.
First we rewrite the state equation in discrete time as:

11 1 7 :
it w T o
i+l _ Ay € ( 8 m) l Bmwpy o

" '. 1.15
m T Im " Jm m (1.15)

where At is the sampling time, and 7 is the samnple number. The control input ig is
related with Te in a nonlinear form. To determine 7e for a given value of ig and wim a
bilinear interpolation can be used. Figure 4.6 shows a representative grid of the data

stored as a lookup table, equation (4.16) is used to determine 7, (ig, wy,)

lsl Te ( s ’a)m)
i +

s
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Figure 4.6: Bilinear interpolation

. - (sl’ “ml1
Te (i, Wm) = T AL Do Awm
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)i,
re (i m)
relisyma)
).

. ) (wmQ - w,n_)

2431) ("Jm? - wm)

?’SA“”” (4.16)
ts1'%“m2 )

AigAwm zs) (“"m - wml)

( ts20Wm2

AzsAwm Sl) (wm_ - wml)

with Awm = wy9 —wy,1 and Aig = igg — i s1- The costate and its final condition
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equation in discrete time are given by:

. . . pl 37‘i .
pPl= —2h1(w.fn - “"‘ref) - 2h2ki—lossw;n - ,]_,,; <6w - Bm) At + P
m
(4.17)
Nt
Prif = 2hglm™d — ) (4.18)

where the partial derivative can be calculated as follows:

i i
L Te (z W ) ( , ) . ., .
TZS (ils,wz ) = 52 ml. 's1 ml (ls — zgl) + Té (i2 w? )

ml i s1>¥ml
ts2 T 1

i (4 i Te (152’wm2) —Te (Zsl’wmQ) i if i
Te (’s"-" ) ~ ' (18 - "sl) + e ( ) Eie m2)

m2

4l
52 7 ksl
ort (Swh) 7 (i) — 7t (ol
Owin Awm
(4.19)
Equation (4.14)becomes:
i (1 o7

0=2hgRis + P' | ——= 4.20
24t (JTVL alé ( )
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where the partial derivative can be calculated as follows:

() 1 I 2 VB
(i i) (51:in2) = 7 (1) i N (i

Te \ls1"%m ) = 7 F; “rn ~ Wmnl Te \'s1:“m1
“m2 ~ ¢

ml

i T\ o
Te (232"*""1,) = ; :
W o — W
m2 ml
i1, 0 [ i 1
Ote (%‘*“’I”) Te (lsgswm) —Te (lslvwm)
dwin Dig

Te (zSQ’w'HLQ) Te (132’wml) i i i(4 1
- Win = W1 ) +7e (4s2:“m1

(4.21)

The steepest descent method was chosen to solve the optimization problem. The
control function is calculated iteratively, which leads to the iterative minimization
of the performance measure function. The steepest descent method [29] is used to
calculate the control function iteratively. The control input is updated every iteration,

equation (4.14) is modified to create an update for u(t) as follows:

TSRy oH(E, PLwm)
ts =ts T Tudap il
9t . (4.22)
1, 3l (1 o1
=1 + Tadap (2h2st + Pt (m-a—z—?l
ts
1+1

where [ is the iteration number and 7, is the adaptation step. The value of i

wdap
can be greater than the maximum allowed, a basic saturation is used to limit ig. The
general algorithm flowchart do determine the speed reference is presented in Figure

4.7.
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4.4 Simulated and Experimental Results

4.4.1 Simulation Results

The proposed algorithm was tested for three sets of weights h(), h, and hg to demon-
strate the performance of the algorithm. The selection criteria for the weights was a
tradeoff between the speed response of the controller and the energy losses. The sets
of weights are shown in table 4.1. The final time selected was t f= 6s, the initial
speed was wyn(t;) = 500 r/min, the reference speed was wyp (t f) = 1200 r/min, and

a load torque was 7)(t) = 17TNm.

Table 4.1: Weight sets hg hy ho

Set Number ho | M ho

Set 1 20000 | 50 | 2000
Set 2 20000 | 100 | 1333
Set 3 20000 | 400 | 333

First the convergence of the algorithin was investigated. Figure 4.8 shows how
the cost changes with the number of the iterations. The rate of convergence of the
speed depends on the adaptation step Tadap and the initial guess of the trajectory.
This initial trajectory was a straight line between the initial and final points, however
a more refined approach can be used to reduce the number of iterations required to
reach the minimum, as will be presented in the next section.

Figure 4.9 presents the trajectories resulting from the optimization algorithm for
the three sets of weights. For illustration the trajectories were plotted over the contour
curves of equal current is. Figures 4.10, 4.11 and 4.12 show the change of the speed
wmn, torque Te and current ig as functions of time.

The energy losses are 524J , 698J and 924J for sets 1, 2 and 3 respectively. These
results show that although all trajectories reach the final speed in the specified final

time, different trajectories have different energy losses, e.g. trajectory 3 has 60% more
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energy losses than trajectory 1.

Figure 4.13 shows the proposed control scheme, where the trajectory resulting

from the optimization process is used as a reference for the feedback controller.

4.4.2 Real Time Optimization

The optimization discussed so far cannot be easily implemented in real time, due to
the long computational time required and the difficulty to the backward calculation
of the costate function. A modification is discussed hicre to calculate the trajectory.

After the off-line minimization, an approximation to the trajectory was made by cre-
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ating a continuous function consisting of three sections. The functions were calculated
by developing the optimization process for different sets of ¢ frwm (t,j), wm (t f) and
7; and by making a curve fitting over the resulting data. The three sets of gains pre-

sented in the previous sections were further analyzed in order to verify the accuracy
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Figure 4.10: Simulated trajectories
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Figure 4.12: Simulated current is

of the approximated analytic function that models the optimal trajectory.

Figure 4.11 shows the torque trajectory as function of the time; this trajectory
can be approximated by a sequence of three functions: The first is an exponentially
decaying function, the second is a constant, and the third one is a exponentially
increasing function. The cocfficients depend on the initial and final speed, the final

time and the final torque. The optimal trajectory calculation presented in the previous
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section for t f> 5 s shows that the sum of the time of the two exponential functions
is almost constant, which make the analysis for ¢ f> 5s simpler than for ¢ f< 5s. As
shown in Figure 4.11 for ¢ f> 5s, the duration of the second segment is equal to the

difference between final time and 5s.

The general form of the functions are shown in equations (4.23),(4.24),(4.25) and

(4.26).
Te_l(t) for 0<t<ty

Te(t) = To_9(t) for t; <t<ty (4.23)

Te—3(t) for tg <t< tf

Te—1(t) = (kll + k12 (wm (tf) - (ti))) e~ k13t

+kig*m

(4.24)

Te_Q(t) = k21 * 7 (4.25)
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Te—3(t) = (’»‘31 + k3 (wm (tf) — wm (ti)>) eTk3st

(4.26)
+ (k34 * 7] + k3g (wm (tf) —wm (ft)))

where 1 = 3.5s, and tf — t9 = 1.5s. This means that the approximation is valid for
t f> 5s. The constants of each function were calculated for a fixed set of weights of
the cost function, i.e. for each set of weights of the cost function (hq), hq, ho) there is
a different sct of gains ki, j Table 4.2 shows the calculated parameters for the three

sets of weights analyzed in the previous sections.

Table 4.2: Constants for on-line optimization approximation for t f> 5s

Functions Set

parameters number
ki,j Set 1 Set 2 Set 3
k11 3.39 2.825 -2.61
k19 .02158 .028125 .088
k13 1.3 14 3
k14 982 1 1.012
ko 1.012 1.012 1.03
k31 -0.11667 | -0.11667 | -0.11667
k3o 1.1667e-3 | 1.1667e-3 | 1.1667e-3
k33 1.79 1 .9
k34 1.025 1.025 1.025
ks -1.1667e-3 | -1.1667e-3 | -1.1667e-3

The approximate trajectories were evaluated for representative points with differ-
ent initial and final torque-speed points and different final times. These representative
trajectories were computed for each set of weights (hq, k1, ho) described in the pre-

vious sections. The error in the cost function was calculated by using equation (4.27)

J <wm(tf),wm,i3) -J (wm(tf),wfn,i;f)

J (wm(tf), tf,wm, is)

error = * 100 (4.27)
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where ‘J’ is defined in equation (4.8) and wy), is calculated by using the approximated
torque of equation (4.23) and solving the differential equation (4.10); ‘7§’ is calculated
by using the relation described in subsection 4.3 between ‘i’ and ‘7¢°.

Table 4.3 summarizes the results where optimal and suboptimal trajectory are

compared in terms of the cost function error.

Table 4.3: Error in the cost function for ¢ f >5s

Gain Set number

Cost function error % | Set 1 | Set 2 | Set 3
Minimum 094 | 047 3.33
Maximum 17.17 | 12.25 | 30.88
Mean 6.55 | 5.21 | 10.97

For t f < 5s the approximation is more complex and the time intervals t1, and
t f —to are not constant, moreover the function parameters are different than for ¢ >
5s. The torque curve is composed by three functions as described in equation (4.23)
and the time intervals are given in table 4.4. For ¢ f different than the values presented
in table 4.4 a linear interpolation was used to determine the time intervals. The
segments are again two exponentials and one straight line as shown in equations (4.24),
(4.25), and (4.26), however the cocflicients are slightly different, and are summarized

in table 4.5.

Table 4.4: Time intervals for ¢ f < 58

Final time | Time intervals
tf 131 to
1(s) 1 0
20s) |14 0
3(s) 14 8
4(s) 1.7 1.5

The performance of the approximation was evaluated. A summary of the analysis

in presented in table 4.6.
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Table 4.5: Constants for on-line optimization approximation for ¢ f< 5

Functions Set

parameters number
ki,j Set 1 Set 2 Set 3
kll -1.25 -1.75 3.8
k19 .0375 .0525 .0756
k13 1.5 2.3 3
k14 1.02 1.05 97
ko1 1.01 1.02 1.03
k31 -0.035 | -0.11667 | -0.11667
k3o 1.05e-3 | 1.1667e-3 | 1.1667e-3
ka3 2.8 1.6 .9
k34 1.06 1.048 1.0186
k3s -1.75e-3 | -1.1667e-3 | -1.1667e-3

Table 4.6: Error in the cost function for ¢ f< 5(s)

Gain Set number

Cost function error % | Set 1 | Set 2 | Set 3
Minimum 1428 | 19254 | 0.01
Maximum 27.38 | 17.41 | 14.18
Mean 10.87 | 7.35| 4.83

The approximate function can also be used as an initial guess fot the optimization.
The cases presented in the previous section, were further analyzed and the online
approximation was used as an initial guess for the trajectory. The minimum value of
the cost function is assumed to be the value after 1000 iterations.

The effect of the initial guess on the number of iterations was also considered.
Two cases were evaluated: a straight line that connects initial and final torque-speed
points, and the proposed curve approximation. The criterion to end the trajectory
optimization was that the the cost function is within an error of 2% of the minimum
value. Table 4.7 summarizes the results.

From the previous results it is clear that the use of the approximation curve as
initial guess for the iterative optimization reduces the number of iterations required

to achieve the optimal trajectory to about half.
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Table 4.7: Maximum number of iterations

Cases analyzed Set number

Initial guess Set 1 | Set 2 | Set 3
Linear trajectory 440 | 576 | 421
Approximated curve | 132 | 179 78

4.4.3 Experimental Setup

The proposed algorithm was tested experimentally. The experimental setup is shown
and described in Apendix A, for reference, the schematic of the experimental setup
is shown in Figure 4.14. The speed from the optimization algorithm were used as
reference for the controller, as shown in Figure 4.13. Any trajectory can be selected
to validate the simulated results; the selected trajectory is the one corresponding to
the weight set 3. The dynamometer was used as a load with constant torque. The
experimental results are presented in Figures 4.15, 4.16 and 4.17 and the experimental
motor energy losses are 875.5J. Experimental results show a good agreement with

the simulated values. The error in the energy losses was about 5.4%.

Power
RT linux controller + FPGA supply
(Controller) - + -
T Labview |
] Control 41 ¢ | Controller | ;
|4 Encoder i
DC Oo——-
(0]
AEE m
AEA '
A7 | ST
Inverter /J/ Torque-meter gun
PMAC motor Dynamometer Tachometer
PMDC motor

Figure 4.14: Experiment setup
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Chapter 5

Trajectory Optimization for

Engine-Generator Operation of a

Series Hybrid Electric Vehicle

This chapter presents a methodology of calculating the optimal torque and speed
commands for the engine-generator system of a series Hybrid Electric Vehicle (HEV).
In series HEVs the engine-generator subsystem provides electrical energy to the DC
link. This chapter proposes an optimal control strategy of the engine-generator sub-
system to generate a desired amount of energy within a given period of time. The
optimization algorithm based on trajectory optimization determines the torque and
speed reference signals for the engine-generator subsystem that achieve maximum
efficiency with the desired energv. A simplified version of the controller is also pre-
sented for online implementation. The proposed control strategy is compared with
non-optimized control techniques and simulation results show the improvements in

energy efficiency.
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5.1 Introduction

Series configuration is often used for high power hybrid electric vehicles [31], where
the internal combustion engine converts the fuel energy into mechanical, and the gen-
erator converts the mechanical energy into electricity. The electrical energy is either
stored in the batteries or consumed by the traction motors [32]. Several control strate-
gies have been proposed to optimize the fuel consumption in electric vehicles [33, 34].
These include global optimization (such as linear programming, control theory, dy-
namic programming and stochastic digital programming), and online optimization
(equivalent fuel consumption, robust control, fuzzy logic and optimal predictive con-

trol).

The hybrid vehicle supervisory control system optimizes the engine-generator op-
eration as a single DC source [35, 36, 37] at steady state, while the transient operation
is usually neglected. The torque and speed references for the engine-generator result
from the optimization of the overall system; the supervisory controller takes into ac-
count the cfficiency of the devices that comprise the traction system and determines

the power distribution of each subsystem [38].

Similar considerations with respect to the generator-engine subsystem were made
for the power distribution in series Hybrid Electrical Vehicle (HEV) [39]; the opti-
mization algorithin used there was dynamic programming. The objective function
was designed to minimize the energy losses over a driving cycle, while achieving the
wheel speed requirements. The power distribution algorithm did not consider the
subsystem limitations such as torque and speed, and the mechanical system dynam-
ics were neglected. Simulation results showed the power distribution and the fuel

consumption.

Ceraolo et al. [40] proposed a methodology that optimized the operation of the

engine-generator subsystem. The subsystem torque and speed were determined by

71



the requested power for a certain period, and the optimization scheme found the
optimal operational speed and load conditions that provide the desired power with
maximum efficiency. The resulting speed and torque were used as references for
the engine and generator controllers. This optimization process does not consider
the operational efficiency during the transition between two operational conditions,
which is not necessary optimal.

This chapter presents an optimal control strategy of the engine-generator subsys-
tem. Starting from a requested electrical energy to be delivered from the generator
in a given time interval, the trajectory optimization scheme determines the optimal
torque and speed references required to satisfy this request with minimal energy loss.
The advantage of this optimization is that it is based on the fact that the power
provided by the engine-generator subsystem is not constant.

The chapter is organized as follows: section 5.2 presents the optimization problem
and the engine-generator efficiency maps. Section 5.3 describes the trajectory opti-
mization scheme. The minimization problem is described in continuous time domain
and the problem is solved using numerical optimization in discrete time. Simulation
results of the proposed trajectory optimization are presented. Section 5.4 presents an
approximation to the optimal trajectory. Section 5.5 shows the resulting efficiency

and compared it to that of non-optimized control techniques.

5.2 System Description

The optimization problem presented in this chapter results in the calculation of the
torque and speed references for the engine-generator subsystem. In series HEVs the
system of engine and generator is shown in Figure 5.1. The goal of the optimization
is to produce the requested electrical energy at the generator terminals in a given

period of time, while minimizing the energy losses.

72



Supervisory Control

A y
Wheel
y y |
11 DC converter |— Traction
. Generator
Engine + Inverter and energy motor+
1 storage — inverter
[T
Wheel

Figure 5.1: Series HEV configuration

The method was applied to a specific engine-gencerator system. The efficiency
maps for the engine and the generator of this system are shown in Figure 5.2 and
Figure 5.3 respectively. Figure 5.2 shows the efficiency map of a 6 cylinder Cummings
engine rated at 194 kW. Figure 5.3 shows the efficiency map of an IPMSM rated
130kW connected to an inverter. Engine and generator efficiency maps presented
are for the useful speed range of 1100 — 2200 r/min; the torque range as a function
of speed is presented by solid bold lines. Subsystem loses are calculated for each
operational condition based upon these two efficiency maps. Inertia and viscous

friction coefficient of the system are also used for the loss calculation.

5.3 Trajectory Optimization

This section describes the trajectory optimization. The trajectory, consisting of the
points in time of torque and speed, was calculated by minimizing a cost function. The
numerical constrained optimization used was based on the steepest descent method
[29]. The general minimization problem and its necessary conditions were presented

in subsection 4.3.1.
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Figure 5.3: Generator efficiency map contours
5.3.1 Trajectory Optimization for the Operation of Engine-
generator System
The general algorithm for trajectory optimization in subsection 4.3.1 was applied to

the calculation of torque and speed references for the engine-generator subsystem. Ini-

tial speed and final command time are assumed to be known before the optimization
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starts. The final energy can be obtained by modifying the supervisory control system
to provide energy instead of torque and speed. The performance measure function,
J, was designed so that its minimization allows to reach the desired final energy and

minimize the energy losses. The performance measure function here becomes:

2 ;)2
J=h (WGEN ~ Wre f) +ha(Wipss) (5.1)

where hy is the weight used to lead the algorithm to reach the desired final energy,
and hg is the weight used to minimize the energy losses in the system. W, f and
W EN are reference and the output energy of the generator and W), is the energy
loss of the overall system. The equations that describe the dynamics of the system

are:

ow
Jm 6tm = TENG ~ "GEN — Bmwm (5.2)
OWGEN
o~ TGENYmIGEN (5.3)
aullosw
— =T wm (1 -7 )
Bt GENwm (1= 1GEN 5.0
+7png wm (Vngng —1) + Bmw?,
with the initial conditions:
win (t;) = wm_t0, WgEN (t;) =0, Wj,es (ti) =0 (5.5)

where Jp is the inertia of the system, wyn is the mechanical speed, Tp G is the

engine torque at the shaft, 7 v is the counter torque of the generator and B is
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the viscous friction coefficient. np G and ng gy are the efficiencies of engine and

and generator respectively. The state equations (5.2) to (5.5) are rearranged as:

al
dx(t)
o | *2
a3
_TENG _TGEN _ Bmwm
e Jm JIm Jm (5.6)

49 = TGENYmMIGEN
a3 = Bmwin, + 1¢ENwm (1 - 1GEN)

+17Encwm (U/ngEnGg — 1)

with the state x(t) =[wm, WgE N, "Vloss]T and the control input u(t)= [TaE N> TENG]T

The Hamiltonian is:

H=h (WGEN ~Wie f)2
aj

5 T (5.7)
+ }I'Q(L‘/’loss) + P(t) a9

a3

The costate function is calculated by solving equation(5.8) with the final condition

(5.9):

du Jas  Oa

_ wm me wm

Pit)y=-1 o0 0 0 | P (5.8)
0 0 0
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8(1‘2 87) Erv
D, =TGEN'IGEN t TGEN®m aim‘
da3 INGEN
Owm, =TGEN (1 —NGEN — wm E + 2Bmwm
1 wm 81;ENG
TTENG |\ 1 o
0
Pry=| 201 (WGEN = Wref) (5.9)
2haWipss

Equation (2.7) becomes:

0
Fgna 0 pha |
0

0 P(t)
Jdao dag
9TGEN 9TGEN O9TGEN
Oy _ L
aTENG J'rn
Oag _ ( 1 | _TENG aﬂENG)
ITENG NENG "% v STENG
Omp __ 1 (5.10)
OTGEN J'rn
Oag ( on G’EN)
=wm | 7N + 7
TeEN GEN ¥TGEN 3o
Oay ( IGEN )
=wm|l-n e w—
ITGEN CEN = "CENGroEN

5.3.2 Numerical Optimization

Subsection 5.3.1 presented the continuous time optimization. This section presents

the solution of the problem in discrete time. Since the information of the engine
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losses and generator losses is usually given in lookup tables, this section presents a

procedure to implement the numerical differentiation required for some calculations.

First we rewrite equations (5.6) and (5.8) in discrete time as:

(“’;I_j_l “21 Win
z+1 = /) )
WGEN ay | AL+ | Whpn (5.11)
i+1 1 )
vvloss a3 Wloss ]
B4l .
—LA 1 —2—A —a3—At
. Owly Owty, .
Pl"l — Pl
0 1 0
0 0 1
aazi _ Bm
Owly Jm
au?) N ar]G
£ =7l mt T w! :
oy, GE N G'EN GEN m aw}n
daj  O1GEN i (512
Py r; = TGEN 1- ﬂGEN UJr” aw + QBmuJ"L
W m
; 1 wi 3771'
7 m ENG

"ENG "/113721\70 Qwin
where At is the sampling time, and i is the sample number. When the losses are stored

as lookup tables, the values of ni—; NG (w%.n, 7'% NG) and r)iG EN (w%.n, Té‘; E N) are

calculated using a bilinear interpolation summarized in equation(5.13):

W, T z—n(wljl) wHy — W) (T —T +-—~——(W2 Tl) w T — T
7 (w, 7) é,wATT)( 9 —w) (g —7) ,,(AwwATT) (w—wp)(rg—7) (5.13)
+ L2 (g —w) (=) + T2 () (7 - )



T n(r, )
/__,/"
-
(&
0 0 o,

Figure 5.4: Grid data example used to describe the bilinear interpolation

with Aw = wg —wy and A1 = 79 — 71. The values of 817iENG (w,in, T%NG) /Owin
and 8116 EN (w}.n, 'ré. E N) / Ow;n are calculated numerically in (5.14):

_n(wy,m) = n(wy, 1)

n(wy,7) = E—— (r—711) +n(wp,7)
Mg,y L2 IR T 0y g, my) (5.14)
-7
o (1) _ nlwnr) = nlwy,7)
Ow Aw

The control function is calculated iteratively, which leads to the iterative min-
imization of the performance measure function. The steepest descent method [29]
determines the updated value of the control function iteratively by modifying condi-

tion of equation (2.15):

OH(x(t), u(t)!, P(t))

I+1 !
u(t) o u(t)” - Tadap au(t)l

(5.15)

where [ is the iteration number and 7, is the adaptation constant that defines the

dap
convergence rate of the minimization algorithm. Equation (5.10) can be substituted

in (5.15) and discretized as (5.16).
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876 EN Jmn
dal . o
9 ENG
P =win (’7ENG +7GEN Py )
GEN "GEN
dd}, - : - on’
3 _ i GEN
o Ym (1 ~IGEN ~ TGENO 5 >
GEN "GEN

The values of 91} w.,iin, 7 / ort and 87}i wgn, 7t / ot
ENG ENG ENG GEN GEN GEN

are calculated numerically by equation (5.17):

n(wo,71) — 1wy, T1)(

n(w,77) = pr— w—wy)+ 1wy, 1)
_N(wo.m) =n(wy,m)
N (w, T9) = pr— (w=w1) +7n(wy,m2)
on(w,7) _nw.m)—nwr)
or AT (5.17)

The calculation of the updated control function equation (5.16) may produce
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values of TGEN % TENG outside the intervals 0 < TENG < TENC—max

and 0 < 7'815_1{, < Té}"lg]%/—max (wz) with 7 = 1.\ f In order to to keep them

41l il+1 il+1 (z)
w

within these intervals, saturation blocks were used, as shown in equations (5.18) and
(5.19). In addition, if (5.11) produces a value of w%:f 1 above the upper limit, TZLING
is decreased by Ko p N and TEZE N is increased by K pv- A similar procedure is
i

used if wy, © has a value below the lower limit, but in this case K gy is replaced

by —KggnN- Figure 5.5 summarizes the optimization algorithm.
) )
If TENG > TENG—max (‘*’m)
i — )
"ENG = TENG-max (“’m)
ENG =Y 1 TENG < TENG-min (¥n) (5.18)

T%NG = TENG-min (‘*’;n)

{ otherwise T%NG = T%NG

7

i :
I T6EN > TGEN-max (“’m)
i i
"GEN = "GEN —max (‘*’m)
z' _ . .
"GEN =\ If "6EN <TGEN—_min (“’%n) (5.19)

Té}EN = TGEN—min (“’;n)

| otherwise TéEN - Té’EN

If wh > wnax

-1 _ -1 -1 _ i1

"GEN = TGENYKGEN: TENG = TENGKENG (5.20)
If wp<wpin

—1 1 —1 i—1
TZGEN = TZGEN°KGEN ) TtENG = TENG““KENG
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Figure 5.5: Minimization algorithm
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5.3.3 Simulation Results

The proposed algorithm was applied for the operational conditions and parameters
specified in Table 5.1. The optimal trajectory was calculated iteratively; the cost
function was plotted against the iteration number for win(t;) = 1800 r/min, Figure

5.6. The calculated cost function of Figure 5.6 shows the convergence of the algorithm.

Table 5.1: Simulation parameters

Parameter Value Units
Required energy W,., f 4.5e5 | Joules
Maximum speed wmaz | 2200 | r/min
Minimum speed w,y,;p 1100 | r/min
Inertia Jm, 3.1 kng
Viscous cocflicient By, | 0.0043 Nms
hl 1000
h2 30
Sample time At 0.1
Final time t f 6
iterationmax 2000
Tadap 85e-012
17
o~
< 16.5F 1
e
x 16 | 4
-
S 155} .
°
5 15} 1
w
B 145} .
(@)
14+ :
0 100 200 300 400 500

Iteration number

Figure 5.6: Cost Function

The final calculated functions of control inputs 7 ENG and TGEN> and the outputs
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wm, WggN and W), . are presented in Figure 5.7, Figure 5.8, Figure 5.9, Figure
5.10 and Figure 5.11. The simulations show the results for two initial conditions
wm(t;) = 1100 r/min and wm(t;) = 1800 r/min. The speed was kept within the

predefined limits and the generator energy requirement was satisfied.

800 - T . . "
o m(to)=1100
® m(to)=1800
600 1
E
<
© 400 1
4
L
200 1
0 1 1 1 1 1 ]
0 1 2 3 4 5 6
Time (s)
Figure 5.7: Engine torque
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Figure 5.8: Generator torque

The torque and speed points of engine o and generator e were plotted over
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Figure 5.10: Generator output energy

the combined cfficiency contours of engine-gencrator subsystem in Figure 5.12 for
wm/(ti) = 1100. Engine and generator torque were kept within their limits, were the
combined maximum torque is presented by a solid bold line. The maximum combined
efficiency is n = 38.8% which corresponds to 7 = 690 Nm and w = 1800 r/min. This
means when the subsystem operates at its optimal condition, the maximum possible

efficiency is 38.8%. As shown in Figures 5.7 to 5.12 the subsystem moves to the point
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Figure 5.11: Total energy losses

of highest efficiency, and stays there until it satisfies the energy requirement. Then it
moves to a point with low torque and speed to minimize the losses in the remaining

time.
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Figure 5.12: Torque-speed points over combined cfficiency map contours: engine
points o and generator points e
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5.4 Appi'oximation to Optimal Trajectory

The previous section described the algorithm to determine the optimal trajectory
of the engine-generator subsystem. In this section an approximation to the opti-
mal trajectory is presented that can be used in real time. Three possible operation
modes were identified and a controller command for each one is proposed; these three

opcration modes are defined by the requested encrgy and time.

e Mode 1: Low energy requirement with enough time to produce it optimally.
This operation will be the most common operation. The subsystem has plenty
of time to reach the most efficient point P = 7x&, produce the requested energy,

and then go to a point with minimum speed and torque and hence low losses.

e Mode 2: High energy requirement with enough time to produce it. The system
has enough time to produce the requested energy, but not enough to produce it
by operating at the most efficient point. A point corresponding to higher power
with lower efficiency than the optimal is determined. The system will operate

at this point and keep there to produce the requested energy.

e Mode 3: Fast energy production. This operation will be the least common
operation, the system is required to produce energy in a short period of time.
Under this condition the energy optimization is not the most important criterion
to operate the subsystem. The system is free to speed up by imposing maximum
torque in engine and generator (when maximum engine torque is higher than

the generator torque).

5.4.1 Mode 1: Low Energy Requirement With Enough Time

This common operation mode is based entirely in the trajectory optimization results

presented in the previous section. Let us summarize the behavior of the optimization

87



as follows:

e The trajectory starts from initial speed, the subsystem speeds up until it reaches

the point of maximum cfficiency.

e The subsystem stays at this most efficient point to supply almost all the required

energy.
e The subsystem slows down to produce minimal losses.
e Torque of the generator follows the speed profile to produce the required energy.

e Torque of the engine is varied to allow the subsystem to speed up, keep the

system at the optimal point, and then slow down.

e Acceleration and deceleration times are kept constant, moreover torque and
speed trajectory during the transients are the same for different energy require-

ments and final time values.

These conditions were used to develop an approximation to the optimal trajec-
tory. For the system presented in the previous scction, the final time and energy

requirement should satisfy the following conditions:

1. ¢t f > 2 s: final time should be greater than the time required to accelerate from
any initial speed to the most efficient point plus the time required to decelerate

from the most efficient point to a point with minimum speed and torque.

2. W, f > 1e5 J: final energy should be greater than the energy produced during

the acceleration and deceleration described in the previous item.

3.t f2 (Whre i 2¢5)/P +1 s. This condition ensures that the system can provide
the energy while operating at the most efficient power point “p = 7", where

7 =690 Nm, & = 1800 r/min and P = 130 kW.
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When the previous conditions are satisfied, engine-generator speed and generator
torque can be approximated by trapezoidal functions as shown in Figures 5.7 to 5.9.
The trapezoidal function and its time dependence is shown in equation (5.21). A low

pass filter is used to smooth the trapezoidal function as shown in equation (5.22).

( ZTopt—T
0<t<t B
t1 <t<t z
Ttrap (1) = J 1="=" Zopt—T0 opt (5.21)
ty St<ty b (E—to) + Topy
L t3 Ststf Tmin
1
H(s)= —— (5.22)
kf,LZS'f'].

The time intervals and the gains for the trapezoidal functions and filters are sum-
marized in table 5.2. The block diagram of the approximated optimal trajectory is

shown in Figure 5.13.

Table 5.2: Parameters of the approximated optimal trajectory

Parameter Wye f(t) Tre f(t)
t1 03s 0.7s
W, %4

to—t] | 33+17 (—72%1 - 2.25) 3.1+17 (-2%%[ - 2.25)
t3 —to 09 s 0.7s

Topt 1800 r/min 690 Nm

Tomin 1100 r/min 0 Nm

kil 0.0429 0.0538

5.4.2 Mode 2: High Energy Requirement With Enough Time

This mode occurs when the first two conditions of Mode 1 of subsection 5.4.1 are
satisficd, but tﬁe last one is not, i.e. tf > 2s, Wref > 10° J and tf < (W.ref -2

105) /P* + 1 5. We assume that the requested energy can be produced by operating
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Figure 5.13: Block diagram of approximated optimal trajectory

the subsystem at one point (P # P) for the specified time (otherwise the encrgy
command is wrong and it should be adjusted as W, f= Pmazx *t f)' The power
point P of operation can be determined by a local optimization as described in [40].
The procedure to determine P and the torque and speed commands is summarized

below.
e The energy command and final time allowed to determine the required power
as P = VVT'ef/tf'

e The values of 7 and @ (P = 7 * @) are determined by searching among the
torque-speed points that satisfy the power requirement P and selecting the

combination that produces the lowest losses.

e 7 and @ are used as a references for torque and speed controller in the engine-

generator subsystem.

5.4.3 Mode 3: Fast Energy Production

This mode of operation is the least common; it occurs when the first two conditions
Mode 1 are not satisfied, i.e. the energy needs to be produced in a short period of

time, and hence the efficiency is not the main criterion to determine the controller
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references. This operation model is difficult to determine because the energy vs time
relationship is more complex than in modes 1 or 2. The transients in engine and
generator should be synchronized to properly follow a specified profile. A simple

controller is proposed:

e When the maximum torque that the engine can provide is higher than the
maximum counter torque of the generator, torques are commanded to their
maximum values, allowing the production of power from the beginning. This

allows the system to speed up.

e When the maximum eng{ne torque is lower than the maximum torque of the
generator, the engine torque is commanded to its maximum value and the gen-
erator torque is commanded to a value 10% less than the one from the engine.
This strategy allows production of power from the beginning, and allows the

system to speed up.

e When the maximum speed is achieved, engine and generator torque commands
are set to be equal. Both torque commands are set to the minimum of the

maximum engine torque and the maximum generator torque.

5.5 Comparison

This section presents a comparison between two classical control strategies [40, 41]
and the optimal trajectory and the approximated optimal trajectory proposed here.

The main purpose of the optimization algorithm is to provide the requested energy
while maximizing efficiency. Generally, initial and final speeds are not the same,
therefore the kinetic energy stored in the engine-generator rotational inertia changes,

which affects the efficiency calculation. The efficiency formula used in this paper
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compensates for this change in speed as follows:

2 2
WeEN — 0.5Jm (wm—tO - wm—tf)
2 2 7
VVGEJV - 0.5Jm (“’m—to - wm—tf) + W loss

n= (5.23)

The two classical control strategies are summarized below:

o The first control strategy of “constant power” proposed by Ceraolo et al. [40]
determines the torque and speed references by the procedure summarized in
“Mode 2” but it is used for all power values (higher and lower than the power

at the most efficient point).

e The second control strategy ,“ON-OFF” proposed by Barsali et al. [41], pro-
poses to turn on and off the engine-generator subsystem according to the energy
and/or power requirement. This control method requires to speed up and down
the subsystem in zero time, which is not possible. This concept is adapted here
to analyze the losses during the transient. To achieve the “ON-OFF” opera-
tion, the system will be kept at constant speed with a value equal to w = Wopt-
The generator will operate at 7p; = 74y for time ¢y, to produce the requested
energy, and for the remaining time, )., it operates at ), = 40Nm to produce

low losses.

Four control methods were compared. Tables 5.3 and 5.4 suminarize the simula-
tion results of the controllers with the same initial speeds w,,, ;o = 1100 r/min and
Wp—t0 = 1800 7/min and final fixed time ¢ f= 6 s. The engine was operated in
speed mode and the generator in torque mode. The PI speed controller of the engine
had Kp = 45 and K; = 100. The approximate optimal trajectory operates in mode
1 for the first 6 cases and in mode 2 for the last case. Neither of the controllers were
tested in mode 3 due to the fact that there are not an adequate criteria to make a

fair comparison between them.
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The proposed optimal trajectory shows better efficiency than the other methods
in almost all conditions, Table 5.3. For w,,_ ¢ = 1800 r/min and W, f= 7.4€5
J the proposed method had a lower cfficiency, but this was due to the fact that the
non-optimized methods produced less energy. The approximate optimal trajectory
has an efficiency comparable to the efficiency of the optimal trajectory and better that
the two classical control strategies. The two proposed controllers satisfy the energy

requirements as shown in Table 5.4, which is the main objective of the optimization.

Table 5.3: Controllers comparison, Efficiency

Coutrol Strategy
“m—t0 WT@f ON | Const. | Proposed | Proposed Approx.
OFF | Power | Method Method
2.50E+05 | 0.342 | 0.364 0.379 0.377
1100 | 4.50E+05 | 0.350 | 0.374 0.382 0.382
6.50E+05 | 0.350 | 0.364 0.384 0.384
2.50E+05 | 0.347 | 0.360 0.381 0.377
1800 4.50E4+05 | 0.375 | 0.376 0.384 0.380
6.50E+05 | 0.384 | 0.381 0.385 0.383
7.40E+05 | 0.385 | 0.388 0.378 0.388

Table 5.4: Controller comparison, normalized final energy W} f [Wire f

Control Strategy
Wrn—t0 W, e f ON | Coust. | Proposed | Proposed Approx.
OFF | Power | Method Method
2.50E+05 | 1.730 | 0.998 0.998 0.988
1100 | 4.50E+05 | 1.257 | 1.001 1.003 1.002
6.50E+05 | 0.880 | 0.944 0.991 1.000
2.50E+05 | 1.078 | 1.005 1.004 0.996
1800 4.50E+405 | 0.986 | 1.009 1.005 1.004
6.50E+05 | 0.950 | 0.996 1.002 1.003
7.40E+05 | 0.908 | 0.962 0.980 0.962
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Chapter 6

High Performance Low Speed
Sensorless Control of Interior

Permanent Magnet Synchronous

Motor

The work presented in this chapter deals with the issues in practical implementa-
tion of high-frequency injection methods to control IPMSM’s without shaft position
sensors. Implementing a high-frequency injection technique for rotor position estima-
tion requires intense signal processing of the measured currents, as well as filtering
of the signals to extract the rotor position information. These tasks complicate the
control algorithm, but more importantly degrade the overall system performance by
introducing delays, increasing response times and decreasing the bandwidth of the
controller. Moreover, some specific filtering techniques limit the operation of the ma-
chine to a very narrow range. These issues and their specific effects are discussed
in this chapter, and mitigation. procedures are proposed, implemented and verified

through the experimental setups. Experimental results of a new high-performance
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controller without rotor position sensors are presented as well. The major contribu-
tion of this chapter is a new controller based on the high-frequency injection method
that eliminates the need for low-pass filtering and improves the performance of the

machine.

6.1 Introduction

Rotor position information is necessary for Field Oriented Control (FOC) of Per-
manent Magnet Synchronous Machines. Rotor position sensing requires resolvers or
encoders, an alternative is to operate the machine without shaft sensors. Back EMF
methods are preferred at higher speed operation [42, 43, 44], while Pulse Width Mod-
ulation(PWM) analysis [45, 46] and high frequency injection methods [47, 48, 49]
have been used for low speed operation.

Juliet and Holtz [45] investigated measuring the di/dt in the phase currents result-
ing from the PWM modulation so no additional signal injection is required, however,
as they noted, measuring the di/dt is very difficult and almost unfeasible for the
implementation beyond laboratory setup.

High frequency injection of current or voltage has inherent problems related to
decoupling the injected signals and the power component signals, one used for the
rotor position estimation and the other to control the machine torque respectively.
The selection of filters and their parameter change significantly the motor performance
[50]. The most common method of post-processing the signal obtained through the
high-frequency injection is by using Synchronous Reference Frame Filters (SRFF’s)
[50]. They can remove a specific frequency, such as the injected frequency. The
spectrum location of the resultant high frequency current (or voltage) depends on the
frequency of the applied high frequency voltage (or current) and the electrical speed,

which is unknown. Then, in the synchronous frame of reference the spectrum of the

95



resultant current (or voltage) is located at low frequency, requiring a low pass filter

to remove it.

A low-pass filter can be also used to isolate a given signal, but signals beyond the
filter bandwidth will only be attenuated [51]. In addition, both methods will lower
the overall system bandwidth. Vadstrup [52] used two cascaded Band Stop Filters
(BSF’s); one to remove the positive and the other to remove the negative sequence
currents, which would allow the fundamental component to pass with no phase-lag
if the filters have the same bandwidth. Some attenuation however is introduced, de-
pending on the required bandwidth of the filters and the spectral separation of the
carrier signal components [53]. Moreover, it is not always possible to tune the two
cascaded BSF’s to the same bandwidth, resulting in both phase error and attenu-
ation at the fundamental frequency. Young-doo [54] used a square wave injection
voltage to remove the Low Pass Filters (LPF’s) from the rotor position estimator
path, improving the observer performance, however, this methodology still requires a
low pass filter in the current controller, which decreases the bandwidth of the current
controller. Shinnaka [55] proposed a new injection method that includes injection
in direct and quadrature axis, where the quadrature axis voltage magnitude is pro-
portional to the speed. This modification allows the controller to increase the speed
range of the controller, but BSF’s and BPF’s are used in the observer and controller

to separate power and high frequency signals.

The issues of cross-magnetic saturation in high frequency injection methods have
been presented by Zhu et al.[56]. They proposed mitigating the rotor position error
due to saturation by calculating the value of the error angle and its dependence on
the current. It is well documented that the error in the estimate of rotor position
increases as a function of the load current [47]. Guglielmi et al. showed in [57] that
an error exists in rotor position estimation due to cross-magnetic saturation between

d- and g-axes. Stumberger et al. in [58] evaluated the effect of saturation and cross-
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magnetization for IPMSM’s, but offered no method for compensating for the resulting
error. Boldea [59] proposed the concept of active flux, which changes the controller
frame of reference and no high frequency injection is required for sensorless control
at low speed. The active flux is convenient for control purposes because the machines
can be controlled as if they have no saliency. The response at low speed is validated
by simulations.

This chapter presents a new methodology to design a rotor position observer
using high frequency injection with no filters in the current feedback loop. This
simplification allows better performance of the current controller. The rotor position
estimation is improved by removing the power frequency components of the signals
due to the power-current control, from the high frequency signals due to injection.
Experimental results are used to validate the proposed rotor position estimator and
the cross saturation effect in the rotor position estimation is presented.

This chapter is organized as follows: section 6.2 is divided in two subsections.
Subsection 6.2.1 shows the classical approach where low pass and high pass filters are
used for current control and rotor position estimation respectively. Subsection 6.2.2
describes the proposed methodology. Section 6.3 presents and discusses experimental

results, where the filtered demodulation and the proposed controller are compared.

6.2 High Frequency Injection Architectures

In this section two methodologies for rotor position estimation based on signal injec-
tion along with the required demodulation are discussed. The first methodology uses
Low Pass Filters (LPF’s) and High Pass Filters (HPF’s) to separate power compo-
nent and high frequency injected signals [60, 61]. The second methodology, proposed
here, uses a high gain current observer to indirectly extract the signal components

due to high frequency injection. A transfer function to analyze the effect of the high
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frequency injection over the power component is presented. This transfer function
and a high gain observer are used instead of adding filters in the current control loop,

this modification lcads to a higher performance of the current controller.

6.2.1 Filtered Controller

Several methods have been proposed for high frequency injection [62, 63]. For voltage
injection, superposition is used to analyze the effect of the high frequency in the
machine. High frequency and power frequency are separated with Low Pass Filters

and High Pass Filters as shown in Figure 6.1.

. Va
l,+ Ty Va
- i»Q—J Pl —+><+}> >
l #_ A DQ/ o)
_SIMTPA i V| ABC —> Inverter 2 IPMSM
q |* 9
Pl > Ba
- \
i1 Ly ABC/
q |“d <« bl
LPF | . DQ |«
lq
HPF :
¥ lqh é
Rotor position e
observer

Figure 6.1: Filtered rotor position estimation block diagram

The block diagram in Figure 6.1 is composed of two basic subsystems: The power
loop for the machine control, and the rotor position estimation loop. The power loop
consists of two PI controllers in cascade with two low pass filters and the machine. In
the power loop the low pass filter removes the high frequency content of the measured

current, so that the inputs and outputs of the PI controllers are free of high frequency
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content. The high frequency loop used to estimate the rotor position is described

below:

Consider the simplified machine model in the rotor frame of reference as shown

in equation (6.1).

'UZS _ Rs + Ldp —(u‘eLq ZZ'S
Vs weL; Rs+ Lgp igs
(6.1)
0
+
weAd— PN

where vgs and Ugs are the direct and quadrature axis voltages, i(gs and igs are the
currents, Ly and Lq are the inductances, Rs is the stator resistance, Ay_pps is
the flux linkages due to the PM rotor flux and we is the electrical speed. Based
on superposition, the machine model can be simplified to analyze the effect of the
injected high frequency signals as shown in equation (6.2).

7l Rs+ L 0 i
dsh | _ | fts T LdP dsh (6.2)

r T
L Yash 0 Rs + Lgp Lash

For wp, >> we the contribution of A; _ pps to the voltages and currents at the
injected high frequency is zero. Equation (6.2) becomes simpler for an injected signal
of constant magnitude and frequency. For slower changes in the motor speed with
respect to the current changes, the machine model can be approximated by a linear

system with the following state space representation:
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r o T
Ydsh | _ Rs + jLgwn 0 Ydsh
v’ 0 Rs + jLqw ir
y; s T JLqWh \
qsh ! qsh (6.3)
T
Zdh O tdsh

M

T
0 Zgn | | Ygsh

In operation without rotor position sensor the mechanical rotor position is not
known, instead the controller uses the estimated rotor position ée. To analyze this
operation, the motor model is rewritten in the estimated rotor frame of reference r.
Equation (6.3) is rewritten in this estimated rotor position frame of reference, and
the transformation matrix of equation (6.4) as function of ée = e — ée is used to
transfer the motor model from fe frame of reference to f¢ frame of reference as shown
in equation(6.5).

R(G.) = cos(G(i) sin(9~e) (6.4)
—sin(fe) cos(fe)

v ‘ - Z 0 . i
bh 1= R0 | T | R@e) |
ol 0 Zy, il
h
gsh q gsh | A (6.5)
_ " Z + Z A cos(20e) Z A sin(26¢) igsh
[ Zasin(20e)  Z — Zp cos(20e) ] i(;sh,
where Z = Rs + jLwy, and
> Zdnt Zgn Zdh — Zgh
Z:——_z'—q’ZAqu (6.6)

Equation 6.6 shows that by eliminating the cross coupling terms, the error between
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the estimated and the mechanical rotor position becomes zero. Voltage can be injected
in the direct or in the quadrature flux axis. Direct axis voltage injection is preferred,
because it produces less torque pulsations than quadrature axis voltage injection. For

direct axis voltage injection the high frequency component of the voltage is:

v"a_ V}, cos (wpt
(Tf.sh _ h ( h ) (6.7)
vqsh 0

where V}, is the amplitude of the injected voltage and wy, is the frequency of the
injected signal. By substituting equation (6.7) in equation (6.6), and by neglecting
the resistive component of the impedances, the quadrature axis current is written as

in equation (6.8).
i = _VpLpsin (wht)
gsn thqu

sin(20¢) (6.8)

The high frequency quadrature axis current is demodulated to obtain the rotor
position information as shown in Figure 6.2. A PI regulator and an integrator are
used to minimize the error function f(fe) of equation (6.9), where, for smaller values
of fe, sin(?ée) can be approximated as 26¢. The minimization of f(f¢) leads to the

minimization of the error in the rotor position.

VL _ )
FBe) = 2’1—A— sin(20¢) ~ Kerrfe (6.9)
whlqlq

—sin(w,t) f(ée)

i LPF » Pl = 1S |+ @
qsh e

L > ®

e

Figure 6.2: Block diagram of rotor position estimation by synchronous frame of ref-
erence filters
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6.2.2 High Performance Controller

In Figure 6.1, the power component of the measured current signal is obtained by re-
moving the high frequency by LPF’s which have some inherent disadvantages: LPF’s
isolate a given signal, but signals outside the filter bandwidth are attenuated, i.e. the
LPF’s do not eliminate completely the high frequency signal. In the same manner, if
the given signal has a high frequency component, these components will be attenu-
ated and their phase will be shifted, which is undesirable. Current commands usually
are composed by ramps or steps, which have high frequency content; in order to track
these current commands properly, the LPF’s should have a bandwidth high enough
so that the signals are not attenuated, but low enough to reject the injected high fre-
quency. To properly filter the signals, the injected frequency is selected high enough,
so that the stop band of the filter does not interfere with the power component. The
required voltage to produce a desired high frequency current is proportional to the
injected frequency, that means that higher the frequency for injection the higher the
magnitude of the injected voltage. High magnitude of voltage produces higher losses

and less available voltage to manage the transients of the current controller.

In this subsection a new structure for rotor position estimation is presented. Power
components and injected components are separated without the use of a LPF’s and
HPF’s. In the current loop the LPF’s are removed; that is done by designing the de-
modulation scheme based on the commanded high frequency voltage, which is known,
rather than on the high frequency voltages and currents components at the machine
terminals. This modification requires the calculation of the transfer function between
commanded and applied high frequency components of the voltage. This transfer
function is used to calculate the input voltage and to operate the motor within its
voltage limits. For the extraction of the injected frequency components of the signals,

the machine model is used to remove the power frequency components by the use of
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a high gain current observer.

In the first part of the analysis the relation between the applied and the com-
manded high frequency voltage components is determined. Let us consider the high
frequency model of the motor in steady state as shown in Figure 6.3. For direct
axis voltage injection, the transfer function between the commanded high frequency

voltage and the applied high frequency voltage is calculated in equation (6.10).

K K. + Va
( —>K, +—— i
A P j , Machine model

Vi=RI, + jo,L,1,

K, + al vi ;
lq '

1

Figure 6.3: High frequency equivalent model of the motor and controller

2 .
vg(wp) _ —wj Ly + jwp Rs
van(@h) (K- wiLy) + 3 (wpRs +wpKp)

(6.10)

In the second part of the rotor position estimation the high frequency component
of the signals due to the injection is extracted. The rotor position estimation is based
on the commanded high frequency voltage v ;5. A high gain observer is used indirectly
to determine the effect of vy on the machine signals. The high gain current observer

is described below.

For a low and almost constant speed operation, the state space machine model of
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equation (6.1) can be rewritten as:

Wi Tt L |

€
t~

1 Yd
LE 0 0 S
T - 'Ugs
0 1 d—PM
Ly Ly
We

(6.11)

For rotor position detection, the high frequency commanded voltage is superim-

posed on the main power voltage component t give v = vp + v, where v is the input

voltage to the machine, vp is the voltage due to the power frequency and vy, is the

high frequency commanded voltage. For an injected frequency relatively close to the

fundamental, the inductances L; and Lq do not change in this operation range, and

can be assumed constant. By substituting v = vp + vj,, the model of equation (6.11)

can be expanded as equation (6.12).

. R (4.)@L
r — 9 .r
tds d ds

RIS s A R

1 Vds—
fé 0 0 S—=p
+ -\ Ve
o L “M-PM gs—p
=
s q q we
- )
n L, 0 Uds—h
0 1 o’
i IE gs—h

(6.12)

The systemn can be considered as a linear system with a disturbance, of the form:

i=Ax+Bu+6h
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where z = i, u = [vgs, 11(71'3,0.1@] and d;, = vy, /L. The disturbance will be indirectly
estimated by a high gain current observer. This disturbance, 4y, contains the infor-
mation of the injected signal modulated by the rotor position. This term can be used

to estimate the rotor position by the procedure described below.

The high gain current observer is of the form:

l kisgn(z
L(z) = L= ksgn(z) = 15gn(Z1)
ly kosgn(ig)
(6.14)
] = (id — id)
where )
g = (iq — ig)

where id and i are the measured values of the current and i d and iq are the estimated

values of the current. The estimated state becomes:

T = Az + Bu + L(&) (6.15)

with

I = Ai+ (6(z) — L(%)) (6.16)

The stability of the observer is analyzed as follows. For a positive definite function:

V= %iTM:E (6.17)
with
10
2
M=]| "1 .
0
2

d

the derivative becomes
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(6.18)

Equation 6.14 defines 1] = kjsgn (‘il) and lg = kosgn (i2>. By the selection

of the gains k1 = {11 + k19 and kg = ko1 + koo with kj1 > 01, ko1 > 09, and

k1,k9,k11,k12, k91, k9o > 0 the derivative of the Lyapunov function becomes:
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=2 =2
- T{Rs I5Rs 1 - 1. -
V= —m - 2(173 - L—g (k1 |$1| - 51~”1) - L—?i (ko |~”2| - 5212)
) ) (6.19)
i%Rs 33Rs k12 1171' k22 ’IQI
- 2 2 2 2

This derivative function becomes negative definite proving the stability of the
observer. This condition ensures that the observer will converge to the sliding surface
in finite time. The low frequency component associated to the high gain observer
compensates for the disturbance. In order to obtain the information of the disturbance
it is necessary to filter the signal from the high gain observer. From (6.16) it is clear

that when 1 = 0 then d(z) = LPF(L(%)). That is:

r

LPF k ~ - U(I.S‘—h,
188n(2q) ) = "Ly (6.20)
T .

LPF (kosgn(iy)) = qu;—h
where a LPF’s is used to remove the undesired components of L(Z) produced by the
sgn function, these frequency components are located at frequencies higher than the
switching frequency. These low pass filters have a bandwith significantly wider than
the SRFF’s, because their purpose is to remove the frequency components located at
least one order of magnitude further than the injected high frequency signals. Using
this observer, the power frequency can be removed entirely from the high frequency
signal, moreover no assumptions are needed with respect to the stator resistance.
The rotor position estimation can be done by a similar approach as described in the

subsection 6.2.1. The disturbance can be written as:
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LE 0 Ydsh

1

For injected voltage in the estimated rotor frame of reference, it is possible to get

an equivalent expression for the rotor position error.

iy PPN I TR N\ |9
ROl O

qsh gh gsh (6.22)
L+ Lpcos(20e) L sin(26e) 625!&
Lasin(26e) L — L cos(20e) Jgsh
where
_ Ly +L Ly — L
L= _d_hz_qﬁ’ Lp = _gh_z_q—h (6.23)

For direct axis voltage injection of equation(6.7) and by substituting equation (6.21)
in equation (6.22), the quadrature axis disturbance can be written as:

VhLA cos (wht)

L, sin(26e) (6.24)

LPF (Lo (Z9)) = Jgsh =

The high frequency quadrature axis disturbance is demodulated to get the rotor
position information as shown in Figure 6.4. A PIregulator and an integrator are used
to minimize the error function f (ée) as shown in equation (6.25). The minimization

of f (ée) leads to the minimization of the error in the rotor position.
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-~ Vh,LA . A 0
f (96) = WSIIl(ZQe) ~ Kerrbe (6.25)

Thee overall system is shown in Figure 6.5.

L, ( X, ) —cos(w,t)

—» LPF ‘.é_, LPF —» PI 1S | =0

* ~ e
O /@)
L - D

e

Figure 6.4: Block diagram of rotor position estimation by the use of a high current
observer
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Figure 6.5: Proposed rotor position estimation block diagram

6.3 Experimental Results

The proposed rotor position estimator was validated experimentally and compared

with the filtered controller. The experimental setup is shown and described in
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Apendix A, for reference, the schematic of the experimental setup is shown in Figure
6.6. The dynamometer is set to operate in constant speed wm = 100 r/min. and
the PMAC is operated in current/torque control. The motor and the injection pa-
rameters are listed on Table 6.1. To operate the machine under the same conditions,
the input high frequency voltage component should be the same for both topologies.
As listed above for the proposed controller, the commanded high frequency voltage
differs from the input high frequency voltage component. For a fixed input high fre-
quency voltage component vy = 20 V, equation (6.10) is used to calculate vy, the

required commanded voltage vy, is equal to 27 V.

Power
RT linux controller + FPGA _| supply
(Controller) + -
T Labview
) Control % € | Controller i
Voc Encoder :
LYY O
AAK

//L/ Y <

i
| |

i Torque-meter s
PMAC motor

Inverter

Dynamometer Tachometer

PMDC motor
Figure 6.6: Experimental Setup

The proposed methodology subsection 6.2.2 was compared with the one of sub-
section 6.2.1 for two operating conditions: steady state and for a current ramp with
rise time of t,.;;, = 0.1 s. Filter parameters were kept constant. Tables 6.2 and
6.3 summarize the comparison of the two methodologies, for steady state error and
transient respectively. The current commands are applied either in the quadrature

axis, Is = Ig, or in the current angle for maximum torque per ampere, Is = Ip, and
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Table 6.1: Experiment setup parameters

Parameter Value Units
Number of pole pairs 2

Stator resistance 0.4 Q
Rotor flux linkages 0.4652 Wb
Direct axis inductance L; 0.01462 H
Quadrature axis inductance Ly | 0.04810 H
Rated peak voltage per phase 120 %4
Rated peak current 20 A
Injected frequency wy, 250 Hz
Mechanical speed wm 100 | r/min
Injected Voltage V}, 20 |4
Proportional gain kp 20

Integral gain k; 80

with current increments every 25%.

Table 6.2: Steady state error in the rotor position estimation

Current Error in the rotor position estimation in electrical degrees
Controller with filters High performance controller
(A) Max | Min | P-P | Mean | Max | Min | P-P | Mean
Ig=0 22 | -31 (53| 0.0 25 | -3.6 | 6.0 0.0
Ig=5 10 | -39 49| -16 | 06 | -3.1 | 3.7 -1.4
Iq=10| -36 | -89 | 53 | -65 | -3.2 | -7.9 | 4.7 -5.8
Ig=15|-12.0 | -17.7| 5.7 | -15.0 | -11.2 | -16.2 | 5.0 -13.9
Ip=0 22 | -31 (53| 00 25 | -36 | 6.0 0.0
Ip=5 14 | 31|45 | -10 | 24 | -25 | 49 0.1
Ip=10]| 15 | -46 {60 | -1.9 | 14 | -3.3 | 4.7 -0.9
Ip=15| -21 | -82 | 6.1 | -45 | -0.5 | -5.2 | 4.7 -3.2

Practical implementation of the proposed observer requires that the voltage in the
machine terminals and the commanded voltage to be equals. The observer proposed
here uses the commanded voltage to extract injected signal from measured currents
making important to match commanded and applied voltage. Dead time compen-
sation were used to reduce the error difference between both voltages [64]. Several
approaches have been proposed to compensate for dead time [13, 14, 15], where dead

time, on-time off-time of the power devices and their associated drop-off voltage where
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Table 6.3: Rotor position error for a current ramp

Current Error in the rotor position estimation in electrical degrees
Controller with filters High performance controller
(A) Min | Max | P-P Min | Max P-P
Igy=0 | -31 ] 29 6.0 -3.6 | 25 6.0
Ig=5 | 6.2 | 6.7 12.9 -6.0 | 8.6 14.6
Iqg=10|-11.0 | 10.9 219 |[-129| 87 21.6
Ig=15]-258 | 13.6 39.4 |-24.7| 7.5 32.2
Ipo=0 | -3.1 | 29 6.0 -3.6 | 2.5 6.0
Ip=5 -4.2 | 6.6 10.8 -5.6 | 6.2 11.8
Io=10 | -11.8 | 13.6 254 |-10.6 | 13.8 24.4
Ip=15 | -18.1| 17.1 35.2 |-15.2| 175 32.7

included to corrected to for this effect. A simple approach is used to correct for dead

time, where the drop of voltage in the power electronics devices where neglected. The

commanded voltages were corrected as follows:

Va—INV = Va + T

*

~
g
wL?

[2.szgn ia) — sign(ip) — 2sign(ic ]

T, V
Vp—INV = vg + 7;‘3;%(’: Qazgn(zb — sign(ig) — 2sign(ic ]

Ve—INV =V¢ + o "%Q [2sign(ic) — sign(ia) — 2sign(ip)]

where v,_rny, vp_ Ny and vp_ [Ny are the voltage used to calculate the switch-
ing times in the inverters, Tsy is the period associated to the switching frequency
and T} is the dead time. The methodology of subsection 6.2.1 was compared with
the proposed estimator with and without dead time compensation for the following
operating conditions: steady state and for a current ramp with rise time of ¢,.;, 5, = 0.1

s. Tables 6.4 and 6.5 summarize the comparison, for steady state and transient error

respectively.

Figures 6.7, 6.8, 6.9 and 6.10 show the transient response of the rotor position

estimation and speed estimation and Figures 6.11 and 6.12 show the reference and

<

measured currents in the motor for a ramp in the current reference of 75%.
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Table 6.4: Steady state error in the rotor position

Error in the rotor position estimation in electrical degrees
Current | Controller Proposed Proposed observer

with filters observer with T,y compensation

(A) P-P | Mean | P-P | Mean | P-P Mean

Ip=0 |5.30( 0.00 |[6.00| 0.00 |4.81 -0.02
In=5 |450| -1.00 [ 4.90 | 0.10 | 2.50 -1.03
Io =10 {6.00 -1.90 | 4.70 | -0.90 | 3.98 -1.74
Ip=15]6.10| -4.50 | 4.70 | -3.20 | 6.10 -3.16

Table 6.5: Rotor position error for a current ramp

Error in the rotor position estimation in electrical degrees
Current Controller Proposed Proposed observer
with filters observer with T,; compensation

(A) Min | Max | P-P | Min | Max | P-P | Min | Max | P-P
Iop=0 | -3.10 | 2.90 | 6.00 | -3.60 | 2.50 | 6.00 | -1.85 | 2.24 | 4.09
Ip =5 -4.20 | 6.60 | 10.80 | -5.60 | 6.20 | 11.80 | -5.40 | 5.35 | 10.75
Ip =10 | -11.80 | 13.60 | 25.40 | -10.60 | 13.80 | 24.40 | -9.27 | 8.07 | 17.34
Ip =15 |-18.10 | 17.10 | 35.20 | -15.20 | 17.50 | 32.70 | -16.44 | 11.20 | 27.64

The performance of the two estimators were evaluated, by comparing the esti-
mated torque during the transient specified above, as shown in Figure 6.13. The
proposed rotor position estimator has a faster response Figure 6.13-a and comes to

steady state faster than the one that used SRFF Figure 6.13-b.

The experimental results show uniform improvement in the steady state error
and in the variation of the rotor position error. The proposed methodology works
significantly better under high load conditions as shown in Tables 6.2 to 6.5. The
cross saturation has significant effect in the rotor position estimation [65, 57], which
is demonstrated by the experimental results, where the error in the rotor position is
different for the same magnitude of the Current Space Vector (CSV) but for different
values of 6. The cross saturation effect in the main torque has been described in [28].
Further analysis requires the inclusion of the cross saturation effect in the current

obscrver or add techniques to correct the effect of cross saturation in the rotor position
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Figure 6.7: Rotor position estimation for controller with filters

estimation [66). Similarly the speed dependance of the controller-observer needs to
be further explored. The main focus of the the work presented in this chapter was
to present an alternative to the BSFs and the BPFs, and improving the dynamic
performance of the controller, [66, 55] can be used to correct the rotor position error

due cross-saturation and speed change.
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Figurc 6.8: Speed estimation for controller with filters
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Figure 6.9: Rotor position estimation for the high performance controller

116



0 0.5 1 1.5 2 25 3
Time (s)
(a) Estimated speed

0.5 1 1.5 2 25 3
Time (s)
(b) Error in the speed estimation

Figure 6.10: Speed estimation for the high performance controller
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Figure 6.11: Machine current for the controller with filters
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Figure 6.12: Machine current for the high performance controller
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Figure 6.13: Dynamic performance comparison of the estimator
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Chapter 7

Conclusions and Anticipated

Future Work

This chapter presents the concluding remarks and future work as follows:

7.1 Cross Saturation Analysis

The cross magnetization was described, characterized and its effect in the torque was
calculated. The cross magnetization was included in the machine model by two quasi-
mutual inductances. Torque and voltage equations including mutual inductances were
used to determine torque and speed profile. FEA simulations in four machines with
different stator configuration and experimental results in a prototype motor were used

to validate the proposed analysis.
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7.2 'Trajectory Optimization for the Operation of
Traction Motors

A methodology for the optimal control of an interior permanent magnet motor for
traction applications was presented. The methodology to calculate the optimal cur-
rent command for a given torque and speed point considering cross saturation was
described, and the optimal trajectory calculation was presented. The use of cross
saturation and optimal trajectory calculation in the control algorithm leads to the
operation of the motor with minimal energy losses. This work included the modifica-
tion of the algorithm to calculate the optimal trajectory online. This approximation
significatively reduces the computational time, however the solution was not optimal.
The use of the approximated curves as an initial guest was also explored. It allows
the reduction of the iteration number and achieves an optimal trajectory control.

Simulated and experimental results validated the proposed methodology.

7.3 Trajectory Optimization for the Operation of
Engine-generator Subsystem

A torque and speed optimization scheme of the engine-generator subsystem of a series
hybrid electric vehicle was presented. The optimal methodology allows the calculation
of the torque and speed references of the engine-generator subsystem that minimize
the erllergy loss for a given target energy. An approximate optimal trajectory was
proposed to implement this controller in real time. The developed algorithms were
evaluated under different energy requirements and initial engine speeds through sim-
ulations. The simulation resuits demonstrated that the proposed optimal trajectory
and its approximation improved the subsystem efficiency over conventional control

techniques. Future work will consider the integration of the proposed optimization in
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the overall optimization of the entire powertrain system.

7.4 Sensorless Control

Two methodologies for rotor position estimation based on voltage injection were pre-
sented. A high performance controller was described and a methodology for rotor
position estimation was explained. A high gain current observer was described and
its stability was proved. This observer was used to extract the high frequency com-
ponents of the signals required for the rotor position estimation. The rotor position
estimator with high gain current observer approach showed improvements over the
classical estimator, where transient and steady state error in the rotor position esti-
mation where analyzed. Further development would include the analysis of the cross

saturation effect on the rotor position estimation.
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APPENDIX A

Experimental Setup

The experimental setup used to validate the proposed control techniques is described
in this Appendix. Figures A.1 and A.2 shows the experimental setup and Figure A.3
shows the schematic.

Torque-

Dynamometer
meter

IPMSM

Figure A.1: Motor and dynamometer

The setup developed for this thesis is composed of the following devices:
e Real Time Controller: Rt-Linux and Field-Programmable Gate Array (FPGA).
e National Instrument based Data Acquisition System.

e Sensors: voltage, current, rotor position and torque.
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RT-linux system FPGA Inverter

Figure A.2: Controller and inverter
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(Controller) i - <
T Labview [=

\ Control 1 € | Controller ;
Signals . Encoder O——
a)m
Inverter .. Torque-meter ' L
PMAC motor Dynamometer Tachometer
PMDC motor

Figure A.3: Schematic of the experimental setup

e Interior Permanent Magnet Synchronous Motor.

e Inverter.

e Dynamometer.
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A.1 Real Time Controller: Rt-Linux and FPGA

A PC running RT-Linux was used as the controller for this project, Figure A.4. The
PC is a good choice compared with a Digital Signal Processor (DSP) in terms of cost,
CPU power, and memory capacity. A fundamental limitation of the PC, however, is
the limited I/O capability. A custom Xilinx FPGA based I/O board was developed.

Communication between the I/O board and the PC is via the EPP parallel port.

The I/O-FPGA board has one encoder input, four D/A outputs, twelve PWM
outputs and twelve A/D input channels. The encoder inputs accept dual quadra-
ture channels and an index pulse in either differential or single-ended configurations.
The board processes the encoder counts and stores absolute position in a twelve-bit
counter. There are twelve digital outputs which can be configured for PWM (2500
counts at 20kHz), four D/A outputs (12-bit, +/-5V range) and twelve analog inputs
(12-bit, +/-10V range). The list of the measured and output signals are presented

below:

e Measure: DC-link voltage.

Measure: two phase currents.

Measure: one phase voltage.

Measure: rotor position.

Output: six PWM outputs.
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Figure A.5: FPGA and I/O

A.2 National Instrument Based Data Acquisition

System

Two data acquisition boards were used with Labview. The first one (NI USB-6009)
was used to develop a supervisory control for the dynamometer and the second one
(NI USB-6259) was used to acquire and store voltage, current, torque and position.
In the supervisory control Labview were used to give the setpoints to de dy-
namoimeter an measure its signals. The analog to digital converters and the digital
to analog converters have a resolution of 14-Bit, with a maximum sampling rate of
48 KiloSamples per second (kS/s). The measured and commanded signals are listed

below:
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e Measure: speed.

Command: speed.

Measure: armature current.

e Command: current.

Command: torque or speed operation.

Command: Activate Field weakening.

The second data acquisition card was used to collect data for analysis (not required
for the online controller). Due to the sampling rate limitations two signals and the
encoder were collected at the same time. The minimum sampling rate obtained was

Sus with a resolution of 16 bits. The measured signals are presented below:
e DC-link Voltage.

DC-link Current.

Phase Voltages.

e Torque.

Rotor position.

Speed.

A.3 Sensors: Voltage, Current, Rotor Position and
Torque

A set of sensors were used to acquire signals for control and analysis. The following

sensor were used:
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Figure A.8: Labview with the virtual instrument
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e Two phase currents were measured using current transducers LEM (la-100p)

with rated accuracy of 0.45% and bandwidth of 0-200kHz.

e Two phase voltages were measured using voltage transducers LEM (lv-25p) with
rated accuracy of 0.45% and bandwidth of 0-200kHz used to calibrate the rotor

position sensor.

e A single current sensor LEM (la-100p) to measure the DC link current in the

inverter.

e A single voltage sensor LEM (lv-100p) to measure the DC link voltage in the

inverter.

e A quadrature encoder BEI (H25) with 1024 counts per revolution (4096 for
quadrature) and an index pulse, this encoder was used to measure the rotor

position.

e Torque sensor PCB (STS 5100) with a peak torque of 110 Nm with an amplifier
PCB (SERIES 8159).

Figure A.9: Current and voltage sensors
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Figure A.10: Torque sensor

A.4 IPMSM

An IPMSM was designed and assembled to validate the proposed control. The ma-

chine has the following characteristics:

e Four poles.

e Two slots per pole per phase.

Three phase.

Winding pitch of 1200.

Double layer winding with 30 turns per coil and 60 turns per slot of copper

conductor AWG 14.

e Neodymium iron boron magnets.

Figure A.11 shows the rotor, stator and windings configuration.

A.5 Inverter

An inverter was designed and assembled to operate the IPMSM. The Integrated Power

Module (IPM) selected was a powerex (pm75clal20) with a rated voltage of 1200 V
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(b) Stator

(c¢) Windings (d) Assembly
Figure A.11: IPMSM

DC and a rated current of 75 A. The gate drive used was a powerex BP7B. A bank
of capacitor of 240uf was used for the DC-link. Figure A.12 shows the setup of the

inverter used.

A.6 Dynamometer

A EMERSON dynamometer with a PMDC motor of 20H P was used in this work to
control the speed (or torque) of the test machine. It is controlled by an analog com-
mand sent from the Labview. The analog signal can be configured to be proportional

to either torque or speed. The motor has a maximum current of 60A DC, maximum
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Figure A.12: Inverter

voltage of 220V DC' and maximum torque of 80 Nm. The motor operates at a rated
speed with full field of 17507 /min, and optional field weakening command allows the
motor to operate at a maximum speed od 22007 /min.

o

A
A Ol Wy

Figure A.13: Dynamometer
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