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## ABSTRACT

MULTIPLICITY AND REPRESENTATION THEORY

OF PURELY NON-DETERMINISTIC STOCHASTIC

PROCESSES AND ITS APPLICATIONS
by Vidyadhar S. Mandrekar

The study of the representation arises in the investigation of linear prediction problem for multivariate stochastic processes. Using an extension of the method of Hanner from the point of view of the multiplicity theory (See A. I. Plessner and V. A. Rohlin, Uspehi Mat Nauk 1946; G. Kallinapur and V. Mandrekar, Tech. Report 49, University of Minn.), representations for multi-dimensional (including infinite-dimensional) processes are obtained. The concept of multiplicity arising here is shown to coincide with the rank introduced by Gladyshev for continuous parameter multivariate (finite-dimensional) processes. In Chapter II, explicit form of the kernel is obtained for continuous parameter Markov and $N$-ple Markov processes.
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Again, the pursit of knowledge has its own pleasure, distinc from the pleasures of knowledge, as it is distinct from that of consciously possessing it. This will be evident at once if we consider what a vacuity and depression of mind sometimes comes upon us on the termination of an inquiry however successfully terminated, compared with the interest and spirit with which we carried it on. The pleasure of search like that of a hunt lies in the searching and ends at the point at which the pleasure of certitude begins.

John Henry Cardinal Newman, A Grammar of Assent, 1870.
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Introduction: The main object of this thesis is to study the multiplicity theory of a wide class of purely non-deterministic weakly stationary processes and to show how this theory provides a natural means of obtaining representations of continuous parameter processes that are extensions of the well known result due to K . Karhunen [I.10]. Karhunen obtained his representation of purely non-deterministic weakly stationary (univariate) processes using spectral methods. Our work can be described as a unified time domain analysis that applies equally to finite dimensional and certain class of infinite dimensional stationary processes. The earliest time domain analysis of a (univariate) continuous parameter weakly stationary process was made by 0 . Hanner in giving an alternative derivation of Karhunen's result [I.6]. More recently, in the light of the extensive development of multidimensional stationary processes it has appeared desirable to separate time domain studies from the spectral and consequently interest in the former has revived. As an example we mention the paper of P. Masani and J. Robertson [I.11] whose approach makes essential use of the Cayley transform associated with the unitary group of the process. The extension of this method to finite-dimensional stationary processes has been carried out by J. Robertson in his thesis [I.14]. The earlier work of E. G. Gladyshev [5] also belongs to the same order of ideas. Hanner's paper, nevertheless, has remained an isolated piece of work and his method has apparently given the impression of being ad hoc. In reality, however, as shown by G. Kallianpur and the author [I.9], Hanner's work is intimately related to multiplicity arguments. Thus the generalization of Hanner's approach to multidimensional (including infinite dimensional) processes is to be sought in the development of the multiplicity theory of the process, i.e., in the study of the self-adjoint operator $A$ of the
process (see Section I.2) and its spectral types. This is one of the central problems studied here and its discussion is presented in Sections 4, 5 and 6 of Chapter I.

In recent years a theory of representation of purely non-deterministic processes has been introduced by H. Cramer and also by T. Hida ([I.1], [I.2], [I.3], [I.7]). In Sections I. 2 and I.3, following the technique of the latter author, we obtain an extension of the basis theorem of his paper [I.7] to the processes considered by us. Our purpose in doing so is to compare the representation of the Hida-Cramer theory (Theorem I.2.2) with the result of Section I. 5 which is independent of Sections 2 and 3 . The extension of Hanner's method leads to a definition of multiplicity which is seen to be identical with the concept of multiplicity introduced by Hida. Section $I .6$ brings to light the natural role of multiplicity as a generalization of the rank of a stationary finite dimensional process. In the concluding sections 7,8 and 9 of Chapter $I$ we consider in greater detail Hilbert-space-valued processes. Strengthened versions (involving random Hilbert-space-valued integrals of the representation theorems of Section I. 2 and I. 5 are stated in Section I.9. The material in Chapter I is the joint work of the author with Professor G. Kallianpur [see G. Kallianpur and V. Mandrekar, "Multiplicity and representation theory of purely nondeterministic stochastic processes," Tech. Report 51, University of Minnesota]. As an application of the theory developed in Chapter I we study in detail the representation of vector-valued wide-sense Markov and N-ple Markov processes. This part of our work is presented in Chapter II and can be regarded as a generalization of T. Hida's work on univariate processes of multiplicity one. As a consequence of the representation of the wide-sense Markov processes (Theorem II.2.1) we derive a more precise form of J. L. Doob's
well known characterization of continuous parameter multivariate stationary Gaussian Markov processes [II.2]. Continuous parameter q-dimensional widesense N-ple Markov processes are defined and their representations are studied as an application of Sections I.2 and I.3. The kernel of the representation of such a process is a matrix analogue of the Goursat kernel of order N. The last section of Chapter II (Section 7) discusses the question of determining this kernel in the stationary case.

## CHAPTER I. MULTIPLICITY AND REPRESENTATION THEORY OF PURELY NON-DETERMINISTIC STOCHASTIC PROCESSES

1. Second order processes on $\Phi$. We consider stochastic processes of the following kind.

Let $\Phi$ be a Hausdorff space satisfying the second countability axiom but otherwise arbitrary. We shall say that $\underline{x}_{t}(-\infty<t<\infty)$ is a stochastic on $\Phi$ if for each $\varphi$ in $\Phi, \underline{x}_{t}(\varphi)$ is a complex-valued random variable with mean zero and $\mathcal{E}\left|\underline{x}_{t}(\varphi)\right|^{2}$ finite. The process $\left\{\underline{x}_{t}\right\} \quad(-\infty<t<\infty)$ on $\Phi$ is called weakly stationary (or briefly, stationary) if for all $\varphi, \psi$ in $\Phi$ and arbitrary real numbers $s, t$ and $\tau$ we have

$$
\sum\left[\underline{x}_{t+\tau}(\varphi) \underline{x}_{s+\tau}(\psi)\right]=\sum\left[\underline{x}_{t}(\varphi) \overline{\underline{x}_{s}(\psi)}\right]
$$

The covariance function $\ell\left[\underline{x}_{t}(\varphi) \overline{x_{s}}(\psi)\right]$ of the process depends on $t-s, \varphi$ and $\psi$.
The definition of a discrete parameter process $\left\{\underline{x}_{n}\right\}$ is similarly given. It should be noted that the stationarity considered here is a temporal one and does not involve $\Phi$. Nevertheless, it is sufficiently general and useful for our purpose since it includes as special cases many stationary random processes of practical interest. For instance, if $\Phi$ is a q-dimensional euclidean (or unitary) space and $\underline{x}_{t}(\varphi)$ is linear with respect to $\varphi$ for each $t$, then the $\underline{x}_{t}{ }^{-}$ process can be regarded as a q-vector stationary process (see [15] ); if $\Phi$ is an infinite dimensional locally convex linear space and $\underline{x}_{t} \hat{(\varphi)}$ is again supposed linear in $\varphi$ (with probability one), then $\underline{x}_{t}$ is a weak stochastic process on $\Phi$. On the other hand, stationary processes $\underline{x}_{t}$ as defined above include those that are not linear in $\varphi$ (indeed $\Phi$ itself need not be a linear

[^0]space). Such processes can serve as useful models for certain problems in meteorology (e.g., see [8]).

Associated with the $\underline{x}_{t}$ process (not assumed to be stationary) are the following spaces:
(a) the (Hilbert) space of the process $H(\underline{x})$, defined to be $\left[\underline{x}_{t}(\varphi)\right.$, $t \in T, \varphi \in \Phi]$, the subspace of $L_{2}(\Omega, P)$ generated by the family of random variables $\underline{x}_{t}(\varphi)$ as $t$ and $\varphi$ vary respectively over $T$ and $\Phi$;
(b) the subspace $H(\underline{x} ; t)$ of $H(\underline{x})$ given by $H(\underline{x} ; t)=G\left[\underline{x}_{t}(\varphi), \tau \leqq t\right.$, and $\left.\varphi \in \Phi\right]$ for every real $t$.

We say that $\underline{x}_{t}$ on $\Phi$ is purely non-deterministic if $H(\underline{x} ;-\infty)$, the intersection of the subspaces $H(\underline{x} ; t)$ for all $t \in T$ is trivial.

The process $\underline{x}_{t}$ is said to be deterministic if for each $t \quad H(\underline{x} ; t)=H(\underline{x} ;-\infty)$.

## THE HIDA-CRAMER THEORY.

## 2. Representations of stochastic processes on $\Phi$.

Although our main interest will be in the study of continuous parameter weakly stationary processes we begin by considering representations of arbitrary second order purely non-deterministic processes $x_{t}(\varphi)$ on $\Phi$. It can be easily seen that the results stated in this section contain as special cases those of H. Cramér [2] and of T. Hida [7] (if Gaussian assumptions are made). They will, however, be stated without proof since they are proved by following essentially the method of the latter author. Our only reason for including them here is for the purpose of relating the representation and the definition of multiplicity given in this section with similar concepts for stationary processes obtained in Sections 5 and 6. For the sake of completeness we begin with the following "Wold decomposition" of $x_{t}$.

Profosition 2ate If $\left(x_{t}, t \in T\right)$ is a stochastic process on $\Phi$, then

$$
x_{t}(\varphi)=\underline{x}_{t}^{(1)}(\varphi)+x_{t}^{(2)}(\varphi) \text { for each } \varphi \in \Phi \text { where }
$$

(1) $\left\{{\underset{x}{(1)}}_{(1)}^{\}}\right.$is a deterministic and $\left\{\underline{x}_{t}^{(2)}\right\}$, a purely non-deterministic process on $\Phi$; and
(ii) $H\left(\underline{x}^{(1)}\right)$ is orthogonal to $H\left(\underline{x}^{(2)}\right)$.

Observe that the topological assumptions concerning $\Phi$ in no way enter finto the proof of this result.

Writing $J=T \times \Phi, \alpha=(t, \varphi), \beta=(s, \psi)(a, \beta \subset J)$ define $K(a, \beta)=\mathcal{E}_{g}\left[\bar{x}_{t}(\varphi) \overline{X_{B}(\psi)}\right]$. Then, clearly, $K$ is a covariance function on J×J. Let us denote by $H(K)$, the reproducing kernel Hilbert-space of functions defined on $f$ whose reproducing kernel is $K$. Let
$H(K ; t)=S\left[K(\cdot, a), a \in J_{t}\right]$, i.e. the subspace of $H(K)$ generated by $\left\{K(\cdot, \alpha), a \in J_{t}\right\}$ where $J_{t}=\{(u, \varphi), u \leq t$ and $\varphi \in \Phi\}$. It is well known that there exists an isometry, which we denote by $V$, from $H(K)$ to $H(\underline{x})$ taking functions $K(\cdot, a)$ into the random variables $\underline{x}_{t}(\varphi)$ and such that $\operatorname{VH}(\mathrm{K}$; t$)=\mathrm{H}(\underline{\mathrm{x}}$; t$)$.

The following assumptions (A) will be basic for our purpose:
(A.1) The space $H(\underline{x})$ is separable;
(A.2) $H(\underline{x} ;-\infty)=\{0\}$.

Condition (A.2) is equivalent to the process $\left\{\underline{x}_{t}\right\}$ being purely non-deterministic, while the following lemma gives sufficient conditions on the r.vos $\underline{x}_{t}(\varphi)$ for (A.I) to hold.

Lemma 2.1. Suppose that for each $t,(-\infty<t<\infty)$
(i) $\underline{x}_{t}(\varphi)$ is continuous in quadratic mean relative to the topology of $\Phi$, and
(ii) the random variables $\underline{x}_{t-0}(\varphi)$ and $\underline{x}_{t+0}(\varphi)$ exist (in quadratic mean) for each $\varphi \in \Phi$.

Then $H(\underline{x})$ is separable.
This result is a generalization of a lemma due to Cramér [2] and takes as its starting point the fact, proved there, that for each $\varphi$, the set of all discontinuity points of the one-dimensional process $\left\{\underline{x}_{t}(\varphi)\right.$, $t \in T$ ! is at most denumerable.

Proof. It suffices to prove that there exists a countable dense set $H_{o}$ in $\left\{\underline{x}_{t}(\varphi), t \in T, \varphi \in \Phi\right\}$. Let $\Phi_{0}=\left\{\varphi_{k}\right\}$ be a countable, everywhere dense set in $\Phi$. The set $D_{k}$ of discontinuities of the one-dimensional process $\underline{x}_{t}\left(\varphi_{k}\right)$ is at most denumerable. We shall show that $H_{0}=$ $\left\{\underline{x}_{u}\left(\varphi_{k}\right) \quad \varphi_{k} \in \Phi_{0}, u \in \bigcup_{k} D_{k}\right.$, or $u$ rational $\}$ is a dense subset of
$\left\{\underline{x}_{t}(\varphi) \quad t \in T, \varphi \in \Phi\right\}$. Since $H_{o}$ has at most denumerable elements, the proof of the lemma will be complete once we establish the preceding assertion. For $\tau$ and $\varphi$ fixed, consider an element $\underline{x}_{\tau}(\varphi)$ and let $\varepsilon$ be an arbitrary positive number. By (i), there exists a $\varphi_{k} \in \Phi_{0}$ such that $E\left|x_{\tau}(\varphi)-{\underset{x}{\tau}}^{\tau}\left(\varphi_{k}\right)\right|^{2}<\varepsilon / 2$. If $\tau$ is a discontinuity point of the one-dimensional process $\left\{\underline{x}_{t}\left(\varphi_{k}\right)\right\}(t \in T)$, then since $\underline{x}_{\tau}\left(\varphi_{k}\right) \in H_{0}$, the proof will be complete. On the other hand, if $\tau$ is not a discontinuity point of $\left\{\underline{x}_{t}\left(\varphi_{k}\right)\right\}$ then there exists a rational number $r$ such that

$$
\mathcal{E}\left|x_{\tau}\left(\varphi_{k}\right)-x_{r}\left(\varphi_{k}\right)\right|^{2}<\mathcal{E} / 2 \text {. This implies that } \mathcal{E}\left|\underline{x}_{\tau}(\varphi)-\underline{x}_{r}\left(\varphi_{k}\right)\right|^{2}<2 \varepsilon
$$

and since $\underline{x}_{r}\left(\Phi_{k}\right) \in H_{o}$ the proof is complete.
It might be remarked in passing that if $\underline{x}(t)=\left[x_{1}(t), \ldots, x_{q}(t)\right]$ is a $q$-dimensional process such that the random variables $x_{i}(t-0)$, $x_{i}(t+0)$ exist for $i=1, \ldots, q$, the conditions of Lemma 2.1 are fulfilled if we take $\Phi$ to be q-dimensional Euclidean space and define $\underline{x}_{t}(\varphi)=$ $\sum_{i=1}^{q} x_{i}(t) \varphi_{i}, \varphi$ being the vector $\left(\varphi_{1}, \ldots, \varphi_{q}\right)$. In other words, Lemma 1 of [2] is a special case of Lemma 2.1. In view of the isometry $V$ between $H(K)$ and $H(\underline{x})$, the assumptions (A) are equivalent to corresponding assumptions concerning the spaces $H(K)$ and $H(K ;-\infty)$. Let us introduce the spaces $H^{*}(K ; t)=\bigcap_{n=1}^{\infty} H\left(K ; t+\frac{1}{n}\right)$. We then have $H^{*}(K ;-\infty)=\{0\}$ and $H(K)=H^{*}(K ; \infty)$, the smallest subspace containing all the $H^{*}(K ; t)$.

The spaces $H^{*}(\underline{x} ; t)$ are similarly introduced. Let $\widehat{E}(t)$ denote the projection operator from $H(K)$ onto $H^{*}(K ; t)$ and $E(t)$ the projection from $H(\underline{x})$ onto $H^{*}(\underline{x} ; t)$. It then follows easily that the families $\{\hat{E}(t),-\infty<t<\infty\}$ and $\{E(t),-\infty<t<\infty\}$ are right continuous resolutions of the identity in the respective Hilbert spaces $H(K)$ and $H(\underline{x})$.

The two results which follow are proved as in [7]. We omit the proof, which is essentially based on the Hellinger-Hahn decomposition of the selfadjoint operators $\hat{A}$ and $A$ defined respectively on $H(K)$ and $H(\underline{x})$ by the resolutions of the identity introduced above. Observe that while the parameter set $T$ of the process is always either the real line or the set of all integers, the resolution of the identity $\{E(t)\}$ determined by the process is defined for all real $t$.

Theorem 2.1. Let assumptions (A) be satisfied. Then each element $K(\cdot, \alpha)$ ( $a$ in $J$ ) of $H(K)$ has the following representation

$$
K(\cdot, a)=\sum_{n=1}^{M_{0}} \int_{-\infty}^{t} G_{n}(a, u) d E(u) f^{(n)}+\sum_{t_{j} \leq t}^{\sum_{i=1}^{M_{j}} a_{j \ell}(a) g_{j \ell} .}
$$

where the symbols introduced have the following meaning:
(a) $\left\{f^{(n \lambda}\right\}$ is a sequence of elements in $H(K)$ with the following properties:
(1) The inner product $\left(E\left(\Delta_{1}\right) f^{(n)}, E\left(\Delta_{2}\right) f^{(m)}\right)=0$ whenever $\Delta_{1}$ and $\Delta_{2}$ are disjoint intervals or $m \neq n$;
(ii) For each $n, G_{n}(a, \cdot) \in L_{2}\left(\rho_{n}\right)$ where $\rho_{n}(\Delta)=\left\|E(\Delta) f^{(n)}\right\|^{2}$, Mo
$\sum_{n=1}^{0} \int\left|G_{n}(a, u)\right|^{2} d p_{n}(u)<\infty$ and $\rho_{1} \gg \rho_{2} \gg \ldots$ etc.
(b) For each $j=1,2, \ldots$ the sequence $\left\{g_{j \ell}\right\}\left(\ell=1, \ldots, M_{j}\right)$
are the eigenvectors of the self-adjoint operator $\hat{A}$ corresponding to the eigenvalue $t_{j}$ and such that

$$
\sum_{j=1}^{\infty} \sum_{=1}^{M_{j}}\left|a_{j}(a)\right|^{2}\left\|g_{j_{l}}\right\|^{2}<\infty .
$$

The elements $\left(g_{j l}\right)$ further, form a complete orthonormal system in the subspace $\left[E\left(t_{j}\right)-E\left(t_{j}-0\right)\right] H(K)$ with

$$
\left(g_{j \ell}, g_{i m}\right)=0 \quad \text { if } \quad i \neq j .
$$

For $a=(t, \varphi)$ writing $\Gamma_{n}(\varphi ; t, u)=G_{n}(a, u)$ and $b_{j \ell}(\varphi ; t)=$ $a_{j \ell}(a)$ we obtain the following representation for the process ${ }^{( } \underline{x}_{t}$ on $\Phi$.

Theorem 2.2. If conditions (A) hold we have the following representation for $\underline{x}_{t}$. For each $t$ and $\varphi$, with probability one
(2.1) $x_{t}(\varphi)=\sum_{n=1}^{M_{0}} \int_{-\infty}^{t} \Gamma_{n}(\varphi ; t, u) d z_{n}(u)+\sum_{t_{j} \leq t} \sum_{\ell=1}^{M_{j}} b_{j l}(\varphi ; t) \xi_{j \ell}$,
where
(a) $z_{n}(u)(-\infty<u<\infty)$ for each $n$, is an orthogonal random function with the further property that $\varepsilon\left[z_{m}(u) \overline{L_{n}(v)}\right]=0$ for $m \neq n$ and $\varepsilon\left|z_{n}(\Delta)\right|^{2}=\rho_{n}(\Delta)$. Further, the functions $\Gamma_{n}$ and $\rho_{n}$ satisfy the conditions stated in the preceding theorem;
(b) The random variables $\xi_{j_{i}}\left(\ell=1, \ldots, M_{j}\right.$ and $\left.j=1,2, \ldots\right)$ are mutually orthogonal with

$$
\sum_{j=1}^{\infty} \sum_{l=1}^{M} \sigma_{j l}^{2}\left|b_{j l}(\oplus ; t)\right|^{2} \text { finite, where } v_{j l}^{2}=\left.\varepsilon_{j} \xi_{j l}\right|^{2} .
$$

Definition. The cardinal number $M=\max \left[M_{0}, \sup _{j} M_{j}\right]$ is called the maultriplicity of the stochastic process $\underline{x}_{t}$ on $\Phi$.

It is to be noted that $M$ can be infinite, in which case of course $M$ is aleph null. The corresponding series that occur in our work are then to be treated as infinite series.

If $T$ is the set of integers it is easy to see that $M_{o}$ is necessarily zero and $t_{j}=j$.

## 3. Canonical and proper canonical representations.

The representation obtained in Theorem 2.2 has the following property. For s <t,
(3.1) $E(s) \underline{x}_{t}(\varphi)=\sum_{1}^{M_{0}} \int_{-\infty}^{s} \Gamma_{n}(\varphi ; t, u) d z_{n}(u)+\sum_{t_{j} \leq s}^{\sum_{i=1} \sum_{j} b_{j f 1}(\varphi ; t) \boldsymbol{\xi}_{j k .} .}$

A representation satisfying (3.1) will be called canonical. From the form of (2.1), it follows that $H(\underline{x} ; t) \operatorname{C}[H(\underline{z} ; t) \cup H(\xi ; t)]$ where $H(\xi ; t)=E\left[\xi_{j l}, \quad,=1,2, \ldots, M_{j}, t_{j} \leq t\right]$. For applications of the theory, however, it is more useful to consider canonical representations for which,
(3.2) $\Gamma[H(\underline{z} ; t) \cup H(\xi ; t)]=H(\underline{x} ; t)$ for all $t$.

Following Hide, we refer to a representation with property (3.2) as proper canonical. In [7], Hida was concerned with proper canonical representations of multiplicity one. In order to be able to discuss the multiplicity theory of the more general processes considered by us it is necessary to establish the existence of a proper canonical representation of arbitrary multiplicity equivalent to the one given by Theorem 2.2. This we do in Theorem 3.1.

For the representation of Theorem 2.2 define the processes $B_{n}(u)$ as follows:
(i) If both $M_{0}$ and $\operatorname{Sup}_{j} M_{j}$ are infinite, then

$$
B_{n}(u)=z_{n}(u)+\sum_{t_{j} \leq u} \xi_{j n} \text { for } n=1,2, \ldots \text { ad inf . }
$$

(ii) If $M_{0}$ is finite and $M_{0} \leq \operatorname{Sup}_{j} M_{j}$, let

$$
\begin{aligned}
B_{n}(u) & =z_{n}(u)+\sum_{t_{j} \leq u} \xi_{j n} \text { for } n=1,2, \ldots M_{0} \\
& =\sum_{t_{j} \leq u} \xi_{j n} \quad \text { for } M_{0}<n \leq \sup _{j} M_{j} .
\end{aligned}
$$

(iii) In the remaining cases define

$$
\begin{aligned}
B_{n}(u) & =z_{n}(u)+\sum_{t_{j} \leq u} \xi_{j n} & & \left(n=1,2, \ldots, \operatorname{Sup}_{j} M_{j}\right) \\
& =z_{n}(u) & & \operatorname{Sup}_{j} M_{j} \leq n \leq M_{o} .
\end{aligned}
$$

With the above notation we rewrite (2.1) as

$$
\begin{equation*}
x_{t}(\varphi)=\sum_{n=1}^{M} \int_{-\infty}^{t} G_{n}(\varphi ; t, u) d B_{n}(u) \text {, where } \tag{3.3}
\end{equation*}
$$

$M=\max \left(\operatorname{Sup}_{j} M_{j}, M_{0}\right)$. What the functions $G_{n}$ stand for is clear from the context.

Also, $H(B ; t)=\bar{S}[H(z ; t) \cup H(\xi ; t)]$. A representation of the form (3.3) will be denoted by $\quad\left(G_{n}, B_{n}\right)_{1}$.

Theorem 3.1. Let $\left(G_{n}, B_{n}\right)_{1}^{M}$ be a canonical representation. Then there exists a proper canonical representation $\left\{\tilde{G}_{n}, \tilde{B}_{n}\right\}_{1}^{M}$ such that for every $(\varphi, t), X_{t}(\varphi)-\sum_{n=1}^{M} \int_{-\infty}^{t} \tilde{a}_{n}(\phi ; t, u) d \tilde{B}_{n}(u)$ with probability one.
Proof. Let $\rho_{n}(\Delta)=E\left|B_{n}(\Delta)\right|^{2}$. For each $\phi$ and $t$, and every measurable subset $S$ of $(-\infty, t]$, define the measure $\mu(t, \phi)(S)=$
$\int_{S}\left|a_{n}(\varphi ; t, u)\right|^{2} d \rho_{n}(u)$. Then for each $n$, the measure $\mu^{(n)}$ given by $\mu^{(n)}(S)=\underset{(t, \varphi)}{V} \underset{(t, \varphi)}{(n)}(S)($ see $[\eta])$ is absolutely continuous with respect to $\rho_{n} \cdot$ Let $N_{n}=\left\{u \left\lvert\, \frac{d u^{\prime}}{d \rho_{n}}(u)>0\right.\right)$ and $\tilde{B}_{n}(S)$ be the random set function with variance function $\tilde{\rho}_{n}$ and defined by the stochastic integral $\tilde{B}_{n}(S) \equiv \int_{S} I_{N_{n}}(u) d B_{n}(u)$. Further, set $\tilde{G}_{n}(\varphi ; t, u) \cong G_{n}(\varphi ; t, u)$ for all $\varphi, t$ and $u$ and consider the sum, $\Sigma_{t}(\varphi)=\sum_{1}^{M} \int_{\infty}^{t} \tilde{\sigma}_{n}(\varphi ; t, u) d \vec{B}_{n}(u)$. If $M$ is infinite, the right hand side aeries is easily seen to be covergent in quadratic mean. From the fact that
$\left.\frac{d_{\mu}^{(n)}\left(n_{n}(\phi)\right.}{d \mu(n)}\right) \frac{d_{\mu}(n)}{d p_{n}}(u) \equiv\left|a_{n}(\varphi ; \varepsilon, u)\right|^{2}$
for each $t, \phi$ and $n$, it is easy to deduce that

$$
\int_{-\infty}^{t}\left[1-I_{N_{n}}(u)\right]^{2}\left|G_{n}(\varphi ; t, u)\right|^{2} d p_{n}(u)=0
$$

Thus for all $t, \varphi$,
(3.4) $\xi_{\|}\left|x_{t}(\varphi)-y_{t}(\varphi)\right|^{2}=\sum_{n=1}^{M} \int_{-\infty}^{t}\left|1-I_{N_{n}}(u)\right|^{2}\left|\hat{a}_{n}(\varphi ; t, u)\right|^{2} d p_{n}(u)=0$.

From (3.4) we find that for every $t$ and $\varphi$
(3.5) $\quad x_{t}(\varphi)=y_{t}(\varphi)$ with probability one
and that
(3.6) $H(x ; s)=H(y ; s)$ for all seT.

A similar argument also yeilds that for every measurable subset $S$ of $(-\infty, t]$,
(3.7) $\sum_{n=1}^{M} \int_{S}\left|G_{n}(\varphi ; t, u)\right|^{2} d \rho_{n}(u)=\sum_{n=1}^{M} \int_{S}\left|\tilde{G}_{n}(\varphi ; t, u)\right|^{2} d \tilde{\rho}_{n}(u)$.

Since $\mathcal{E}\left[\tilde{B}_{n}(\Delta) \widetilde{B}_{m}\left(\Delta^{\prime}\right)\right]=0$ for $\Delta \neq L^{\prime}$ or $n \neq m$, we have


Therefore, to establish that $\left\{\tilde{G}_{n}, \tilde{B}_{n}\right\}$ is proper canonical, it suffices to show that $H\left(\tilde{B}_{n} ; t\right) \subset H(x ; t)$ for $a l l n$ and $t$. Now suppose that there is a $t$ and an $n$, such that

$$
H\left(\tilde{B}_{n} ; t\right) \notin H(x ; t)
$$

Then we can find a nonzero element $z a H\left(\tilde{B}_{n} ; t\right)$ which is orthogonal to $H(x ; t)$. Let $s^{\prime \prime} \in T$ be arbitrary and $s \leq s^{\prime} \leq t$. By the canonical property of $\left\{G_{n}, B_{n}\right\},(3.5),(3.6)$ and (3.7), the projection of $\frac{x_{s} \prime \prime}{}(\varphi)$ onto $H\left(x ; s^{\prime}\right)$ is given by $\sum_{1}^{M} \int_{-\infty}^{s^{\prime}} \tilde{G}_{n}\left(\varphi ; s^{\prime \prime}, u\right) d \tilde{B}_{n}(u)$. But $z \perp H(x ; t)$
and $z=\int_{-\infty}^{t} h(u) d B_{n}(u)$ with $h \in L_{2}\left(\tilde{\rho}_{n}\right)$ (see [4], pp. 426-28). Hence (3.8) $\int_{-\infty}^{s^{\prime}} \tilde{G}_{n}\left(\varphi ; s^{\prime \prime}, u\right) \overline{h(u)} d \tilde{\rho}_{n}(u)=0$ for all $s^{\prime \prime}, \varphi$.

Using a similar argument with $s$ we obtain

$$
\begin{equation*}
\int_{s^{\prime}}^{s^{\prime}} \tilde{G}_{n}\left(\varphi ; s^{\prime \prime}, u\right) \overline{h(u)} d \tilde{p}_{n}(u)=0 \text { for all } s^{\prime \prime} \text { and } \varphi . \tag{3.9}
\end{equation*}
$$

Proceeding as in Theorem I. 2 of [7], it can be shown that (3.9)
implies

$$
\rho_{n}\left\{N(h) \cap N_{n}\right\}=0 \quad \text { where } N(h)=\{u \mid h(u) \neq 0\}
$$

Hence,

$$
\varepsilon|z|^{2}=\int_{-\infty}^{t}|h(u)|^{2} d \tilde{\rho}_{n}(u)=\int_{-\infty}^{t} I_{N_{n}}(u)|h(u)|^{2} d \rho_{n}(u)=\int_{N_{n} \cap N(h)}|h(u)|^{2} d \rho_{n}(u)=0
$$ contradicting the assumption that $z \neq 0$.

Remarks. (i) The relation obtained in (3.5) is an equivalence relation. Hence we shall refer to $\left\{\tilde{G}_{n}, \tilde{B}_{n}\right\}_{1}^{M}$ as a proper canonical representation equivalent to $\left\{G_{n}, B_{n}\right\}_{1}$.
(ii) By definition of $\tilde{B}_{n}$ and the fact that $\frac{d \tilde{\rho}_{n}}{d \rho_{n}}(u)=I_{N_{n}}^{2}(u)$ if $\tilde{\rho}_{n}=0$, we obtain $I_{N_{n}}(u)=0$ a.e. $\rho_{n}$. But this will imply ${ }_{d \mu}(n)$ $\rho_{n}\left\{\frac{d \mu}{d \rho_{n}}(n)>0\right\}=0$. Hence $\left|G_{n}(\varphi ; t, u)\right|^{2}$ which equals $\frac{d \mu(t, \varphi)}{d \mu(n)}(u) \frac{d \mu}{d \rho_{n}}(u)$ vanishes almost everywhere $\left[\rho_{n}\right]$, i.e., for every $\phi$ and $t G_{n}(\varphi ; t, u)=0$ a.e. with respect to $\rho_{M}$, contradicting the fact that $M$ is the multiplicity of $\left\{G_{n}, B_{n}\right\}_{1}$. Thus the representation $\left\{\tilde{G}_{n}, \tilde{B}_{n}\right\}$ also has multiplicity M.
(iii) Finally, from the definition of $\tilde{B}_{n}$ we have

$$
\begin{aligned}
\tilde{B}_{n}(S) & =\int_{S} I_{N_{n}}(u) d z_{n}(u)+\sum_{t_{j} \subset N_{n} \cap S} \xi_{j n} \\
& =\tilde{z}_{n}(S)+\sum_{t_{j} \in S} \tilde{\xi}_{j n}
\end{aligned}
$$

say, where $\tilde{\xi}_{j n}=\xi_{j n}$ if $t_{j} \in N_{n}$, and 0 otherwise. Hence the proper canonical representation obtained can again be put in the form of (2.1).

## WEAKLY STATIONARY STOCHASTIC PROCESSES ON Ф

We now turn to the central task of this paper, the study of the multiplicity theory of weakly stationary processes on $\Phi$. As we shall see, this theory applies also to a class of infinite dimensional stationary processes and shows that in the study of the latter, the idea of multiplicity naturally supplants that of rank.

Before proceeding to the discrete parameter case whose results we shall need in Section 6 we make the following observations concerning the Wold decomposition of continuous parameter stationary processes on $\Phi$. If for every real $h$, we define

$$
T_{h} \mathbf{x}_{t}(\varphi)=\underline{x}_{t+h}(\varphi),
$$

where $t$ is an arbitrary real number and $\varphi \in \Phi$, it is easy to see that this definition can be extended so that $T_{h}$ becomes a unitary operator. Indeed, $\left\{T_{h}\right\}(-\infty h,+\infty)$ is a group of unitary operators and for all real a and $h$

$$
T_{h} E(a)=E(a+h) T_{h} .
$$

Using this fact and proposition 2.1 we are able to state the following proposition:

If $\left\{\underline{x}_{t}\right\}$ is a weakly stationary process on $\Phi$ then there exist weakly stationary processes on $\Phi,\left\{x_{t}^{(1)}\right\}$ and $\left\{\underline{x}_{t}^{(2)}\right\}$ such that
(1) $x_{t}(\varphi)=x_{t}^{(1)}(\varphi)+x_{t}^{(2)}(\varphi)$ for every $t$,
(2) $\left\{x_{t}^{(1)}\right\}$ is deterministic $\left\{x_{t}^{(2)}\right\}$ is purely nondeterministic, and
(3) $H\left(\underline{x}^{(1)}\right)$ and $H\left(\underline{x}^{(2)}\right)$ are orthogonal.
4. Discrete parameter processes. Let $x_{n}(n=0, \pm 1, \ldots)$ be a purely non-deterministic stationary process on $\Phi$. Since we want $H(\underline{x})$ to be separable, we shall assume that for each $n, x_{n}(\cdot)$ is continuous in quadratic mean in the $\Phi$-topology. If in Theorem 2.2, $T$ is the set of integers then the resolution of identity of the process is given by

$$
E_{t}=\underset{n \leq t}{\Sigma}\left(p_{n}-p_{n-1}\right) \text { where } p_{n} \text { is the projection onto } H(\underline{x} ; n) \text {. }
$$

The self-adjoint operator A then has a purely discrete spectrum, having each integer as an eigenvalue and $H(\underline{x} ; n) \Theta(\underline{x} ; n-1)$ as the invariant subspaces. The multiplicity $M$ of the process is therefore given by

$$
M=\sup _{n}[\operatorname{dim}\{H(\underline{x} ; n) \Theta H(\underline{x} ; n-1)\}] .
$$

n
The following two lemmas show that $\operatorname{dim}\{H(\underline{x} ; n) \Theta H(\underline{x} ; n-1)\}$ is independent of $n$. Let $g_{n}(\varphi)-x_{n}(\varphi)-p_{n-1} x_{n}(\varphi)$.

Lemma 4.1. $H(\underline{x} ; n) \Theta H(\underline{x} ; n-1)=\mathcal{S}_{\boldsymbol{S}}\left[g_{n}(\varphi), \varphi \in \Phi\right] \quad(n=0,+1, \ldots)$.
Lemma 4.2. For arbitrary integers $m$ and $n$, there exists a unitary operator $T_{m}$ such that,

$$
\mathrm{T}_{\mathrm{m}}\left[\mathrm{~g}_{\mathrm{n}}(\varphi), \varphi \in \Phi\right]=E\left[\mathrm{~g}_{\mathrm{m}+\mathrm{n}}(\varphi), \varphi \in \Phi\right]
$$

To prove Lemma 4.1 it is enough to show that $H(\underline{x} ; n)=H(\underline{x} ; n-1) \Theta$ $E\left[g_{n}(\varphi), \varphi \in \Phi\right]$. But this is true from the definition of $g_{n}(\varphi)$.

For the proof of Lemma 4.2, we consider the group $\left\{T_{m}\right\}$ of unitary operators given by

It can be easily verified that

$$
T_{m} p_{n-1} x_{n}(\varphi)=p_{m+n-1} \frac{x_{m+n}}{}(\varphi) \text {. Hence, } T_{m} g_{n}(\varphi)=g_{m+n}(\varphi)
$$

and the proof is complete.
For the process $x_{n}$ of this section we now have the following result.
Theorem 4.1 $\underline{x}_{n}(\varphi)=\sum_{\ell=1}^{M} \sum_{m \leq n} b_{\ell}(\varphi ; m \cdot n) \xi_{\ell}(m)$, where
(i) $M=\operatorname{dim}[H(\underline{x} ; n) \Theta H(\underline{x} ; n-1)]$ is the multiplicity of the process,
(ii) For each $\ell, \quad\left\{\xi_{l}(m)\right\}(m=0, \pm 1, \ldots)$ has stationary orthogonal increments and $\mathcal{E}\left[\xi(m) \xi_{k}^{\left(m^{\top}\right)}\right]=0$ if $k \neq \ell$. Furthermore,

$$
\sum_{\ell=1}^{M} \sum_{m \leq 0}\left|b_{\ell}(\varphi ; m)\right|^{2} \mathcal{E}\left|\xi_{\ell}(m)\right|^{2} \text { is finite and }
$$

Proof: From Theorems 2.2, 3.1 and the remarks preceding Lemma 4.1 about the resolution of the identity in $H(\underline{x})$, we have
(4.1) $\quad x_{n}(\varphi)=\sum_{m \leq n} \sum_{\ell=1}^{M} b_{\ell}^{\prime}(\varphi ; n, m) \quad \xi_{\ell}^{\prime}(m) \quad$ with $\quad H(\underline{x} ; n)=\sum_{1}^{M} \oplus H\left(\xi_{i}^{i} ; n\right)$. By Lemma 4.1 and (4.1)

$$
\digamma\left[g_{n}(\varphi), \varphi \in \Phi, n \leq n\right]=H(\underline{x} ; n)=\sum_{1}^{M} \bigoplus H\left(\xi_{i} ; n\right) .
$$

In particular

$$
\left.E g_{0}(\varphi) ; \varphi \in \Phi\right]=\mathbb{S}\left[\xi_{l}^{\prime}(0), \quad \ell=1,2, \ldots M\right]
$$

Hence, if we define

$$
\xi_{l}(m)=T_{m} \quad \xi_{l}^{\prime}(0) \text {, we have }
$$

$E\left[\xi_{\ell}^{\prime}(m), \quad \ell=1,2, \ldots M\right]=F\left[\xi_{\ell}(m), \ell=1,2, \ldots M\right]$,
since

$$
\left.T_{m} \underset{F}{F} \xi!,(0), \quad \imath=1,2, \ldots M\right]=T_{m} \widetilde{S}\left[g_{0}(\varphi), \varphi \quad \Phi\right]=\mathbb{S}\left[g_{m}(\varphi), \varphi \in \Phi\right]
$$

Therefore, $H(\underline{\mathbf{x}} ; \mathrm{n})=\sum_{1}^{M} \bigoplus H\left(\xi_{i} ; n\right)$ and hence

$$
\mathrm{x}_{0}(\varphi)=\sum_{i=1}^{\mathrm{M}} \sum_{\mathrm{m} \leq 0} \mathrm{~b}_{\ell}(\varphi ; \mathrm{m}) \xi_{\ell}(\mathrm{m}) \text {, with }
$$

$$
\begin{aligned}
& \sum_{\ell=1}^{M} \sum_{m \leq 0}\left|\mathrm{~b}_{\ell}(\varphi ; m)\right|^{2} \varepsilon_{0}\left|\xi_{\ell}(m)\right|^{2}<\infty \\
& x_{n}(\varphi)=T_{n} x_{0}(\varphi)=\sum_{\ell=1}^{M} \sum_{m \leq 0} b_{i}(\varphi ; m) \xi_{\ell}(m+n) \\
&=\sum_{\ell=1 m \leq n}^{M} \sum_{i,}(\varphi ; m-n) \xi_{\ell}(m) .
\end{aligned}
$$

5. Continuous parameter, weakly stationary processes. We shall give in this section the generalization of what we believe to be the essence of Hanner's ideas underlying his time domain analysis of one-dimensional stationary processes. The desired generalization will turn out to be based on a study of the properties of the maximal spectral type of the operator $A$ of the process and its multiplicity, thus effecting a unity with the work presented in Sections 2 and 3.

It is convenient to recall at this point some of the terminology of multiplicity theory in a separable Hilbert space $H$. Let $A$ be any self adjoint operator with spectral measure function $E($.$) . For any element f$ in $H$ let $\rho_{f}$ be the finite measure on the Borel sets of line (sometimes also called the spectral function) given by $\rho_{f}(\Delta)=\|E(\Delta) f\|^{2}$. The family of all finite measures on the line is divided into equivalence classes by the relation of equivalence between measures (equivalence here means mutual absolute continuity). If $\rho$ is used to denote the equivalence class to which the measuré $\rho_{f}$ belongs, $\rho$ will be called the spectral type of $f$ with respect to $A . \rho$ is also referred to as the spectral type belonging to $A$. If elements $f$ and $g$ are such that $\rho_{f} \equiv \rho_{g}$, they obviously have the same spectral type $\rho$. We shall say that the spectral type $\rho$ dominates the spectral type $\sigma$ ( $\rho>\sigma$ or $\sigma<\rho$ ) if any (and thus every) measure belonging to $\sigma$ is absolutely continuous with respect to any measure belonging to $\rho . \rho$ and $\sigma$ are said to be independent spectral types if for any spectral type $v$ such that $v<\rho$ and $v<\sigma$ we have $v=0$. An element $f$ is said to be of maximal spectral type $\rho$ (with respect to $A$ ) if for every $g$ in $H \quad \rho_{g} \ll \rho_{f}$. The subspace $\mathcal{G}(E(\Delta) f, \Delta$ ranging over all finite intervals is called the cyclic subspace (with respect to $A$ ) generated by $f$. If this subspace coincides with $H, f$ is called a cyclic or generating element of $A$ and $A$ is called cyclic. Also if $f$ is a generating element of $A, f$ is of maximal spectral type and the latter is referred to as the spectral type of the (cyclic) operator $A$. It is to be noted that if $A$ is any self adjoint operator (since

Any system of mutually cyclic parts of $A$ of type $\rho$ is called an orthogonal system of type $\rho$ relative to A. An orthogonal system of type $\rho$ which cannot be enlarged by adding to it more cyclic parts of $A$ is called maximal. It is a known result of this theory that all maximal systems of type $\rho$ have the same cardinal number. This uniquely determined cardinal number is defined to be the multiplicity of the spectral type $\rho$ with respect to $A$.

Finally we need the notion of a uniform spectral type. The spectral type $\rho(\neq 0)$ is said to be uniform if every non-zero type $\sigma$ dominated by $\rho$ has the same multiplicity as $\rho$ itself. Most of the above definitions have been taken from the article by A. I. Plessner and V. A. Rohlin [12] to which the reader is also referred for further details.

When dealing with continuous parameter processes, we assume not only that $\underline{x}_{t}(\Phi)$ is continuous in $q . m$. in the topology of $\Phi$ but that for each $\varphi \in \boldsymbol{\theta}$, the complex valued univariate process $\left[\underline{x}_{t}(\varphi)\right] \quad(-\infty<t<+\infty)$ is continuous in q.m. in $t$. We shall refer to this as condition (C). It is easy to see that if (C) holds, the assumptions of Lemma 2.1 are valid so that the separability condition (A.1) is satisfied. In addition, it follows from condition (C) that the group [ $T_{h}$ ] introduced in Section 4 is strongly continuous. We recall from Section 4 [(5.1)

$$
T_{h} E(t)=E(t+h) T_{h}
$$

for all reail, $t$, As in [9], (5.1) is the
basic relation between the operator $A$ and the unitary group of the process which we propose to exploit in our time domain analysis. We shall prove the central theorem on representation by means of a number of lemmas. The first group of lemmas concerns the properties of spectral types.

Lemma 5.1 If $f$ is any element of $H(\underline{x})$ then, $\rho_{f} \ll \mu_{g}$ the Lebesque measure. Proof: Let us define for every real $t$, and every measurable set $S$ of the real line

$$
\rho_{f}(t)(s)=\rho_{f}(s-t)=\|E(s-t) f\|^{2} \text {. From (5.1), however, } \rho_{f}^{(t)}(s)
$$

equals $\left\|E(S) T_{t} f\right\|^{2}$. Hence by the atrong continuity of the group $\left\{T_{t}\right\}, \rho_{f}^{(t)}(S)$
result.due.to N. Wiener and R. C. Young [See Saks [16], p.91].
Let $f^{(i)}$ be a maximal element of $A$, ie., an element of maximal spectral type with respect to $A$. and $u$ any positive number. If we define
(5.2) $\quad 8_{a}^{b}=\{E(b)-E(a)\} \quad \int_{A}^{B} T_{h} E\left(\Delta_{0}\right) f(1) d h$, where $\Delta_{0} C(0, u), A<a-u$ $B>b$ and the integral is taken as in [6], we observe that $g_{a}^{b}$ can be identified with Manner's $z\left(I_{a}^{b}\right)$ with $z=E\left(\Delta_{0}\right) f^{(1)}$ in the formula (3.2) of [6] (p.166). We remark that $g_{a}^{b}$ does not depend on $A$ and $B$ as long as these limits of integration satisfy the stated inequalities. We give here the properties of $\mathbf{g}_{\mathbf{a}}^{b}$ which follow from those of $\left.Z_{\left(I_{a}\right.}^{b}\right)$ [See [6], p.167]. For $a<b<c$, we have
(5.3) $\quad \mathbf{g}_{a}^{b}+g_{b}^{c}=g_{a}^{c}$,
(5.4) $\quad 8_{a}^{b} \quad$ is orthogonal to $8_{b}^{c}$,
and for arbitrary $t$,
(5.5) $\quad T_{t} g_{a}^{b}=g_{a}^{b+t}$.

It follows from (5.3), (5.4) and (5.5) that
(5.6) $\quad\left\|g_{a}^{b}\right\|^{2}=\tau(b-a)$ where $T$ is a non-negative number that does not depend on the interval ( $a, b]$.

Lemma 5.2. There exists a finite interval $\Delta_{0} \mathbb{C}(0, u]$ such that $g_{0}^{u}$ as defined in (5.2) is different from zero.

Proof: We follow Manner closely in proving this lemme ([6], Proposition C). Suppose $g_{0}^{u}=0$, then for every $z^{\prime} \in H(\underline{x})$ and every $f C(0, u], \varepsilon_{0}\left[g_{0}^{u} z^{\prime}\right]=0$. Hence, if $z=\omega\left(s_{1}, t_{1}\right)$ and $z^{\prime}=\omega\left(s_{2}, t_{2}\right)$, where $\omega(s, t)=\{E(t)-E(s)\} f(1)$ for $<t$, then from the fact that $\mathcal{E}\left[g_{0}^{u} \bar{z}^{\prime}\right]=0$, we have

$$
\begin{equation*}
\left.\int_{-=1}^{u} \varepsilon\left[T_{h} \omega\left(s_{1}, t_{1}\right) \cdot \overline{w\left(s_{2}, t_{2}\right.}\right)\right] d h \neq 0 \quad\left(0<s_{1}, t_{1}, t_{2}, t_{2} \leq u\right) . \tag{5.7}
\end{equation*}
$$

But for $\delta$ such that $0<\delta<\frac{1}{2} u, \varepsilon_{d}\left[T_{h} \omega(0, u) \omega(\overline{\delta, u-\delta})\right]=\varepsilon\left|T_{h} \omega(\delta, u-\delta)\right|^{2}$ is a continuous function of $h$ which converges, as $h \rightarrow 0$ to $\mathcal{G}|\omega(\delta, u-\delta)|^{2}$. Now, $\omega(\delta, u-\delta)=0$ implies that $[E(\delta)-E(u-\delta)] f^{(1)}=0$ and hence $[E(\delta)-E(u-\delta)] f=0$ for all $f \in H(\underline{x})$, giving $H(\underline{x} ; \delta) \Theta H(\underline{x} ; \mathbf{u}-\delta)=\{0\}$. This contradicts the fact that the $\underline{x}_{t}$-process is purely nondeterministic. Therefore we can find a $r(0<r<u)$ such that

$$
L=\int_{-r}^{r} \varepsilon_{0}\left[T_{h} \omega(0, u) \overline{\omega(\delta, u-\delta)}\right] d h \neq 0 . \text { Let } t_{0}=\delta<t_{1}<\ldots \leqslant t_{n}=u-\delta .
$$

be a finite subdivision of the interval ( $\delta, u-\delta]$. Then

$$
\left.L=\sum_{1}^{n} \int_{-r}^{r} \varepsilon\left[T_{h} \omega(0, u) \cdot \overline{\omega\left(t_{i-1}, t_{i}\right.}\right)\right] d h .
$$



$$
\left.=\sum_{1}^{n} \int_{-u}^{+u} \varepsilon\left[T_{h} \omega\left(t_{i-1}-\gamma, t_{i}+\gamma\right) \overline{\omega\left(t_{i-1}, t_{i}\right.}\right)\right] d h \text { which is zero from (5.7). }
$$

Now $|M-L| \leqq 2 u| | \omega(0, u)| | \underset{i}{\max }\left\|\omega\left(t_{i-1}, t_{i}\right)\right\|$. But

$$
\omega\left(t_{1-1}, t_{i}\right)+P_{H\left(\underline{x} ; t_{i}, u\right)} f^{(1)}=P_{H\left(\underline{x} ; t_{i-1}, u\right)} f^{(1)} \text { and } \omega\left(t_{i-1}, t_{i}\right) \text { is }
$$

orthogonal to $H\left(\underline{x} ; t_{i}, u\right) f^{(1)}$. Hence, $\left.\left\|\omega\left(t_{i-1}, t_{i}\right)\right\|^{2}=\| P_{H(x ;} t_{i-1}, u\right)^{\left({ }^{( }\right)} \|^{2}$ $-\left\|P_{H\left(\underline{x} ; t_{i}, u\right)} f^{(1)}\right\|^{2}$. Since $\left\|P_{H(\underline{x} ; t, u)}{ }^{(1)}\right\|^{2}$ is a continuous function of $t$, we make $\left\|\omega\left(t_{i-1}, t_{i}\right)\right\|$ as small as we please by taking a fine enough subdivision. Hence $M=L$. But $M=O$ and $L \neq O$. We arrive at a contradiction, thus proving the lemma.

Henceforth, $\Delta_{0}$ will denote a fixed subinterval of $(0, u]$, such that $\left\|g_{0}^{u}\right\|^{2} \neq 0$ where in (5.2) we take $(a, b]=(0, u]$.

Suppose that $0<b<u$ and consider $g_{0}^{b}=[E(b)-E(0)] \int_{A^{\prime}}^{B^{\prime}} T_{h} E\left(\Lambda_{0}\right) f^{(1)} d h$,
where $A^{\prime}<-u, B^{\prime}>b$. Since the definition of $g_{0}^{b}$ is independent of this particular choice of $A^{\prime}, B^{\prime}$, we have
$g_{0}^{b}=[E(b)-E(0)] g_{0}^{u}=[E(b)-E(0)] \int_{A}^{B} T_{h} E\left(\Delta_{0}\right) f(1) d h$, where $A<-u$ and $B>4$. Also from (5.3) and (5.4), $g_{0}^{u}=g_{0}^{b}+g_{b}^{u}$ with $g_{b}^{u}$ orthogonal to $g_{0}^{b}$. Hence $\quad\left\|g_{0}^{u}\right\|^{2}=\left\|g_{0}^{b}\right\|^{2}+\left\|g_{b}^{u}\right\|^{2}$. If $g_{0}^{b}=0$, we have from (5.6) that $T u=T(u-b)$ where $\tau \neq 0$ by Lemma 5.2. Since $u$ and $b$ are distinct positive numbers, the above relation is absurd and thus $g_{0}^{b} \neq 0$. On the other hand, if $b>u$ then again (5.3) and (5.4) imply that $g_{0}^{b}=g_{0}^{u}+g_{u}^{b}$ with $g_{0}^{u}$ being orthogonal to $g_{u}^{b}$. Therefore $\left\|g_{0}^{b}\right\|^{2}=\left\|g_{0}^{u}\right\|^{2}+\left\|g_{u}^{b}\right\|^{2}$ thus giving $g_{0}^{b} \neq 0$ for all positive $b$. Finally if $b^{\prime}<0$, then from (5.5) , $T_{\beta} g_{b}^{0}=g_{0}^{\beta}$ where $\beta=-b^{\prime}$. From previous arguments $g_{0}^{\beta} \neq 0$. Hence $g_{b}^{0} \neq 0$. Thus $g_{0}^{b} \neq 0$ if $b>0$ and $8_{b}^{0} \neq 0$ if $b^{\prime}<0$. We therefore obtain $T \neq 0$ in (5.6), since for any $(c, d), \quad T_{-c} g_{c}^{d}=g_{0}^{d-c} \neq 0$.

Lemma 5.3. The spectral measure $\rho_{g_{a}} b=T \mu^{I}, \quad(I=(a, b])$, where $\mu^{I}(S)=\mu(I \cap S)$ for every measurable subset $S$ of the real line. Proof: Let $\Delta$ be any finite interval. Then $\rho_{g_{a}}^{b}(\Delta)=\left\|E(\Delta) g_{a}^{b}\right\|_{i}^{2}$. Therefore, from $(5.2), \quad \rho_{g_{a}}^{b}(\Delta)=\left\|E(\Delta \cap I) g_{a}^{b}\right\|^{2}$, which equals zero if $\Delta \cap I=\varnothing$ and, from (5.6), is equal to $T_{\mu}(\Delta \cap I)$ if $\Delta \cap I \neq \phi$. The result follows immediately from the definition of $\mu^{I}$.

The definition of $g_{a}^{b}$ can obviously be adjusted to make $\boldsymbol{T}=1$. From now on we shall assume that this has been done.
lemma 5.4. If $\rho$ is the maximal spectral type of $A$, then $\rho \equiv \mu$. Proof: It suffices to prove that if $f^{(1)}$ is a maximal element then $\rho_{f}(1) \equiv \mu$. From the maximality of $f^{(1)}$ and the fact; shown in Lemma 5.3 , that $\rho_{g_{a}}=\mu^{I}$ for an arbitrary interval $I=(a, b]$, it follows that $\mu \ll \rho_{f}(i)$. An appeal to Lemma 5.1 completes the proof.

We next define a complex-valued process $\xi_{1}$ (a) for all real a, as follows:

$$
\begin{aligned}
& \xi_{1}(a)=-g_{a}^{0} \text { if } \quad a<0 \\
& \xi_{1}(0)=0 \\
& \xi_{1}(a)=g_{0}^{a} \text { if } \quad a>0 .
\end{aligned}
$$

If we set $\xi_{1}(I)=\xi(b)-\xi_{1}(a)$ for every interval $I=(a, b]$, it follows from (5.3) and (5.4) that

$$
\begin{equation*}
\xi_{1}(I)=g_{a}^{b} \tag{5.8}
\end{equation*}
$$

It is easy to see that $\left\{\xi_{1}(t)\right\}(-\infty<t<+\infty)$ is a stochastic process with stationary orthogonal increments and $\varepsilon_{\|}\left|\xi_{1}(\Delta)\right|^{2}=\mu(\Delta)$. Let us write $H\left(\xi_{1}\right)=$ $E\left\{\xi_{1}(\Delta), \Delta\right.$ ranging over all finite subintervials of real line and $H\left(\xi_{1} ; t\right)=\xi_{1}(\Delta), \Delta$ ranging over all finite intervals contained in $\left.(-\infty, t]\right\}$. Then by (5.5) it follows that for every real $t, T_{t} \quad P_{H\left(\xi_{1}\right)}=P_{H\left(\xi_{1}\right)} T_{t}$. If we
now define
(5.9) $\quad \underline{x}_{t}^{(1)}(\varphi)=P_{H\left(\xi_{1}\right)} \underline{x}_{t}(\varphi)$,
then the $\underline{x}_{t}^{\left(I^{\prime}\right)}$-process is stationary and $\left.T_{t} \underline{x}_{s}^{(\underline{l}} \phi\right)=\underline{x}_{s}^{(1)}+t(\varphi)$ for all s and $\varphi$. Furthermore, since $\xi_{1}$ is a process with orthogonal increments, we have $H\left(\xi_{1}\right)=H\left(\xi_{1} ; t\right) \oplus \in\left(\xi_{1}(\Delta), \Delta C(t,+\infty)\right\}=H\left(\xi_{1} ; t\right) \oplus \mathcal{G}\left\{g_{a}^{b}, t<a \leq b<+\infty\right\}$
from (5.8). But, by definition of $g_{a}^{b}, \underline{x}_{t}(\varphi) \perp \subseteq\left[g_{a}^{b} t<a \leqq b<\infty\right\}$ so that $\underline{x}_{t}(\varphi)=P_{H}\left(\xi_{1} ; t\right) \underline{x}_{t}(\varphi)$ for all $t, \varphi$. Since from (5.8) and (5.2), $\xi_{1}(\Delta) \in H(\underline{x} ; t)$ for every finite interval $\Delta$ lying in $(-\infty, t]$, we have $H\left(\underline{x}^{(1)} ; t\right) \subset H(\underline{x} ; t)$. Hence the $\underline{x}_{t}{ }^{(1)}$-process is purely nondeterministic.

Lemma 5.5 For every real $t$ and $\varphi$ in $\phi, \underline{x}_{t}{ }^{(1)}(\varphi)=\int_{-\infty}^{t} F_{1}(\varphi ; u-t) d \xi_{1}(u)$
where $\int\left|\mathrm{F}_{1}(\varphi ; u)\right|^{2} d \mu(u)<\infty$.
Proof: Since $\underline{x}_{0}{ }^{(1)}(\varphi) \in H\left(\xi_{1} ; 0\right)$, it has the stochastic integral representation
$\underline{\underline{\mathbf{x}}}_{0}^{(1)}(\varphi)=\int_{-\infty}^{0} \mathrm{~F}_{1}(\varphi ; u) d \xi_{1}(u)$ with $\int_{-\infty}^{0}\left|F_{1}(\varphi ; u)\right|^{2} d \mu(u)$ finite (See [4], pp. 425-28).
The $\underline{x}_{t}{ }^{(1)}$-process is stationary and $T_{t} \xi_{1}(\Delta)=\xi_{1}(\Delta+t)$ from (5.5) and (5.8); hence
$\underline{\underline{x}}_{t}(1)(\varphi)=T_{t} \underline{x}_{0}^{(1)}(\varphi)=\int_{-\infty}^{0} F_{1}(\varphi ; u) d \xi_{1}(u+t)=\int_{-\infty}^{t} F_{1}(\varphi ; u-t) d \xi_{1}(u)$.
For every $\varphi \in \Phi$ and $t$ real, set $\underline{y}_{t}^{(1)}(\varphi)=\underline{x}_{t}(\varphi)-\underline{x}_{t}^{(1)}(\varphi)$. Then $T_{t} \underline{y}_{s}{ }^{(1)}(\varphi)=\underline{y}_{s+t}^{(1)}(\varphi)$ and $H\left(\underline{y}^{(1)} ; t\right) C H(\underline{x} ; t)$. Hence the $\underline{y}_{t}^{(1)}$-process is also weakly stationary and purely nondeterministic. From (5.9) we have $\underline{y}_{t}(1)=\underline{x}_{t}(\varphi)-P_{H}\left(\xi_{1}\right) \underline{x}_{t}(\varphi)$ which implies that for all $t, \varphi, \underline{y}_{t}{ }^{(1)}(\varphi) \perp H\left(\xi_{1}\right)$. Since $H\left(\underline{x}^{(1)}\right) \subset H\left(g_{1}\right) \quad$ it follows that for every $t$ and $s$ (5.10) $\mathrm{H}\left(\underline{y}^{(1)} ; \mathrm{s}\right) \perp \mathrm{H}\left(\underline{x}^{(1)} ; t\right)$

Lemma $5.6 ~ H(\underline{x} ; t)=H\left(\underline{x}^{(1)} ; t\right) \oplus H\left(\underline{\underline{y}}^{(1)} ; t\right)$ for each $t$. Proof: Since $H\left(\underline{x}^{(1)} ; t\right) \oplus H\left(\underline{y}^{(1)} ; t\right) \in H(\underline{x} ; t)$, we need to show only that $H\left(\underline{x}^{(1)} ; t\right) \oplus H\left(\underline{y}^{(1)} ; t\right) \mathbb{C}(\underline{x} ; t)$. But this follows from the fact that for $\varphi \in \Phi, \underline{x}_{\tau}(\varphi)=\underline{x}_{\tau}^{(1)}(\varphi)+\underline{y}_{\tau}^{(1)}(\varphi)$ which belongs to $H\left(\underline{x}^{(1)} ; t\right) \oplus H\left(\underline{y}^{(1)} ; t\right)$ for

Lemma 5.7 Let $a$ and $b$ be arbitrary real numbers. If we write
$\left.\left.\mathrm{H}\left(\underline{\mathrm{x}}^{(\dot{\mathrm{i}})} ; \mathrm{a}, \mathrm{b}\right)=\mathrm{H} \underline{\mathrm{x}}^{(\mathrm{i})} ; \mathrm{b}\right) \boldsymbol{\theta} \mathrm{H}^{(\underline{\mathrm{x}}}{ }^{(\mathrm{i})} ; \mathrm{a}\right) \quad$ then

Proof: The second half of relation (5.11) is obvious since $[E(\beta)-E(\alpha)]_{a}^{b}=g_{\alpha}^{\beta}$
for $a<\alpha \leqq \beta \leqq b$. To prove the first part we proceed as follows: For

From Lemma 5.6 and (5.10),
$\left.\underline{\underline{x}}_{t}{ }^{(1)}(\varphi)-P_{H(\underline{x}}(1) ; a\right) \underline{\mathbf{x}}_{t}^{(1)}(\varphi)=P_{H\left(\xi_{1} ; t\right)} \underline{x}_{t}(\Phi)-P_{H(\underline{x} ; a)} P_{H\left(\xi_{1} ; t\right)} \underline{x}_{t}(\varphi)$. Further-
more, for $a \leqq t$, writing $H\left(\xi_{1} ; a, t\right)=H\left(\xi_{1} ; t\right) \Theta H\left(\xi_{1} ; a\right)$
(5.12) $H\left(\xi_{1} ; t\right)=H\left(\xi_{1} ; a\right) \bigoplus H\left(\xi_{1} ; a, t\right)$ and ${\underset{-T}{T}}^{T}(\varphi) \underset{\mathcal{H}}{\boldsymbol{H}}\left(\xi_{1} ; a, t\right)$.

The latter assertion follows from (5.8) and the definition of $g_{a}^{b}$. Thus, we have

since $H\left(\varepsilon_{1} ; a\right) \cos (\underline{x} ; a)$, we have

$\mathrm{H}\left(\underline{x}^{(1)} ; \mathrm{a}, \mathrm{b}\right) 厄 \mathrm{C}\left(\varepsilon_{1} ; \mathrm{a}, \mathrm{b}\right)$ which from (5.8) is the same as
$\mathscr{G}\left\{g_{\alpha}^{\beta}, a<\alpha \leqq \beta \leqq b\right\}$. To complete the proof we have only to observe, be-
cause of Lemma 5.5, that for $a<\alpha \leqq \beta \leqq b, g_{\alpha}^{\beta}$ is in $H(\underline{x} ; a, b)$ and is or thogoal to $\mathrm{H}\left(\underline{y}^{\left(\mathrm{l}^{\prime}\right)} ; \mathrm{a}, \mathrm{b}\right)$.
 $a<t \cong b$ and $\varnothing \subseteq \Phi$.
(5.13) $\quad \hat{\underline{x}}_{t}(\hat{y})=\int_{a}^{t} F(\varphi ; t, u) d E(u) g_{a}^{b}$ where $\int_{a}^{b}|F(\varphi ; t, u)|^{2} d \mu(u)$ is finite.

We are now in a position to prove the following result
Lemma 5.8 The operator $A$ is reduced by $H\left(\underline{x}^{(1)} ; a, b\right)$.
Proof: It suffices to prove that for $a<t \leqq b$ and $\varphi \in \Phi, \hat{X}_{t}{ }^{(1)}(\varphi) \in H\left(\underline{x}^{(1)}\right.$;apb) since $H\left(\underline{x}^{(1)} ; a, b\right)=\sigma\left\{\underline{\mathrm{x}}_{\mathrm{t}}{ }^{(1)}(\varphi), \varphi \in \Phi \mathrm{a}<\mathrm{t} \underline{\mathrm{l}}^{\mathrm{b}} \mathrm{b}\right\}$. From (5.13)

$$
\widehat{A}^{(1)}(\varphi)=\int_{a}^{t} u F(\varphi ; t, u) d E(u) g_{a}^{b} \text { where } F(\varphi ; t, u) \in L_{2}\left(\mu^{I}\right) \text {. Hence }
$$

A $\left._{\mathbf{t}}{ }^{(1)}(\varphi) \in\{(E(\beta)-E(\alpha)))_{a}^{b} a<\alpha<\beta \leqq b\right\} \quad$ since $u F(\varphi ; t, u) \in L_{2}\left(\mu^{I}\right)$.

Lemma $5.9 \mathrm{H}\left(\underline{\mathbf{x}}^{(1)}\right)$ reduces the operator A .
Proof: From the properties of the resolution of the identity corresponding to $A$, we have

$$
\begin{equation*}
E(\Delta) A=A E(\Delta) \tag{5.14}
\end{equation*}
$$

for every finite subinterval $\Delta=(a, b]$. If $w$ is any element belonging to
$\theta_{A} \cap H\left(\underline{x}^{(1)}\right)$ (which is non-empty) where $\theta_{A}$ is the domain of $A$, then from
Lemma 5.8 we have

Now letting $a=n-1, \quad b=n$ and $\Delta_{n}=(n-1, n] \quad$ we obtain

Aw $=\sum_{n=-\infty}^{\infty} E\left(\Delta_{n}\right) A w \in \sum_{n=-\infty}^{\infty} \Theta H\left(\underline{x}^{\left(I^{\prime}\right)} ; n 1, n\right)=H\left(\underline{x}^{(1)}\right)$.
Let $A^{(1)}$ be the reduction of $A$ to $H\left(\underline{x}^{(1)}\right)$. Then (Lemma 58) clearly
$A^{(1)}$ is reduced by $H\left(\underline{x}^{(i)} ; a, b\right)$. We denote this operator on $H\left(\underline{x}^{(1)} ; a, b\right)$ by
$A_{I}{ }^{(i)} \quad(I=(a, b])$. An immediate implication of Lemma 5.6 is that $A_{I}(1)$ is a cyclic operator with generating element $g_{a}^{b}$. We recall from Lemma $5: 3$ that the spectral function of $g_{a}^{b}$ is given by $\rho_{g_{a}}=\mu^{I}$.

Now let $I_{j}=\left(a_{j}, b_{j}\right] \quad(j=1,2, \ldots)$ be dis joint intervals whose union is the real line. If $\rho_{j}$ denotes the spectral type of the operator $A_{j}{ }^{(1)}$. (which we write here for $A_{I_{j}}^{(1)}$ ) then it is easy to verify that the $\rho_{j}$ 's are independent spectral types. For let $j$ and $m$ be arbitrary ( $j \neq m$ ) and suppose that $\sigma$ is a measure whose spectral type is dominated by both $\rho_{j}$ and $\rho_{m}$. For all $k \neq j$ since $\mu^{I} j\left(I_{k}\right)=0$ we have $\sigma\left(I_{k}\right)=0$. But $\sigma\left(I_{j}\right)$ is also equal to zero since $\mu^{I_{m}}\left(I_{j}\right)=0$. Hence $\sigma=0$. Summarizing all the above facts we find that we have a representation of $A^{(1)}$ as the orthogonal sum of cyclic operators $A \underset{I_{j}}{(1)}$ whose corresponding spectral types $\rho_{j}$ are independent. It then follows that $([12] p .192), A^{(?)}$ itself is cyclic and since the spectral function $\mu^{I} j$ belongs to the type $\rho_{j}$ for each $j$ we can conclude moreover that the spectral type of $A^{(1)}$ is equivalent to $\mu$. From Lemma 5.4 it follows that the spectral type of $A^{(1)}$ is equal to $\rho$, the maximal spectral type of $A$. Let us recall that $H\left(\underline{x}^{x}=H\left(\underline{x}^{(1)}\right) \bigoplus \in H\left(\underline{y}^{(1)}\right)\right.$ and the self-adjoint operator $A$ is reduced by $H\left(\underline{x}^{(1)}\right)$. Hence $A$ can be written as the orthogonal sum of the reduced operators, $A=A_{H(\underline{x}}$ (1) $\left.+A_{H(\underline{y}}{ }^{1}\right)$.

Now, $\left.A_{H(\underline{y}}(1)\right)$, a self-adjoint operator on $H\left(\underline{y}^{(1)}\right)$ is the operator of the weakly stationary non-deterministic process $\{\underset{\mathrm{y}}{\mathrm{y}}$, $(\mathbb{1}),-\infty<\mathrm{t}<+\infty\}$.

We may, therefore, apply the above analysis to this process replacing $H(\underline{x})$ by

 way as the $\underline{x}_{t}^{\left({ }^{(i}\right)}$-process is obtained from the given $\underline{x}_{t}$-process. The $\underline{y}_{t}$ (e)
decomposition

$$
A=A^{(1)}+A^{(2)}+A_{H(\underline{y} \underline{(2)}},
$$

where $A^{(i)}=A_{H\left(\underline{x}^{(i)}\right)}$. Continuing the above procedure we arrive at the follow ing relations,

$$
\begin{align*}
& H(\underline{\mathbf{x}})=H\left(\underline{\mathbf{x}}^{(1)}\right) \oplus \mathrm{H}\left(\underline{\mathbf{x}}^{(2)}\right) \cdot(f) \cdot\left(\underline{\mathrm{q}}^{(M)}\right) .  \tag{5.15}\\
& A=A^{(1)}+A^{(2)}+\cdots \cdot+A^{(M)} . \tag{5.16}
\end{align*}
$$

where $\underline{x}_{t}(\mathrm{i})(\varphi)=P_{H}\left(\xi_{i}\right) \underline{x}_{t}(\varphi)$ and $\left\{\xi_{i}(u),-\infty<u<+\infty\right\}$ are mutually orthogonal processes with stationary orthogonal increments. The operators $A^{(i)}$ are cyclic, all having the same spectral type $\rho$ (the maximal spectral type of $A$ ). Further $M$ is a cardinal number at most equal to $\mathcal{X}_{0}$.

Also from Lemmas 5.5, 5.6 and 5.7, we have

$$
\begin{equation*}
\underline{x}_{t}^{(i)}(\varphi)=\int_{-\infty}^{t} F_{i}(\varphi ; u-t) d \xi_{i}(u) \tag{5.17}
\end{equation*}
$$

with

$$
\begin{equation*}
H(\underline{x} ; t)=\sum_{i=1}^{H} \bigoplus H\left(\underline{x}^{(i)} ; t\right)=\sum_{n=1}^{M} \Theta H\left(\xi_{i} ; t\right) \text {. } \tag{5.18}
\end{equation*}
$$

Let $f^{(i)}$ be the generating element of $A^{(i)}$. Since
$\left.\{E(b)-E(a)\} f^{(i)}=P_{H(\underline{x}}(i), a, b\right) f^{(i)}$, clearly $\left.H \underline{x}^{(i)}\right)$ is the cyclic subspace generated by $f^{(i)}$, i.e.,

$$
\begin{equation*}
H\left(\underline{\mathbf{x}}^{(i)}\right)=\leftrightarrows\left(E(\Delta) \mathrm{f}^{(\mathrm{i}),} \Delta\right. \text { ranging over all finite subintervals } \tag{5.19}
\end{equation*}
$$ of the real line). We also have $\rho_{f}(i) \ldots \mu . \operatorname{From}(5.15)$ and (5.19), we have $H(\underline{x})=\sum_{i=1}^{M}(f): \because\left\{E(\Delta) f^{(i)}, \Delta\right.$ ranging over all finite subintervals $\}$ and

$$
\begin{equation*}
\rho_{f}(\dot{1}) \equiv \rho_{f}\left(\ddots^{\prime}\right) \quad \therefore \cdots \quad \ldots \quad \mu_{f}(M) \tag{5.20}
\end{equation*}
$$

Hence, it follows that $M$ is the multiplicity of the $\underline{x}_{t}$-process. (See Sec-
section together we observe that we have established the following basic representation theorem.

Theorem 5.1 Let $\underline{x}_{t}(-\infty<t<+\infty)$ be a weakly stationary, purely nondeterministic process on $\Phi$ satisfying (C). Then

$$
\begin{equation*}
\underline{x}_{t}(\varphi)=\sum_{i=1}^{M} \int_{-\infty}^{t} F_{i}(\varphi ; u-t) d \xi_{i}(u), \tag{5.21}
\end{equation*}
$$

where,
(i) $M$ is the multiplicity of the process,
(ii) each $\xi_{i}(u)$ is a process with stationary orthogonal increments (homogeneous process) and the $\xi_{i}$ 's are mutually orthogonal. Furthermore, $H(\underline{x} ; t)={\underset{i}{j}}_{M}^{\sum_{i=1}} H\left(\varepsilon_{i} ; t\right)$ for every real $t$, and $\sum_{1}^{M} \int_{-\infty}^{0}\left|F_{i}(\varphi ; u)\right|^{2} d \mu(u)$
is finite.
It can be easily seen that the homogeneous processes $\xi_{i},(i=1,2, \ldots M)$ of the representation (5.21) are uniquely determined upto a unitary equivalence.

The above theorem is a generalization of the Karhunen representation to stationary stochastic processes $\underline{x}_{t}$ on $\Phi$. This result also generalizes the Rozanov-Gladyshev representation for $q$-dimensional stationary processes as will be seen in the next section. The reader will observe that ( 5.21 ) has been derived essentially independently of the Hida representation (2.1) and the latter is referred to at the end of the proof only for the purpose of identi. fying $M$ as the multiplicity of the process. Indeed, the whole point of the problem is to study the maximal spectral type and to construct the homogeneous processes $\underline{f}_{i}(u)$. Once (5.21) has been obtained, however, it is easy to discover the special properties that the representation possesses in this case, e.g to see that all the elements $f^{(i)}$ occuring in it are equivalent, with a common spectral type equivalent to $\mu$. Moreover, starting with the $\xi_{i}{ }^{\prime}$ s one can construct without difficulty a sequence $\left\{f^{(i)}\right\}$ for the representation
(2.1) of Section 2. This can be done as follows: It is clear that the elements $f_{i}(i=1, \ldots, M)$ occurring in the proof of Theorem 5.1 and with the property that they have all the samei spectral type equivalent to $\mu$ (see (5.19 and (5.20)) can be chosen as the elements in the Hida representation of $\underline{x}_{t}$. If we now set

$$
\xi_{i}(\Delta)=\int_{\Delta}\left[\frac{\rho_{i-\rho_{i}}}{d \mu}(u)\right]^{-\frac{1}{2}} d E(u) f_{i}
$$

it is easy to verify that the $\xi_{i}$ are mutually orthoganal random set functions each having $\mu$ as its measure function, and that ( $\triangle$ being a finite interval)

$$
E(\Delta) f_{i}=\int_{\Delta}\left[\frac{d_{f_{i}}}{d \mu} \quad(u)\right]^{\frac{1}{2}} d \xi_{i}(u)
$$

If we now make the appropriate substitution in (2.1) and compare it with the representation (5.21) it follows that for each $t$ and $\varphi$

$$
F_{i}(\varphi ; t, u)=F_{i}(\varphi ; u-t)\left[^{d p_{f_{i}}}(u)\right]^{-\frac{1}{2}} \quad(i=1, \ldots, M)
$$

a.e. with respect to $\mu$.

Thus, for stationary processes, the generalization of the approach of Hanner given in Theorem 5.1 leads to a deeper analysis which includes the proof of (5.19) and (5.20) and yields directly the representation we seek. It is interesting to explore further the connection between $\rho$ and $M$. The following discussion presents another aspect of the problem and provides additional information.

Thearem 5.2: : p is a uniform spectral type with (uniforn) mitiplicity M. Proof: We use the ideas of Plessner and Rohlin [12]. It will first be shown that $\rho$ has multiplicity $M$. Let $\left\{A_{\beta}^{\prime}\right\} \quad$ be an orthogonal system of type $\rho$ and cardinality $M^{\prime}$, , i.e., a system of orthogonal cyclic parts $A_{\beta}^{\prime}$ of the operator $A$, the spectral type of each cyclic operator $A_{\beta}^{\prime}$ being $\rho$. According to to the terminology of [12] $M$ is the multiplicity of $\rho$ if we can prove that
$M^{\prime} \leqq M$. Observe that neither $M$ nor $M^{\prime}$ can exceed $\mathcal{Y}$, for otherwise we would arrive at a contradiction of the fact that $H(\underline{x})$ is separable. Furthermore, there is obviously nothing to prove if $M=\mathcal{X}_{0}$. Thus the only case to be considered is when $M$ is a finite cardinal. If possible let $M^{\prime}>M$. We shall show that this leads to a contradiction. Let $h_{i} \quad(i=1, \ldots, M)$ be a generating element of the subspace $H\left(\underline{x}^{(i)}\right)$ and $h_{\beta}^{\prime}\left(\beta=1, \ldots, M^{\prime}\right)$ be similarly a generating element of the cyclic subspace corresponding to $A_{B}^{\prime}$. Clearly, there is no loss of gener. ality in supposing that all these elements have the same spectral function, say, $\rho^{\prime}$. From (ㄷ.15) and (5.19) it follows that for each $\beta$ we have

$$
h_{\beta}^{\prime}=\sum_{i=1}^{M} \int F_{i \beta}(u) d E(u) h_{i} \text { where } \sum_{i} \int\left|F_{i \beta}(u)\right|^{2} d \rho^{\prime}(u) \text { is }
$$

finite. For every measurable set $\Delta$ we obtain

$$
E\left\{E(\Delta) h_{\beta}^{\prime} \cdot h_{\gamma}^{\prime}\right\}=\int_{\Delta} \sum_{i=1}^{M} F_{i \beta}(u) \overline{F_{i \gamma}(u)} d \rho^{\prime}(u) .
$$

The left hand side of the above relation is zero if $\beta \neq \gamma$ and equals
$\rho^{\prime}(\Delta)$ if $\beta=y$. Hence for $u$ not belonging to a set $N_{\beta \gamma}$ of zero $\rho^{\prime}$-measure we have

$$
\sum_{i=1}^{M} F_{i \beta}(u) \frac{F_{i \gamma}^{(u)}}{p_{i \gamma}}
$$

since $M^{\prime}$ is at most $\mathcal{F}_{0}$ the set $N=\underset{\beta, \gamma^{\prime} \beta \gamma}{U N} \quad$ is measurable and $\rho^{\prime}(N)=0$. Chopsing a fixed point $u_{0}$ in the complement of $N$ we see that
(5.22) $\quad \sum_{i=1}^{M} F_{i \beta}\left(u_{0}\right) \overline{F_{i \gamma}\left(u_{0}\right)}=8_{\beta \gamma} \quad$ for all $\beta, \gamma$.

If we now set $a_{\beta}=\left\{F_{1 \beta}\left(u_{0}\right), \ldots, F_{M \beta}\left(u_{0}\right)\right\}$, the relations (5.22) imply that the $a_{\beta}$ are $M^{\prime}$ orthonormal vectors in $M$ dimensional unitary space. Hence $M^{\prime}$
cannot exceed M. In other words $\rho$ has multiplicity $M$.
The proof that the spectral type $\rho$ is uniform is achieved by a modification of the above argument. The reader will no doubt, observe that the conclusion about uniformity rests on the fact that the orthogonal system [A ${ }^{(i)}, i=1, \ldots M^{\prime}$ ] is not only maximal but that the orthogonal sums of the $A^{(i)}$ is equal to $A$ (see (5.16)).

Let $\sigma$ by any spectral type dominated by $\rho$. The only change we make in the proof given above is to let $\left\{A_{\beta}^{\prime}\right\}$ be an orthogonal system of type $\sigma$ and cardinality $M^{\prime}$. Let $h_{\beta}^{\prime}$ be a generating element of the cyclic subspace of $A_{\beta}^{\prime}$. Assuming, as we may that the $h_{i}$ have all the same spectral function $\rho^{\prime}$ and that the $h_{\beta}^{\prime}$ have the same spectral function $\sigma^{\prime}$ we obtain the relations (5.23) $\quad \sum_{i=1}^{M} F_{i \beta}(u) \overline{F_{i y}(u)}=\frac{d \sigma^{\prime}}{d \rho^{\prime}}(u) \delta_{\beta_{\gamma}}$, where $u \notin N$ and $\frac{d \sigma^{\prime}}{d \rho^{\prime}}$
is the Radon-Nikodyn derivative of $\sigma^{\prime}$ with respect to $\rho^{\prime}$. Since the set $S=\left\{u: \frac{d \rho^{\prime}}{d \rho^{\prime}}(u)>0\right\}$ has positive $\rho^{\prime}$-measure we can choose $u_{0}$ in $S \cap N^{c}$ when as before $N$ is the set of zero $\rho^{\prime}$.-measure. Substituting $u_{0}$ for $u$ in the relations (5.23), we are again led to the conclusion that $M^{\prime} \leqq M$. Thus it has been shown that the multiplicity of any spectral type dominated by $\rho$ is equal to the multiplicity of $\rho$. Hence $\rho$ is a uniform spectral type.

Remark: It follows at once from the theorem just proved that every spectral type belonging to the operator $A$ of the stationary process $\underline{x}_{t}$ has multiplicity M.

To find the funtions $F_{i}$ and the value of $M$ in the representation (5.21) in specific instances one would have to consider, individually, concrete examples of spaces $\Phi$ and purhaps have to assume additional properties of the process $x_{t}$ such as linearity in $\varphi$. The study of some of these questions we postpone to a later paper. However, since it is important to relate our work
to recent developments in the theory of multidimensional stationary processes we consider in the next section the case when $\Phi$ is a $q$-dimensional unitary space.
6. Multiplicity as a Generalization of Rank. In the theory of finite dimensional weakly stationary processes the notion of rank plays a conceptually essential role. Zasuhin, in 1941, was the first to define the rank of a q-dimensional, discrete parameter stationary process as the rank of the ( $q \times q$ ) "error matrix" (See [18]). More recently, the definition of rank for a continuous parameter process has been given by Gladyshev [5] to be the rank of the discrete parameter process associated with the process. This point of view has been further explored in the recent thesis of Robertson [14]. It is also well known in the literature that the rank of the process is equal to the rank of the spectral density matrix. (See [15] where the rank is defined this way and [14].)

We shall show in this section that the multiplicity $M$ occurring in the representation given in Theorem 5.1 constitutes a generalization of rank in the following sense: If $\underline{x}_{t}$ is a weakly stationary process on $\Phi$ where $\Phi$ may be infinite dimensional (and $\underline{x}_{t}(\varphi)$ itself may or may not be linear in $\varphi$ ) then $M$ is equal to the multiplicity of the associated discrete process (Theorem 6.1). In the case where $\Phi$ is a $q$-dimensional unitary space and $\underline{x}_{t}(\varphi)$ is linear in $\varphi$, so that we are dealing with a q-dimensional stationary process, it is shown in Theorem 6.2 that the multiplicity equals the rank of the process and the representation of Theorem 5.1 coincides with that obtained in [5] and [14].

The connection between multiplicity and spectral theory for infinite dimensional stationary processes $\underline{x}_{t}$ will be considered in a later paper.

If $\left\{\underline{x}_{t}\right\}(-\infty<t<+\infty)$ is a given stationary stochastic process an $\Phi$ satisfying condition (C), then for each $\varphi$, the one dimensional weakly stationary process $\left\{\underline{x}_{t}(\varphi)\right\}$ is continuous in $q . m$. and hence for fixed $\left.\varphi, \underline{x}_{t}(\varphi)=\int_{-\infty}^{4 \infty} e^{i t \lambda_{d}} \lambda^{0} \lambda\right) \underline{x}_{0}(\varphi)$ where $\{G(\lambda),-\infty<\lambda<+\infty\}$ is a resolution of the identity of the unitary group $\left\{T_{h}\right\}$ of the $x_{t}$ process.

With the process $\left\{\underline{x}_{t}(\varphi)\right\}$ (for fixed $\varphi$ ) is associated a discrete parameter process,
(6.1) $\tilde{\underline{x}}_{n}(\varphi)=\int_{-\pi}^{\pi} e^{i n \lambda} d_{\lambda} G\left(\frac{1}{2} \tan ^{-1} \tan ^{-1}\right) \underline{x}_{0}(\varphi),(n=0, \pm 1, \ldots)$ [[4], [11]].

Let us now write for each $\varphi$ and $\left.t, H_{\varphi}(x ; t)=\mathcal{E}_{\tau}(\varphi), \tau \leqq t\right\}$ and
$H_{\phi}(\tilde{x} ; m)=\mathcal{G}\left[\tilde{\underline{x}}_{\mathrm{n}}(\varphi), \mathrm{n} \leqq \mathrm{m}\right\}$ (m any integer). We have for all $\varphi, \mathrm{H}_{\phi}(\mathrm{x} ;+\infty)=\mathrm{H}_{\phi}(\tilde{\mathrm{x}} ;+\infty)$
and $H_{\varphi}(\dot{x} ; \hat{x})=H_{\phi}(\tilde{x} ; 0)$ (See [4], [11]). Therefore,
(6.2) $H(\underline{x} ;+\infty)=H(\underline{\underline{x}} ;+\infty)$ and $H(\underline{x} ; 0)=H(\underline{\tilde{x}} ; 0)$.

From stationarity and (6.2), the following lemma is immediate.
Lemma 6.1: $\left\{\underline{x}_{t},-\infty<t<+\infty\right\}$ is deterministic if and only if $\left\{\tilde{\underline{x}}_{n}, n=0, \pm 1, \ldots\right\}$
is deterministic.
We recall here two lemmas from [5] which will be frequently used in what follows. It should be observed that in Lemma ( $\mathrm{G}_{2}$ ) stated below the process can be infinitedimensional. Its proof, however, involves no change and is an easy consequence of (6.2).

Lempa $\left(G_{1}\right)$. If $\left\{\eta_{t}\right\}$ is a one-dimensional weakly stationary, continuous in q.m., purely non-deterministic process, then the $\tilde{\eta}_{n}$ - process is purely non-deterministic.

Lemma $\left(G_{2}\right)$. If $\left\{\underline{\eta}_{t}\right\}$ and $\left\{\underline{\xi}_{t}\right\}$ are stationary processes on $\Phi$ satisfying condition (C) and such that $H(\underline{\eta} ; t) \subset H(\underline{\zeta} ; t)$ for all $t$, then $H(\tilde{\eta} ; m) \subset H(\underline{\xi} ; m)$ for every $m$ and conversely.

We shall now obtain from Theorem 5.1, a representation for the $\tilde{\underline{x}}_{n}$-process. The notation will be that of Section 5. Let us define for each $i=1,2 \ldots \mathrm{M}$, (6.3) $\underline{x}_{t}^{(i)}(\varphi)=\int_{-\infty}^{t} F_{i}(\varphi ; u-t) d \xi_{i}(u)$, where the right hand side expression is the term appearing in the representation (5.21) of $\underline{x}_{t}(\varphi)$. Consider now the process $h^{(i)}(t)=\int_{-\infty}^{t} e^{s-t} d \xi_{i}(s) \quad(-\infty<t<+\infty)$. Then $\left\{h^{(i)}(t)\right\}$ is a one dimensional stationary stochastic process with $T_{t}{ }^{(i)}(0)=h^{(i)}(t)$. Furthermore, since
$\xi_{i}(t)-\xi_{i}(s)=\left\{h^{(i)}(t)-h^{(i)}(s)\right\}+\int_{s}^{t} h^{(i)}(u) d u(s<t)$, it follows that for all $t$

$$
\begin{equation*}
H\left(\xi_{i} ; t\right)=H\left(h^{(i)} ; t\right) \quad(i=1,2, \ldots . . M) \tag{6.4}
\end{equation*}
$$

The $h_{t}^{(i)}$ - process which is obviously continuous in. qum., is also purely non-deterministic, since from $(6.4), \quad \bigcap_{-\infty}^{+\infty} H\left(h^{(i)} ; t\right)=\bigcap_{-\infty}^{+\infty} H\left(\xi_{i} ; t\right) \subset \bigcap_{-\infty}^{+\infty} H(\underline{x} ; t)$. The discrete parameter process $\left\{\tilde{h}^{(i)}(m)\right\}$ is thus purely nondeterministic and therefore has a moving average representation given by
(6.5) $\quad \tilde{h}(i)(m)=\sum_{\ell=0}^{\infty} b_{i}(\ell) u_{i}(m-\ell)$,
where
(6.6) $\left.\quad \tilde{H}\left(\tilde{h}^{(i)} ; m\right)=\underset{\sim}{f} u_{i}(m-\ell), 0 \leqq \ell<+\infty\right\}$ and $\left\{u_{i}(m)\right\}$ (for fixed i) is a process with stationary orthogonal increments. From (6.2), (6.4), (6.6) and the mutual orthogonality of $\left\{\xi_{i}(n)\right\}$, it follows that the processes $\left\{u_{i}(n)\right\}(i=1,2 \ldots . . . M)$ are mutually orthogonal. Also from $(6.3)$ and $(6.4), H\left(\underline{x}^{(i)} ; t\right) \subset H\left(h^{(i)} ; t\right)$ for each t. But from Lemma $\left(G_{2}\right)$ and $(6.6), H\left(\underline{\underline{x}}^{(i)} ; m\right)$ is a subspace of $\mathscr{S}\left(u_{i}(m-\ell), \ell=0,1,2 \ldots\right\}$. Hence

$$
\begin{equation*}
\tilde{x}_{m}^{(i)}(\varphi)=\sum_{\ell=0}^{\infty} c_{i}(\varphi ; \ell) u_{i}(m-\ell) \tag{6.7}
\end{equation*}
$$

From (6.3) the $\left\{X_{t}^{(i)}(\varphi)\right\}$ process is stationary and continuous in qum. with


$$
\begin{equation*}
\underline{x}_{t}(\varphi)=\sum_{1}^{M} \underline{x}_{t}^{(i)}(\varphi) \text { for every } t \tag{6.8}
\end{equation*}
$$

where the (possibly) infinite series converges in qum., since

$$
\sum_{1}^{M} \varepsilon_{1}\left|x_{t}^{(i)}(\varphi)\right|^{2}
$$ is finite. Also,

(6.9) $\quad \tilde{\underline{x}}_{n}^{(i)}(\varphi)=\int_{-\pi}^{\pi} e^{i n \lambda} d \lambda G\left(\frac{1}{2} \pi^{E} a n^{-1} \lambda\right) \underline{x}_{0}(\varphi)$.

Since $S=\int_{-\pi}^{\pi} e^{i \lambda} d \lambda G\left(\frac{1}{2_{\pi}} t a n^{-1} \lambda\right.$ ) is a bounded linear (in fact, unitary) operator on $H(\underline{x})$ from (6.8) [with $t=0$ ], (6.9) and (6.1), we have
(6.10) $\quad \tilde{x}_{n}(\varphi)=\sum_{1}^{M} \tilde{x}_{n}^{(i)}(\varphi)$.

From (6.7) and (6.10) $\tilde{x}_{n}(\varphi)=\sum_{M}^{M} \sum_{\ell=-\infty}^{n} c_{i}(\varphi ; n-\ell) u_{i}(\ell)$. From Theorem 5.1 and (6.4) $H(\underline{x} ; t)=\sum_{i=1}^{M} \oplus H\left(\xi_{i} ; t\right)=\sum_{i=1}^{M} \oplus H\left(h^{(i)} ; t\right)$. In other words

$$
\begin{equation*}
\mathrm{H}(\underline{x} ; t)=\boldsymbol{G}^{\left(h^{(i)}(\tau), \tau \leqq t, i=1,2, \ldots, M\right\} .} \tag{6.11}
\end{equation*}
$$

From Lemma ( $G_{2}$ ), (6.11) and (6.6) we have

$$
\begin{equation*}
\mathrm{H}(\underline{\underline{x}} ; \mathrm{m})=\sum_{i=1}^{M} \oplus H\left(\tilde{h}^{(i)} ; \mathrm{m}\right)=\sum_{i=1}^{M} \oplus \mathcal{G}\left(u_{i}(m-\ell), \ell=0,1,2 \ldots\right\} . \tag{6.12}
\end{equation*}
$$

(6.11) and (6.12) imply (see Theorem 4.1) that
(6.13) $\quad M=\operatorname{dim}\{H(\underline{\tilde{x}} ; n) \boldsymbol{\theta} H(\underline{\tilde{x}} ; n-1)\}$.

We summarize the above results.
Theorem 6.1. Let $\underline{x}_{t}(-\infty<t<+\infty)$ be a stationary, purely nondeterministic process satisfying condition (C). Then its multiplicity is equal to the common dimension of the subspaces $H(\underline{\underline{\tilde{x}}} ; n) \Theta \mathrm{H}(\underline{\tilde{\sim}} ; n-1)$.

The above discussion pertaining to multiplicity is very general since we have been dealing with weakly stationary processes on an arbitrary Hausdorff space, satisfying the second countability axiom. It is instructive to consider the case when $\Phi$ is a finite dimensional unitary space and the process $\underline{x}_{t}$ is linear on $\Phi$. We have referred to the fact that some recent work of H. Cramér [2] can be regarded as a special case of the results of Section 2. In [2], Cramér also
includes a brief discussion of the stationary case and shows that the multiplicity of the $q$-dimensional process does not exceed $q$. We shall now deduce from Theorem 6.1 that the multiplicity is actually equal to the rank of the process. This corollary (Theorem 6.2), incidentally, provides an alternative proof of a theorem due to Gladyshev (Theorem 1, [5]).

Suppose $\left\{e_{i}\right\}(i \neq 1,2, \ldots q)$ is an orthonormal basis in $\Phi$. If $\left\{\underline{x}_{t}\right\}$ is a weakly stationary process linear in $\varphi$ then, if $\varphi=\sum_{i=1}^{q} a_{i} e_{i}, \underline{x}_{t}(\varphi)=\sum_{i=1}^{q} a_{i} x_{i}(t)$ where $x_{i}(t)=x_{t}\left(e_{i}\right)$. Now, $\left(x_{1}(t), x_{2}(t), \ldots x_{q}(t)\right)$ is a $q$-dimensional process which is weakly stationary. Since $\left\{\underline{x}_{t}\right\}$ satisfies condition ( $C$ ), $\left(x_{i}(t)\right\}(i=1,2 \ldots q)$ are continuous in $q . m$. Also, if $\left(x_{1}(t), x_{2}(t), \ldots, x_{q}(t)\right)$ is a $q$-dimensional weakly stationary process continuous in q.m. then there corresponds a stationary process $\left\{\underline{x}_{t}\right\}$ on the $q$-dimensional unitary space $\Phi$ which is linear in $\varphi$ and satisfies condition ( $C$ ); [viz., $\underline{x}_{t}(\varphi)=\sum_{i=1}^{q} a_{i} x_{i}(t)$ if $\varphi$ is the vector ( $\left.\left.a_{1}, a_{2}, \ldots, a_{q}\right)\right]$. Furthermore, $H(x ; t)=G\left[x_{i}(u), u \leqq t, \underset{i}{i}=1,2, \ldots \ldots, q\right]$.

Theorem 6.2. Let $\left(x_{1}(t), x_{2}(t), \ldots, x_{q}(t)\right)$ be a continuous in $q . m$., purely non-deterministic, weakly stationary process. Then

$$
x_{i}(t)=\sum_{\boldsymbol{X}^{i=1}}^{M} \int_{-\infty}^{t} F_{i n}(u-t) d \xi_{i}(u)
$$

where the $\xi_{i}$-processes and the number $M$ are as introduced in Theorem 5.1,
$\mathcal{S}\left[x_{i}(u), u \leqq t, i=1,2, \ldots, q\right]=\sum_{i=1}^{M} \oplus H\left(s_{i} ; t\right)$ and $M$ is the rank of the process.
Proof: All the assertions of the theorem follow immediately upon setting $\varphi=e_{i}$ in the representation obtained in Theorem 5.1. It remains only to show that $M$ is the rank of the process. From Theorem 6.1 and Lemma 4.1 it follows that $M=\operatorname{dim}[H(\underline{\tilde{x}} ; n) \theta H(\underline{\tilde{x}} ; n-1)]=\operatorname{dim}\left\{\mathcal{S}\left[\tilde{g}_{n}(\varphi), \varphi \in \Phi\right]\right\}$. Writing $\tilde{\mathcal{F}}_{\mathrm{n}}=\mathbb{S}\left[\tilde{x}_{i}(m), m \leqq n\right.$, integer, $\ell=1,2, \ldots, q]$ and $\tilde{g}_{f}(n)=\tilde{x}_{i}(n)-\tilde{P}_{\tilde{\sigma}_{n-1}} \tilde{x}_{i}(n)$ we find that
$\tilde{g}_{n}(\varphi)=\sum_{i=1}^{q} a_{i} \tilde{g}_{i}(n) . \quad$ Therefore, $M=\operatorname{dim} \mathbb{S}^{-4}\left[g_{i}(n), i=1,2, \ldots, q\right] . \quad$ But the latter quantity is the rank of the $q \times q$ "error matrix" with elements $\mathbb{\varepsilon} \tilde{g}_{i}(0) \tilde{g}_{j}(0)$, $(i, j=1,2, \ldots, q)$, i.e., the rank of the process $\left(\tilde{x}_{1}(n), \tilde{x}_{2}(n), \ldots, \tilde{x}_{q}(n)\right)[[18]]$. Hence the multiplicity $M$ of $\underline{x}_{t}$-process (Theorem 5.1) equals its rank. Theorems 4.1, 5.1 and 6.1, apply to weakly stationary processes $x_{t}$ on a Hausdorff space ©. The only assumptions on the process is that it satisfies condition (C) and is purely non-deterministic, while no condition is imposed on $\Phi$ other than that its topology satisfy the second countability axiom. If, in particular, $\Phi$ is a locally convex linear space (egg. if $\Phi$ is an infinite-dimensional separable Hilbert space) with a countable basis $\left\{e_{i}\right\}$ and if $\underline{x}_{t}(\varphi)$ is linear in $\varphi\left(\mathrm{e} . \mathrm{g} . \mathrm{X}_{\mathrm{t}}\right.$ is a weak process on $\Phi$ ) then we may consider the $\mathrm{x}_{\mathrm{t}}$-process as having an infinite number of components $x_{t}^{(i)}=x_{t}\left(e_{i}\right)(i=1,2, \ldots$,$) . Thus we may$ conclude from these results and Theorem 6.2 that for infinite-dimensional processes the representation given in Theorem 5.1 is a generalization of the Karhunen-Gladyshev representation and that the multiplicity is the appropriate generalization of rank.

## HILBERT-SPACE VALUED PROCESSES

7. Preliminaries. In Theorem 2.2, and for the stationary case in Theorem 5.1 we obtained a representation of the purely non deterministic process on an arbitrary Hausdorff space $\Phi$. Suppose now that $\Phi$ is a locally convex Iinear space and that for each $t, \underline{x}_{t}$ is a random variable taking values in $\Phi^{\prime}$, the dual space of $\Phi$; i.e., for each $t$, there exists a mapping $\underline{x}_{t}$ from $\Omega$ to $\Phi^{\prime}$ suck that (i) $<x_{t}, \varphi>\left[<\varphi, \varphi^{\prime}>\right.$ denotes the value of the functional $\varphi^{\prime}$ at $\varphi$ ] is a random variable on $\Omega$, and (2) for all $\varphi \in \Phi, x_{t}(\varphi)[\omega]=\left\langle\underline{x}_{t}(\omega)_{,} \varphi\right\rangle$ with probability one. As is well-known these assumptions are stronger than the ones made in the concluding paragraph of Section 6 dealing with weak processes. We shall call $\left\{\underline{x}_{t}\right\}$ defined as above a process in $\Phi^{\prime}$. The definitions of deterministic and purely non-deterministic processes in $\Phi^{\prime}$ are the same as the ones given in the Introduction.

By a representation of a purely non-deterministic process $\left\{\underline{x}_{t}\right\}$ in $\Phi^{\prime}$, we mean a process $\left\{y_{t}\right\}$ in $\Phi^{\prime}$ such that, $x_{t}=y_{t}$ with probability one for each $t$ and $y_{t}$ represents a "moving average" over the present and past of $x_{t}$-process analogous to what was obtained in Theorem 2.2. In this section we confine our attention to the case in which $\Phi$ is a real separable Hilbert space and refer to $\left\{\underline{X}_{t}\right\}$ as a process in $\Phi$. Although this is the only case studied in detail here, we feel that a similar theory can be developed to cover more general situations, e.g., where $\Phi$ is a separable, reflexive Banach space or a nuclear space. The last mentioned problem could well have points of contact with recent work of $K$. Urbanik and others on the representation of purely nondeterministic homogeneous generalized random fields ([17]).

We shall also make the stronger assumption that $\mathcal{E}\left|\left|\underline{x}_{t}\right|\right|^{\mathcal{L}}$ is finite for each $t$, with the help of which we are able to prove a strengthened form of the

Wold decomposition stated in Section 2.
Proposition 7.1. Let $\left\{\underline{x}_{t}\right\}$ be a process in $\Phi$ with $\mathcal{E}\left\|\underline{x}_{t}\right\|^{\ll \infty}$, for each t. Then, with probability one we have $\underline{x}_{t}=\underline{x}_{t}^{(1)}+\underline{x}_{t}^{(2)}$ and $\underline{x}_{t}^{(i)} i=1,2$ which are defined except possibly for an $\omega$-set of probability zero, have the following properties:
(1) $\left\{\underline{x}_{t}^{(1)}\right\}$ and $\left\{\underline{x}_{t}^{(2)}\right\}$ are processes in $\Phi$ with $\quad \varepsilon\left\|\underline{x}_{t}^{(i)}\right\|^{2<\infty} \quad(i=1,2)$;
(2) $H\left(\underline{x}^{(1)}\right)$ is orthogonal to $H\left(\underline{x}^{(2)}\right)$, and
(3) $\left\{\underline{x}_{t}^{(1)}\right\}$ is deterministic and $\left\{\underline{x}_{t}^{(2)}\right\}$ is purely non-deterministic.

Proof: The process $\underline{\underline{x}}_{t}(\varphi)=\left\langle\underline{x}_{t}, \varphi\right\rangle$ is a stochastic process on $\Phi$. Hence Proposition 2.1 gives us $\underline{\underline{x}}_{t}(\varphi)=\tilde{\underline{x}}_{t}^{(1)}(\varphi)+\tilde{\underline{x}}_{t}^{(2)}(\varphi)$. It suffices to show that $\underline{\underline{x}}_{t}{ }^{(i)}(\varphi)=\left\langle\underline{x}_{t}{ }^{(i)}, \varphi\right\rangle \quad(i=1,2)$ where $\left\{x_{t}^{(i)}\right\}$ are processes in $\Phi$ with the above mentioned properties. This is achieved by means of the following lemma.

Lemma 7.1. Let $\left\{\underline{x}_{t}\right\}$ be a process in $\Phi$ and let $P$ be a projection operator onto an arbitrary subspace $M$ of $H(\underline{x} ; t)$. Then there exists an almost everywhere weakly measurable mapping $\underline{x}_{t, p}$ from $\Omega$ to $\Phi$ such that with probability one $<\underline{x}_{t, p}, \varphi>=$ $P<\underline{x}_{t}, \varphi>$ for every $\varphi \in \Phi$.

Proof: Let $t$ be fixed. It is well-known that our assumptions on $x_{t}$ imply that for all $\varphi_{1}, \varphi_{2}$ in $\Phi \mathcal{E}\left[\left\langle\underline{x}_{t}, \varphi_{1}\right\rangle \cdot\left\langle\underline{x}_{t}, \varphi_{2}\right\rangle\right]=\left\langle B_{t} \varphi_{1}, \varphi_{2}\right\rangle$, where $B_{t}$ is an S-operator (see [13]). Choosing a complete orthonormal (C.O.N.) system of eigenelements corresponding to the eigenvalues $\left\{\lambda_{n}\right\}$ of $B_{t}$ and observing that $B_{t}$ has finite trace, we obtain $\sum_{1}^{\infty}\left[P<\underline{x}_{t}(\omega), \varphi_{n}>\right]^{<}<\infty$. This implies. that there
is an $\omega$--set $N$ of zero probability such that
(7.1) $\quad \sum_{1}^{\infty}\left[P<\underline{x}_{t}(\omega), \varphi_{n}>\right]^{<}$is finite, if $\omega \notin N$.

For every $\varphi \in \Phi$ and $\omega \notin \mathrm{N}$, define
(7.2) $\quad \eta_{t, p}(\varphi)[\omega]=\sum_{n=1}^{\infty}<\varphi, \varphi_{n}>\left[p<\underline{x}_{t}(\omega), \varphi_{n}>\right]$.

Then $\eta_{t, p}$ is an a.e. weakly measurable, bounded linear functional on $\Phi$. Hence, $\underset{t, p}{\eta(\varphi)}[\omega]=\left\langle\eta_{t, p}(\omega), \varphi\right\rangle$ for $\omega d N$. Clearly, for each $\varphi$,
$\mathcal{E}\left[P<\underline{x}_{t}(\omega), \varphi>-<\eta_{t, p}(\omega), \varphi>\right]^{<}=0$ and from (7.1), $\underset{t, p}{\|\eta(\omega)\|^{<}}$is finite.
If $\left\{\chi_{m}\right\}$ is any other C.O.N. system then following the above argument we obtain an a.e. weakly measurable function $\zeta_{t, p}$ from $\Omega$ to $\Phi$ such that
$\left.<\zeta_{t, \mathrm{p}}(\omega), \varphi\right\rangle=\mathrm{P}\left\langle\underline{\mathrm{x}}_{\mathrm{t}}(\omega), \Phi\right\rangle, \quad\left\|\zeta_{\mathrm{t}, \mathrm{p}}(\omega)\right\|^{2}<\infty \quad$ and
$\varepsilon\left[P<\underline{x}_{t}(\omega), \varphi>-<\zeta_{t, p}(\omega), \varphi>\right]^{<}=0$ for every $\varphi$. Thus we have
(7.3) $\quad\left\|\eta_{t, p}(\omega)-\zeta_{t, p}(\omega)\right\|^{2}=\sum_{1}^{\infty} \varepsilon\left[\left\langle\eta_{t, p}(\omega)-\zeta_{t, p}(\omega), \chi_{m}\right\rangle\right] \mathbf{2}=0$
since for every $\varphi, \mathcal{E}\left[<\eta_{t, p}(\omega), \varphi>-<\zeta_{t, p}(\omega), \varphi>\right]<=0 . \operatorname{Let} \mathcal{\alpha}_{2}(\Omega, p)$ be the space of weakly measurable functions $g$ from $\Omega$ to $\Phi$, satisfying $\mathcal{G} \|\left. g(\omega)\right|^{2}<\infty$ (strictly speaking, equivalence classes of functions, see Section 8). From (7.3) we see that $\eta_{t, p}$ and $\zeta_{t, p}$ are elements of the same equivalence class, say, $\underline{x}_{t, p}$ belonging tod $\mathcal{C}_{2}(\Omega, P)$. Identifying $\underline{x}_{t, p}$ with any of its elements we have $\left.<\underline{x}_{t, p}, \varphi\right\rangle \Rightarrow \mathrm{P}<\underline{x}_{t}, \varphi>$.
 it follows from the lemma that there exist processes $\left\{\underline{x}_{t}^{(1)}\right\},\left\{\underline{x}_{t}^{(2)}\right\}$ in $\Phi$, defined for each $t$, except possibly on a null $\omega$-set such that $\widetilde{x}_{t}^{(i)}(\varphi)=\left\langle x_{t}^{(i)}, \varphi\right\rangle$ for $1=1,2$. Obviously, $\left\{\underline{x}_{t}^{(i)}\right\}$ satisfy all the other desired properties.

Before proving the representation theorem for purely non-deterministic pro-
cesses $X_{t}$ in $\Phi$, we need to introduce stochastic integrals taking values in $\Phi$, which we shall call Stochastic Pettis integrals.
8. Stochastic Pettis fintegrals. Let ( $A, C_{0}, \mu$ ) be an arbitrary $\sigma$-finite measure space and $\mathcal{L}_{2}(A, \mu)$ be the set of all weakly measurable functions $g$ from $A$ to $\Phi$ such that $\int\|g(a)\|^{2} d \mu(a)$ is finite. It is well known that upon identifying functions which are equal almost everywhere [ $\mu$ ] (i.e., setting $f=g$ if $\left.\int \| f(a)-\left.g(a)\right|^{2} d \mu(a)=0\right), \quad \mathcal{L}_{2}(A, \mu)$ becomes a Hilbert space with inner product given by

$$
\left(g_{1}, g_{2}\right) \mathcal{L}_{2}(A, \mu)=\int<g_{1}(a), g_{2}(a)>d \mu(a)
$$

The norm of $g$ will be denoted by $\|g\| \mathcal{L}_{2}(A, \mu)$. It is easy to show that $\mathcal{L}_{2}(A, \mu)$ is separable if the Hilbert space $L_{2}(A, \mu)$ of real functions square integrable with respect to $\mu$ is separable. In particular, if $A=T$, the real line and $\mu$ is a $\sigma$-finite measure on Borel sets then the Hilbert space $\mathcal{\alpha}_{2}(T, \mu)$ is separable. In what follows we write $\mathcal{L}_{2}(\mu)$ for $\mathcal{L}_{2}(T, \mu)$.

Lemma 8.1 Let $z$ be a real orthogonal random set function with $\mathcal{E}[z(\Delta)]^{2}=\rho(\Delta)$.
If $g \in \mathcal{L}_{2}(\rho)$, then there exists on a.e. [ $\rho$ ] weakly measurable mapping $J(g)$
from $\Omega$ to $\Phi$ with the following properties:
(8.1) $J(g) \in \mathcal{L}_{2}(\Omega, p)$;
if $g_{1}, g_{2}$ are any elements of $\mathcal{L}_{2}(\rho)$ and $c_{1}, c_{2}$ are real numbers then

$$
\begin{equation*}
J\left(c_{1} g_{1}+c_{2} g_{2}\right)=c_{1} J\left(g_{1}\right)+c_{2} J\left(g_{2}\right) \tag{8.2}
\end{equation*}
$$

the equality holding in the sense of $\mathcal{L}_{2}(\Omega ; \mathrm{P})$;
for every $\varphi \in \Phi$,
(8.3) $\langle J(g), \varphi\rangle=\int\langle g(t), \varphi\rangle \mathrm{dz}(\mathrm{t})$ with probability one, where the right hand side integral is an ordinary stochastic integral.

The element $J(g)$ is called the Stochastic Pettis Integral of $g(t)$ with respect to $z$ and is written $\int g(t) d z(t)$. We also have

$$
\begin{equation*}
\left.g_{d}<\int g_{1}(t) d z(t), \int g_{2}(t) d z(t)>\right]=\int<g_{1}(t), g_{2}(t)>d \rho(t) \tag{8.4}
\end{equation*}
$$

Proof: Let $\left\{\varphi_{k}\right\}$ be a C.O.N. system in $\Phi$ and let $g$ be any element of $\mathcal{C}_{2}(\rho)$. Strictly speaking, each $g$ represents an equivalence class belonging to $\mathcal{L}_{2}(\rho)$ and it is clear that elements of this equivalence class give rise to the same stochastic integral $\int\left\langle g(t), \varphi_{k}>d z(t)\right.$ since the latter is itself defined up to an equivalence. Denoting it (more precisely, a random variable belonging to the equivalence class) by $L\left(g, \varphi_{k}\right)$ we have

$$
\sum_{k=1}^{\infty} \varepsilon^{\infty}\left[L\left(g, \varphi_{k}\right)\right]^{2}=\sum_{k=1}^{\infty} \int<g(t), \varphi_{k}>^{2} d \rho(t)<\infty, \text { so that }
$$

$$
\sum_{k=1}^{\infty}\left[L\left(g, \varphi_{k}\right)[\omega]\right]^{2}<\infty \quad \text { except possibly when } \omega \text { in a set } N \text { of }
$$

zero $\rho$-measure. If, for any $\varphi$, we now set

$$
L(g, \varphi)[\omega]=\sum_{k=1}^{\infty}\left\langle\varphi, \varphi_{k}>L\left(g, \varphi_{k}\right)[\omega], \quad(\omega \notin N), \quad\right. \text { it follows that }
$$

$L(g,).[\omega]$ is a bounded linear functional on $\Phi$. Hence we obtain

$$
\mathrm{L}(\mathrm{~g}, \varphi)[\omega]=《 J_{1}(\mathrm{~g})[\omega], \varphi>
$$

where $J_{1}(g)[\omega] \in \Phi . \quad$ It is further easy to see that $J_{1}(g)$ [.] is a.e. weakly measurable and that $\mathcal{E} \|\left. J_{1}(g)[\omega]\right|^{2}$ is finite. It is evident that we have relied on the choice of a particular C.O.N. system in our definition of $J_{1}(g)$. However, if $\left\{V_{m}\right\}$ is any other C.O.N system in $\Phi$ and $J_{2}(g)[$.$] is the cor-$ responding a.e. weakly measurable mapping, then we have

$$
\varepsilon\left\|J_{1}(g)[\omega]-J_{2}(g)[\omega]\right\|^{2}=0, \text { i.e., } \quad\left\|J_{1}(g)-J_{2}(g)\right\|_{\alpha_{2}}(\Omega)=0
$$

In other words, $J_{1}(g)$ and $J_{2}(g)$ belong to the same equivalence class, say $J(g)$, of $\mathcal{L}_{2}(\Omega, P)$. Thus, the equivalence class $J(g)$ in $\dot{C}_{2}^{\prime}(\Omega, f)$ is unambiguously defined for each $g$ in $\mathcal{L}_{2}(\rho)$ and further $\|g\|_{\mathcal{L}_{2}(\rho)}=\|J(g)\|_{\alpha_{2}(\Omega, R)}$. For every $g \in \mathcal{L}_{2}(\rho)$, the corresponding element $J(g)$ of $\mathcal{L}_{2}(\Omega, \mathrm{P})$ will be called the stochastic Pettis integral of $g$ with respect to the orthogonal process $z$ and will be denoted by $\int g(t) d z(t)$. The assertions (8.2)-(8.4) of the lemma are easy to verify.

If $z_{1}, z_{2}$ are orthogonal random set functions with measure functions $\rho_{1}$ and respectively and are further mutually orthogonal then it can be shown that

$$
\varepsilon\left[\mathbb{E} \int g_{1}(t) d z_{1}(t), \int g_{2}(t) d z_{2}(t) \gg=0 \text { for } g_{1} \in \mathcal{L}_{2}\left(\rho_{1}\right) \text { ard } g_{2} \in \mathcal{L}_{2}\left(\rho_{2}\right)\right.
$$

The proof follows by the definition of the Pettis integral.

The following result will be useful in the next section.
Lemma 8.2. Let $\mathbf{z}_{k}(k=1,2 \ldots)$ be mutually orthogonal processes with orthogonal increments and with respective measure functions $\rho_{k}$. If $g_{k} \in \mathcal{L}_{2}\left(\rho_{k}\right)$ are such that

$$
\begin{align*}
& \sum_{k=1}^{\infty} \int\left\|g_{k}(t)\right\|^{2} \quad \quad d_{\rho_{k}}(t) \text { is finite, then }  \tag{8.4}\\
& \sum_{k=1}^{\infty} \int g_{k}(t) d z_{k}(t) \quad \text { is an element of } \mathcal{L}_{2}(\Omega, P) \text { (the series of }
\end{align*}
$$

Stochastic Pettis integrals converging in the

$$
\left.\mathcal{L}_{2}(\Omega \mathrm{P}) \text { sense }\right), \text { and for every }
$$ $\Phi \in \Phi$,

$$
\begin{equation*}
\left.<\sum_{k=1}^{\infty} \int g_{k}(t) d z_{k}(t), \varphi\right\rangle=\sum_{k=1}^{\infty} \int\left\langle g_{k}(t), \varphi\right\rangle d z_{k}(t) \text { with } \tag{8.5}
\end{equation*}
$$

Probability one.
Proof: It is clear from the definition of $\int g_{k}(t) d z_{k}(t)$ that $\left\{\zeta_{m}\right\}$ where $\zeta_{m}=\sum_{1}^{m} \int g_{k}(t) d z_{k}(t)$ is a Cauchy sequence of elements in $\mathcal{L}_{2}(\Omega, p$,$) ; since$ $\left(m^{\prime}>m\right)$,

$$
\left\|\zeta_{m^{\prime}}-\zeta_{m}\right\|^{2} \mathcal{L}_{2}(\Omega, P)=\sum_{m}^{m^{\prime}} \int\left\|g_{k}(t)\right\|^{2} i d \rho_{k}(t) \rightarrow 0
$$

by (8.4). Hence the limit (in $\mathcal{K}_{\mathcal{L}}\left(\Omega P_{0}\right)$ sense) of $\zeta_{m}$ exists which we denote by
$\sum_{1}^{\infty} \int g_{k}(t) d z_{k}(t)$. The other conclusions of the lemma are similarly proved.
9. Representation Theorems For Purely Non-deterministic Hilbert Space-valued

Processes. In this section we consider a purely non-deterministic process $\left\{\underline{x}_{\mathbf{t}}\right\}$ in $\Phi$, with $\mathcal{E}\left\|\underline{x}_{t}\right\|^{2}$ finite. As in Section 2 we confine ourselves to the continuous parameter case. The representation we seek for $\underline{x}_{t}$ is obtained in terms of Stochastic Pettis integrals. Since

$$
\varepsilon_{0}\left[\left\langle{\underset{x}{t}}^{t}, \varphi\right\rangle-\left\langle\underline{x}_{t}, v \geqslant\right]^{2} \leqq \mathcal{E}| | \underline{x}_{t}\left\|^{2}\right\| \varphi-v^{\prime} \|^{2} \text {, it follows that } \underline{x}_{t}\right.
$$

-process is continuous in the topology of $\Phi$. Hence, from Lemma 2.1, the space $H(\underline{x})$ is separable provided the limits $\underline{x}_{t-0}(\varphi)$ and $\underline{x}_{t+0}(\varphi)$ exist for each $\Phi \in \Phi$. We shall refer to this condition as assumption (B).

Theorem 9.1. Let $\left\{\underline{x}_{t}\right\}$ be a purely non-deterministic process in $\Phi$ with $\mathcal{E}\left\|\underline{x}_{t}\right\|^{2}$ finite and satisfying assumption (B). Then for each $t$, with probability one

$$
\begin{equation*}
\underline{x}_{t}=\sum_{1}^{M_{0}} \int_{s_{\infty}}^{t} F_{n}(t, u) d z_{n}(u)+\sum_{t j} \sum_{t=1}^{M_{j}} b_{j \ell}(t) \xi_{j \ell} \tag{9.1}
\end{equation*}
$$

where $M_{0}, M_{j \ell}$ the processes $z_{n}$ and the random variables $\xi_{j \ell}$ have the same meaning as in Theorem 2.2.

Furthermore, for each $t$,
$F_{n}(t,.) \in \mathcal{L}_{2}\left(\rho_{n}\right), \rho_{n}$ being the measure function of $z_{n}$, and $\mathrm{b}_{\mathrm{j} \ell}(\mathrm{t}) \in \Phi$ for every $\mathrm{j}, \ell$;


$$
\sum_{j=1}^{\infty} \sum_{\ell=1}^{M_{j}}\left\|b_{j \ell}(t)\right\|^{2} \varepsilon\left(\xi_{j \ell}^{2}\right)<\infty ; \quad \text { and }
$$

(9. ㄷ) $\quad H(\underline{x} ; t)=E(H(\underline{z} ; t) U H(\underline{\xi} ; t)\} \quad$ for every $t$, where

$$
H(\underline{z} ; t)=E\left[z_{n}(u) \mid u \leqq t, n=1, \ldots, M_{0}\right] \text { and } H(\xi ; t)=\sigma_{j}\left[\xi_{j \ell} \mid \ell=1, \ldots, M_{j}, t_{j} \leqq t\right] .
$$

Proof: Since $\left\langle\underline{x}_{t}, \varphi\right\rangle$ is a S.P. on $\Phi$ Theorem 2.2 applies without any change to it. Furthermore, it has been shown in Section 3 that the representation for $\left\langle\underline{x}_{t}, \varphi\right\rangle$ can be chosen to be proper canonical without changing the numbers $M_{O}$ and $M_{j}$ and hence without affecting the multiplicity $M$ of the process. This accounts for the conclusion (9.5) of the theorem. In order to prove the remaining assertions we need to use the additional hypothesis in the present case, viz., that $\mathcal{E}\left\|\underline{x}_{t}\right\|^{2}<\infty$.

From Theorem 2.2, we obtain

$$
\begin{equation*}
\sum_{n=1}^{M_{0}} \sum_{k=1}^{\infty} \int_{-\infty}^{t} F_{n}^{2}\left(\varphi_{k} ; t, u\right) d \rho_{n}(u) \leq \varepsilon\left\|\underline{x}_{t}\right\|^{2}<\infty, \quad \text { where } \tag{9.6}
\end{equation*}
$$

$\left\{\varphi_{k}\right\}$ is a C.O.N. system in $\Phi$. A fortiori, there exists a set $A_{n}$ of $\rho_{n}$ - measure zero such that for $u \notin A_{n}$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} F_{n}^{2}\left(\varphi_{k} ; t, u\right)<\infty \tag{9.7}
\end{equation*}
$$

For $\varphi \in \Phi$ setting $c_{k}=\left\langle\varphi, \varphi_{\mathbf{k}}\right\rangle$, we obtain from (9.7)that for $u \notin A_{n} \sum_{\mathbf{k}} c_{\mathbf{k}} F_{n}\left(\varphi_{\mathbf{k}} ; t, u\right)$ converges and is in fact, equal to $F_{n}(\varphi ; t, u)$ a.e. [ $\left.\rho_{n}\right]$. Hence $F_{n}(\varphi ; t, u)$ is a bounded linear functional on $\Phi$ for $u \notin A_{n}$. We may therefore write $F_{n}(\varphi ; t, u)=\left\langle F_{n}(t, u), \varphi\right\rangle$, where $F_{n}(t, u)$ is an element of $\Phi$ and moreover, $F_{n}(t, \cdot)$ is an element of $\mathcal{L}_{2}\left(\rho_{n}\right)$. From (9.6) we have

$$
\begin{equation*}
\sum_{n=1}^{M_{0}} \int_{-\infty}^{+\infty}\left\|F_{n}(t, u)\right\|^{2} d \rho_{n}(u)<\infty . \tag{9.8}
\end{equation*}
$$

Since $\varepsilon_{j}| | \underline{x}_{t} \|^{2}$ is finite it follows that for $a l l \mathrm{j}$ and $\ell$ there exists a bounded linear functional $b_{j \ell}(t)$ such that for each $t$,

$$
\begin{equation*}
b_{j \ell}(\varphi ; t)=\left\langle b_{j \ell}(t), \varphi\right\rangle \text { with } \sum_{j, \ell}\left\|b_{j \ell}(t)\right\|^{2} \sigma_{j \ell}{ }^{2}<\infty . \tag{9.9}
\end{equation*}
$$

By (9.8), Lemma 8.2 and (9.9), we have

$$
\underline{x}_{t}=\sum_{n=1}^{M_{0}} \int_{-\infty}^{t} F_{n}(t, u) d z_{n}(u)+\sum_{t j \leqq t} \sum_{\ell=1}^{M_{j}} b_{j \ell}(t) \xi_{j \ell}
$$

The corresponding results for weakly stationary (see Introduction for definition of stationarity) $\Phi$-valued processes are stated below without proof.

Theorem 9.2. A discrete parameter weakly stationary, purely non deterministic, process in $\Phi$, with $\mathcal{E}\left\|\underline{x}_{t}\right\|^{2}<\infty$, has the following representation.

$$
\underline{x}_{\mathrm{n}}=\sum_{m=-\infty}^{n} \sum_{\ell=1}^{M} b_{\ell}(n-m) \xi_{\ell}(m)
$$

Here $M$ is the multiplicity of $\left\{\underline{x}_{n}\right\}$
(i) the discrete parameter processes $\left\{\xi_{\ell}(m)\right\}(\ell=1, \ldots, M)$ have orthogonal increments and are mutually orthogonal;
(ii) $H(\underline{x} ; n)=\sum_{i=1}^{M} \Theta H\left(\xi_{i} ; n\right) \quad$ for each $n$,
(iii) $b_{l}(n-m) \in \Phi$ with $\sum_{m=-\infty}^{0} \sum_{l=1}^{M}\left\|b_{l}^{2}(m)\right\|^{2} \varepsilon\left[\xi_{l}^{2}(m)\right]<\infty$.

The number $M$ is the multiplicity associated with the Stochastic process.
Theorem 9.3 Let $\left[\underline{x}_{t}\right\}$ be a continuous parameter weakly stationary process with values in $\Phi$ satisfying the assumptions of Theorem 9.1 and condition (C). Then for each $t$ with probability one,

$$
\begin{equation*}
\underline{x}_{t}=\sum_{n=1}^{M} \int_{-\infty}^{t} F_{n}(u-t) d \xi_{n}(u) . \tag{9.12}
\end{equation*}
$$

In this representation
(i) the $\xi_{n}^{\prime}$ 's are mutually orthogonal and each $\xi_{n}$ is a homogeneous orthogonal
random set function (with Lebesque measure $\mu$ for its measure function),
(ii) $\mathrm{H}(\underline{\mathrm{x}} ; \mathrm{t})=\sum_{\mathrm{i}=1}^{\mathrm{M}} \bigoplus_{\mathrm{H}}\left(\xi_{\mathrm{i}} ; \mathrm{t}\right)$ for every t ,
(iii) $M$ is the multiplicity of the process, and

$$
\begin{aligned}
& \text { (iv) } F_{n}(u-t) \in \mathcal{L}_{2}(\mu) \quad(n=1, \ldots, M) \text { such that } \\
& \left.\sum_{n=1}^{M} \int_{-\infty}^{0}| | F_{n}(u)\right|^{2} d \mu(u)<\infty .
\end{aligned}
$$

## Wide-Sense Markov Processes

1. Preliminaries and notation. Throughout this chapter a q-dimensional second order stochastic process will be denoted by $\left\{\underline{x}_{t}\right\}(-\infty<t<\infty)$ where for each $t, x_{t}$ is a column vector $\left(x_{1}(t), \ldots, x_{q}(t)\right)^{*}$. Associated with $\left\{\underline{x}_{t}\right\}$ will be the following spaces:
(i) The space of the process up to $t, L_{2}(\underline{x} ; t)$ is the subspace $\left(\sqrt{5}\left\{\mathrm{x}_{i}(\tau), \tau \leqq t\right\}\right.$ of $L_{2}(\Omega)$ generated by the random variables $\left\{x_{i}(\tau)\right\}(\tau \leqq t, 1=1,2, \ldots, q)$ $L_{2}(\underline{x} ;-\infty)$ the intersection of $L_{2}(\underline{x} ; t)$ for all real $t$ and $L_{2}(\underline{x})$ is the smallest subspace of $L_{2}(\Omega)$ containing all $L_{2}(\underline{x} ; t)$ for each $t$.
(ii) For the processes with mutually orthogonal increments or those which are wide-sense martingales the notation $H(;)$ of Chapter I will be used.
(iii) $\mathcal{P}_{\mathcal{M}}$ will denote the projection onto $\mathcal{M}$.

Definitions of deterministic and purely non-deterministic processes are the same as in Chapter I. The following definition of a q-dimensional wide-sense Markov process is due to F. J. Beutler ([1]).

Definition 1.1. A q-dimensional process $\left\{\underline{x}_{t}\right\}(-\infty<t<+\infty)$ is wide-sense Markov if for each i $\left.(i=1,2, \ldots, q) \quad P_{L_{2}}(\underline{x} ; s) X_{i}(t)=P X_{x_{1}}(s), \ldots, x_{q}(s)\right\} X_{i}(t)$, $(s<t)$.

For our purpose we need the following definition of a $q$-dimensional widesense martingale. The notion of a wide-sense martingale for $q=1$ is due to Doob ([3], p. 164).

Definition 1.2. $\quad \underline{u}_{t}$-process is called a wide-sense martingale if for each $k$, $(k=1,2, \ldots, q) \quad P_{H}(\underline{u} ; s) u_{k}(t)=u_{k}(s)$ with probability one for $s \leqq t$.

The assumption (D) given below will be used throughout this chapter.
(D.1) $x_{t}$-process is continuous in q.m.; i.e., each component process $\left\{x_{i}(t)\right\}$ is continuous in q.m.
(D.2) For all $t, s$ real the covariance matrix function $\Gamma(t, s)$ is non-singular. The assumption (D.2) and the definition of wide-sense Markov process imply that $P_{L_{2}(\underline{x} ; s)} x_{i}(t)=\int_{j=1}^{q} a_{i j}(t, s) x_{j}(s)$, where the matrix $A(t, s)=\left(a_{i j}(t, s)\right)$ is given by $A(t, s)=\Gamma(t, s) \Gamma^{-1}(s, s)$ for $s \leqq t$. It is easily verified that $A(t, s)$ is non-singular for each $s, t(s \leqq t)$. The function $A(t, s)$ is called a transition matrix function and is defined only for $s \leqq t$. Beutler [1] has the following theorem which furnishes an operative criterion for verifying the wide-sense Markov property.

Theorem B ([1] Theorem 2). The following statements are equivalent $\mathrm{x}_{\mathrm{t}}$ is wide-sense Markov
(2) For $s \leqq t \leqq u \quad A(u, s)=A(u, t) A(t, s)$
(3) With $A(t, s)=\Gamma(t, s) \Gamma(s, s)$ for $s \leqq t \leqq u \quad A(s, u)=A(s, t) A(t, u)$.

In the case of stationary processes $A(t, s)=B(t-s)(s \leqq t)$. Hence $B(\cdot)$ can be considered as a function on non-negative real numbers. As will be shown in Theorem 2.2, one can easily characterize wide-sense Markov processes in terms of the transition matrix function $B(\cdot)$. We remark that ( $t \geqq 0$ ) $B(t)=A(t)=$ $\Gamma(t, 0) \Gamma^{-1}(0,0)$.
2. Characterizations of the wide-sense Markov processes. We first consider the non-stationary processes.

Theorem 2.1. If $\underline{x}_{t} \quad(-\infty<t<+\infty)$ is $q$-dimensional stochastic process satisfying (D) then it is wide-sense Markov if and only if $\underline{x}_{t}=\underline{\underline{\psi}}(t) \underline{u}_{t}$ with probability one, where for every $t, \underline{\Psi}(t)$ is a non-singular $q \times q$ matrix and $\underline{u}_{t}$ process is a $q$-dimensional wide-sense martingale with $H(\underline{y} ; t)=L_{2}(\underline{x} ; t)$. Further for all $s, t$ the matrix $J(t, s)=\left(\mathcal{u}_{i}(t) \overline{u_{j}(s)}\right)$ is non-singular. Proof. Sufficiency. Let $\underline{x}_{t}=\bar{\Psi}(t) \underline{u}_{t}$ where $\underline{\underline{\psi}}(t)$ and $\left(\underline{u}_{t}\right\}$ are as described above. Then for $s \leqq t$ if we donate by $\bar{P}_{L_{2}}(\underline{x} ; s)^{\underline{x}}$ the column vector $\left(P_{L_{2}}(\underline{x} ; s)^{x_{j}}(t), \ldots, P_{L_{2}}(\underline{x} ; s)^{\underline{x}} \underline{q}_{q}(t)\right)^{*}$ we have by definition of a wide-sense martingale, with probability one,

Since $\underline{u}_{s}=\underline{\underline{w}}^{-1}(s) \underline{x}_{s}$ with probability one, we obtain that the transition matrix function $A(t, s)=\bar{\Psi}(t) \underline{\Psi}^{1}(s)$. The proof of sufficiency is now complete by appealing to Theorem $B$, (2).

Necessity. Let $\underline{x}_{t}$-process be wide-sense Markov. Then denoting by $A(t, s)$ the transition matrix function we recall that for $s \leqq t$
(2.1) $\quad \bar{P}_{L_{2}}(x ; s)^{x_{t}}=A(t, s) \underline{x}_{s} \quad$ with probability one and for $s \leqq t \leqq u$
(2.2) $A(u, s)=A(u, t) A(t, s)$.

Following Hida, we now define for every real $t$ the function

$$
\begin{aligned}
\Psi(t) & =A\left(t, s_{0}\right) & & \text { if } s_{0} \leqq t \\
& =A^{-1}\left(s_{0}, t\right) & & \text { if } t<s_{0}
\end{aligned}
$$

where $s_{0}$ is a fixed real number. We shall show that for all $s, t(s<t)$ real

$$
\begin{equation*}
A(t, \dot{s})=\mathbb{V}^{\prime}(t){\underset{\sim}{v}}^{-1}(s) \tag{2.3}
\end{equation*}
$$

First of all if $s<s_{0} \leqq t$ then (2.3) is a restatement of (2.2) i.e.,
$A(t, s)=A\left(t, s_{0}\right) A\left(s_{0}, s\right)$. Secondly, if $s_{0} \leqq s<t$, from (2.2) we have

$$
A(t, s) A\left(s, s_{0}\right)=A\left(t, s_{0}\right) \text { i.e. } A(t, s)=A\left(t, s_{0}\right) A^{-1}\left(s, s_{0}\right)
$$

giving $A(t, s)=\bar{\Psi}(t) \underline{\Psi}^{-1}(s)$. Finally, if $s<t<s_{0}$ we get $A\left(s_{o}, s\right)=A\left(s_{0}, t\right) A(t$, ; and hence $A(t, s)=\Psi(t) \Psi^{-1}(s)$. The fact that $\bar{\Psi}(t)$ is non-singular follows from nonsingularity of $A(t, s)$ and the definition of $\overline{\underline{\psi}}(t)$. Therefore from (2.1) and (2.3), for $s<t$
(2.4) $\bar{P}_{L_{2}}(\underline{x} ; s)^{\underline{x}}=\overline{\underline{Y}}_{\underline{t}}(t)_{\underline{\Psi^{-1}}}^{-1}(s) \underline{x}_{s} \quad$ with probability one.

If we define $\underline{u}_{t}=\underline{\Psi}^{-1}(t) \underline{x}_{t}$, then
(2.5) $L_{2}(\underline{x} ; t)=H(\underline{u} ; t)$ for every $t$.

Thus from (2.4) and (2.5) we get

$$
\begin{equation*}
\overline{\mathrm{P}}_{\mathrm{H}(\underline{\mathrm{u}} ; \mathrm{s})} \underline{u}_{t}=\underline{u}_{\mathrm{s}}(\text { with probability one }) \tag{2.6}
\end{equation*}
$$

Since $\Gamma(t, s)=\Psi(t) J(t, s) \Psi^{*}(s)$ and $\Psi(t)$ is non-singular for every $t$, we have $J(t, s)$ non-singular.

Corollary. If the continuous parameter process $\mathrm{x}_{\mathrm{t}}$ is continuous in qum. then so is $\underline{u}_{t}$ and $\bar{H}(t)$ is a continuous function in the sense that each element of $\mathbb{F}(t)$ is continuous.

Proof. If $r_{i j}(t, s)$ denote the elements. of. $\Gamma(t, s)$ then by the continuity in $q \cdot m$. of the process $\left\{x_{i}(t)\right\}$ we get for every fixed s $\lim _{t \rightarrow t_{0}} r_{i j}(t, s)=r_{i j}\left(t_{o}, s\right)$;
i.e., $\lim _{t \rightarrow t_{0}} \Gamma(t, s)=\Gamma\left(t_{o}, s\right)$. But by Theorem 2.1, $\Gamma(t, s)=\Psi(t) J(s, s){\underset{\Psi}{*}}^{*}(s)$
(for $s<t$ ). Hence $\bar{\Psi}(t)=\Gamma(t, s)\left[J(s, s) \Psi^{*}(s)\right]^{-1}$ as a function of $t$ is continuous (note that $s$ is fixed). To prove continuity in q.m. of $\underline{u}_{t}$; consider $\dot{i}_{i i}(t, s) ; \mathcal{E}_{\|}\left|u_{i}(t)-u_{i}\left(t_{0}\right)\right|^{<}=j_{i i}(t, t)-J_{i i}\left(t_{o}, t_{o}\right)\left(t_{o} \leqq t\right)$. Now
$J(t, t)=\Psi^{-1}(t) \Gamma(t, t)\left[\Psi^{*}(t)\right]^{-1}$ and hence we get $\lim _{t \rightarrow t_{0}} J(t, t)=J\left(t_{0}, t_{0}\right)$. We therefore have $\lim _{t \downarrow \cdot t_{0}} \ell\left|u_{i}(t)-u_{i}\left(t_{o}\right)\right|^{¿}=0$. A similar argument gives $\lim _{t \uparrow t_{0}} \mathcal{E}\left|u_{i}(t)-u_{i}\left(t_{o}\right)\right|^{\check{C}}=0$, thus completing the proof.

We now study stationary wide-sense Markov processes. In this case $\left(\varepsilon\left[x_{i}(t+h) \cdot \overline{x_{j}(t)}\right]\right)$ for any $h$ is a function of $h$. We denote it by $R(h)$. By Theorem 2.1 and properties of wide-sense martingale it is easy to see that for every $h \geqq 0$ and $t$ real

$$
\begin{equation*}
R(h)=\underline{\Psi}(t+h) J(t, t) \underline{\Psi}^{*}(t) . \tag{2.7}
\end{equation*}
$$

Let $h=0$, we get
(2.8) $\quad R(0)=\underline{\Psi}(t) J(t, t) \underline{\Psi}^{*}(t)$.

With $t=0$ in (2.7), one has
(2.9) $\quad R(h)=\Psi(h) J(0,0) \psi^{*}(0)$.

Relations (2.7) and (2.9) imply for $h \geqq 0$ and $t \geqq 0$
(2.10) $\quad \mathbf{R}(h)=\mathbf{R}(t+h)\left[J(0,0) \Psi^{*}(0)\right]^{-1} J(t, t) \Psi^{*}(t)$.

From (2.10), (2.9) and (2.8) for $t, h \geqq 0$,
(2.11) $\mathbf{R}(h)=R(t+h) R^{-1}(t) R(0)$

With $R_{1}(t)=R(t) R^{-1}(0) \quad$ (2.11) reduces to
(2.12) $R_{1}(t+h)=R_{1}(t) R_{1}(h)$.

We prove the following theorem.

Theorem 2.2. If $\left\{\underline{x}_{t}\right\}(-\infty<t<+\infty)$ is a q-dimensional stationary process satisfying assumption (D) then it is wide-sense Markov if and only if the transition matrix function $B(t)=e^{t Q}$ for every $t \geqq 0$ where $Q$ is a uniquely determined constant $q \times q$ matrix, none of whose eigenvalues has positive real parts.
Proof Necessity. We have already shown that for $R_{1}(t)=R(t) R^{-1}(0)$, equation (2.12)
holds. Further from (D.1) it follows that $R_{1}(t)$ is a continuous function and
therefore $R_{1}(t)=e^{t Q}(t \geqq 0)$ is the solution of (2.12), where $Q$ is a $q \times q$ constant matrix. The assumption (D.2) in addition implies that $R_{1}(t)$ is nonsingular and nence $Q$ is uniquely determined by $R_{1}(t)$. We recall that $B(t)=R(t) R^{-1}(0)$ for $t \geqq 0$. Hence $B(t)=e^{t Q}(t \geqq 0)$. The statement about the eigenvalues will now be proved. Observe that for any non-negative integer $n$ $B(n)=[B(1)]^{n}$. $Q$ has an eigenvalue with positive real parts if and only if $e^{Q}(=B(1))$ has an eigenvalue $\lambda$ with $|\lambda|>1$. Suppose that there is an eigenvalue $\lambda$ with $|\lambda|>1$. Then
(2.13) $\lim \operatorname{Sup}|\lambda(t)|=\infty$ where $\lambda(t)$ is an eigenvalue of $B(t)$ corresponding to $t \rightarrow \infty$
the eigenvalue $\lambda$ of $B(1)$. But

$$
\begin{aligned}
|\lambda(t)| \leqq \operatorname{tr}\left(B(t) B^{*}(t)\right) & \leqq \operatorname{tr}\left(R^{-1}(0)\left[R^{-1}(0)\right] \operatorname{tr}\left(R(t) R^{*}(t)\right)\right. \\
& \leqq \operatorname{tr}\left(R ^ { - 1 } ( 0 ) \left[R^{-1}(0) j^{*}\left(\sum_{1}^{q}\left|x_{i}(0)\right|^{2}\right)^{2} .\right.\right.
\end{aligned}
$$

Therefore for all $t|\lambda(t)|$ is bounded contradicting (2.13).
Sufficiency. Clearly $A(t, s)=B(t-s)=e^{(t-s) Q}(s \leqq t)$ satisfies Theorem (B) (2). The proof is now complete.

Theorem 2.2 is proved by Doob in his important paper [2] on elementary Gaussian processes. One of the central problems of his paper is to characterize purely non-deterministic stationary Gaussian Markov processes. We shall give an alternative proof of this result (in our notation) based on Theorems I.5.1 and 2.1. First, we state Doob's theorem in its original form for the sake of comparison with our derivation given in Theorem 4.2.

Theorem D (Theorem 4.3 [2]). If $\underline{x}_{t}$ is a continuous parameter non-degenerate, continuous in q.m., purely non-deterministic, Gaussian Markov process then (2.14) $\quad \underline{x}_{t}=\int_{-\infty}^{t} e^{(t-u) Q} \operatorname{Sd\xi }(u) \quad$ where (i) $Q$, a $q \times q$ matrix, having no positive
real parts is uniquely determined by $R(t)$ (ii) \{ $\underline{\xi}(u)\}$ is a Gaussian $\xi$-processes (see [2] p. 263) with covariance matrix $|u-v| U$ where $U$ is a diagonal matrix zero and 1 over diagonal (iv) $R(t)=e^{t Q} R(0)$ for $t \geqq 0 \quad R(-t)=R(0) e^{t Q^{*}}$, (v) the matrix $Q$ furnished a solution of the prediction problem (vi) the matrix $S$ is uniquely determined and measures the dispersion of $\underline{x}_{t}$-process from its predicted value i.e., the variance matrix of $\underline{x}_{u+t}-e^{u Q_{t}}$ is equal to $R(0)-d^{u Q} R(0) e^{u Q^{*}}-u S^{2}$ as $u \rightarrow \infty$.

Clearly the assertions (iv) (v) (vi) of Theorem D follow from (2.14). Hence it suffices to obtain the representation (2.14) by means of our method.

In concluding this section we point out that the vector-valued stochastic integral $\int F(u) d \underline{\xi}(u)$ where $\underline{\xi}(u)$ is a $\dot{q}$-dimensional $\underline{\xi}$-process is defined by Doob ([2], p. 263) for continuous matrix-valued functions F. A complete and rigorous definition of vector-valued stochastic integral is to be found in the recent paper of M. Rosenberg [7]. This definition together with an explanation of the notation employed is given in the next section.
3. Vector Valued Stochastic integrals. If $H$ is a Hilbert-space then $H^{(q)}$ denotes the space of all $q \times 1$ vectors $\underline{h}$ with $h_{i} \in H$. In $H(\hat{q})$ is introduced norm $\|\underline{h}\|^{2}=\sum_{i=1}^{q}\left\|h_{i}\right\|_{H}^{2}$ and an inner produce given by the Gramian matrix $\left[\underline{h}, \underline{h}^{*}\right]$ for any $\underline{h}, \underline{h}^{+} \in H^{(q)}$. A linear manifold in $H^{(q)}$ is a non-void subset $\mathcal{M}$ of $\mathrm{H}^{(q)}$ such that if $\underline{\mathrm{h}}, \underline{\mathrm{h}}^{\prime} \in \mathcal{M}$ then $\mathrm{A} \underline{\underline{h}}+\underline{B h}^{\prime} \in \mathcal{H}$ for all q x q matrices $A, B$. $A$ subspace of $H^{(q)}$ is a linear manifold closed under the topology $\quad||||\mid$. For properties of the Gramian and further structural questions we refer the reader to $N$. Wiener and P. Masani [19].

Let $P, Q$ be any $q \times M$ matrix valued functions. Then we say that ( $P, Q$ ) is integrable with respect to an $M \times M$ hermitian matrix valued measure ${\underset{\sim}{\sim}}^{P}$ if the matrix function $P{\underset{\sim}{f}}^{\prime} Q^{*}$ is integrable with respect to the $\operatorname{tr}{\underset{\sim}{\sim}}^{\rho}$. We then
define $\int P d \underset{\sim}{\rho} Q^{*}=\int P \rho^{\prime} Q^{*} d t r$
$P$ is said to be square integrable [f] if $\operatorname{tr}\left(\int P d \rho_{p^{*}}\right)$ is finite. If we denote by $\mathcal{L}_{2}(\rho)$ the class of all measurable $P$ which are square integrable with re-
 identified. $\mathcal{L}_{2}\left(P_{\sim}\right)$ has the norm $\|P\|_{\mathcal{L}_{2}}\left(;=\operatorname{tr} \int P d P^{*}\right.$ and gramian $[P, Q] \dot{\alpha}_{2}()^{-}=\int \mathrm{Pd} Q^{*}$, for all $\mathrm{P}, \mathrm{Q} \in \hat{\mathcal{O}}_{2}(\geqslant$

We shall call $\underset{\xi}{\xi}$ an orthogonally scattered random vector valued measure of dimension $M$ on the real line if for each $B \leqslant\left(B, \underline{\xi}(B) \in L_{2}^{(M)}(\Omega)\right.$ and for $A, B \in \mathcal{B}$ $[\underline{\xi}(A), \underline{\xi}(B)]=\underset{\sim}{P}(A \cap B)$ where $\underset{\sim}{f}$ is a hermition matrix valued measure and B the class of Borel sets on the real line. With this set up Rosenberg de-
defines $\int P(u) d \xi(u)$ for $P \in \mathcal{L}_{2}(\underline{\rho})$ in the same way as Lob does for $M=q$ (See J. L. Lob [3] p. 596). Further if one denotes by $\mathcal{S}_{2}(\xi)$ the subspace of of $L_{2}^{(q)}(\Omega)$ generated by $\{\underline{f}(B), B \in B\}$ with $q \times M$ matrices as coefficients then we have the following [See [7] Theorem 4.6]

Theorem R. The correspondence $P \rightarrow \int \operatorname{Pd} \underline{\xi}$ is an isomorphism from $\mathcal{L}_{2}(\underline{p})$ to $\mathcal{L}_{2}(\underline{\xi})$.

Remark In the above discussion $q$ and $M$ are fixed positive integenquith ( $M \leqq q$ ) and the space $\mathcal{\alpha}_{2}(\underline{\rho})$ is complete in the norm defined.
4. Purely non-deterministic wide-sense Markov processes. We first prove a representation for the non-stationary case.

Theorem 4.1 If $\underline{x}_{t}$ is a continuous parameter purely non-deterministic process statisfying assumption (D) then it is wide-sense Markov if and only if
$x_{i}(t)=\sum_{k=1}^{q} \sum_{j=1}^{M} \int_{-\infty}^{t} \Psi_{i k}(t) h_{k j}(u) d_{j}(u)$ where $\left\{\underline{\Psi}_{i k}(t)\right\}(i, k=1, \ldots q)$ are
elements of a non-singular $q \times q$ matrix $\bar{\Psi}\left(t^{\prime}\right), h_{k j}($.$) for each j$ belong to to $L_{2}\left(P_{j}\right)$ with $z_{i}, P_{j}$ having the same meaning as in Theorem I.2.2, $M$ is the multiplicity and for ever $k, \sum_{j=1}^{M} \int_{-\infty}^{t}\left|h_{k j}(u)\right|^{2} d P_{j}(u)$ is finite. Also $H(\underline{z} ; t)=H(\underline{x} ; t)$
for $t$.
Proof, Necessity. As stated in Theorem $2.1 \underline{x}_{t}=\underline{\Psi}(t) \underline{u}_{t}$ with $\underline{L}_{2}(\underline{x} ; t)=H(\underline{u} ; t)$.
Also from Theorems 1.2 .2 and 1.3 .1 we have a representation for ${\underset{x}{t}}^{t}$-process with
$L_{2}(\underline{x} ; t)=H(\underline{z} ; t)$. Since $\underline{u}_{t}$ is a wide-sense martingate and $H(\underline{z} ; t)=H(\underline{u} ; t)$
we have $u_{k}(t)=\sum_{j=1}^{M} \int_{-\infty}^{t} h_{k j}(u) d z_{j}(u)$. The result now follows, since
$x_{i}(t)=\sum_{k=1}^{q} \Psi_{i k}(t) u_{k}(t)$ for all $t$ and $\bar{\Psi}(t)$ is a non-singular $q \times q$ matrix.
Sufficiency. Define $u_{k}(t)=\sum_{1}^{M} \int_{-\infty}^{t} h_{k j}(u) d z_{i}(u) . \quad$ Clear1y $\underline{x}_{t}=\underline{\underline{\Psi}}(t) \underline{u}_{\underline{t}}$.
Therefore, to complete the proof it suffices to show that ${\underset{t}{t}}$ is a wide-sense martingale. We note that since $\underline{\underline{\Psi}}(t)$ is non-singular $\mathbf{L}_{2}(\underline{x} ; t)=H(\underline{u} ; t)$. As we are given that $L_{2}(\underline{x} ; t)=L_{2}(\underline{z} ; t)$, we get $L_{2}(\underline{u} ; t)=L_{2}(\underline{z} ; t)$ for every $t$. Consider now for $s<t$,

$$
P_{H(\underline{u} ; s)}\left(u_{k}(t)-u_{k}(s)\right)=P_{H(\underline{z} ; s)}\left[\sum_{1}^{M} \int_{s}^{t} h_{k j}(u) d z_{i}(u)\right]=0,
$$

where the last inequality follows because $z_{j}$ 's are mutually orthogonal processes with orthogonal increments. The proof is now complete.

For stationary purely non-deterministic processes we recall that $M$, the multiplicity of the process does not exceed q [See Theorem 1.6.2]. Also from Theorem 1.6.2 and the definition of vector valued stochastic integrals we have (4.1) $\quad \underline{x}_{t}=\int_{-\infty}^{t} F(t-u) d \underline{g}(u)$
where $F(t-u)$ is a $q \times M$ matrix-valued function and $\underline{\xi}(u)$ is an M-dimensional orthogonally scattered measure. Also we have $L_{2}(\underline{x} ; t)=L_{2}(\underline{\xi} ; t)$ for each $t$. Using representations of Theorem 2.1 and an argument similar to that of Theorem 4.1 (Necessity), we obtain that $\underline{u}_{t}=\int_{-\infty}^{t} H(u) d \underline{\xi}(u)$ where $H(u)$ is a $q \times M$ matrix function and hence
(4.2) $\underline{x}_{t}=\int_{-\infty}^{t} \underline{\underline{\underline{w}}}(t) H(u) d \underline{\underline{\xi}}(u)$,
with $L_{2}(\underline{x} ; t)=H(\xi ; t)$ for each $t$. We have the following theorem:
Theorem 4.2. Let $\underline{x}_{t}(-\infty<t<+\infty)$ be a stationary $q$-dimensional process satisfying assumption (D). Then $\underline{x}_{t}$ is wide-sense Markov and purely non-deterministic if and only if
(4.3) $\quad x_{t}=\int_{-\infty}^{t} e^{(t-u) Q} C d \xi(u)$, where
(i) $Q$ is a $q \times q$ constant matrix with properties described in Theorem 2.2 (ii) C is a $q \times M$ constant matrix where $M$ equals the rank of the process (iii) $\underline{\xi}_{t}$ is an orthogonally scattered random measure such that $\left[\underline{\xi}(B), \underline{\xi}\left(B^{\prime}\right)\right]=\mu\left(B \cap B^{\prime}\right) I \quad$ where $B, B^{\prime}$ are real Borel sets, $\mu$ Lebesgue measure and $I$ is an $M \times M$ identity matrix. Further $L_{2}(\underline{x} ; t)=L_{2}(\underline{\xi} ; t)$.

Proof. Necessity. From (4.2) and stationarity we have a $q \times M$ measurable
matrix function $G(t-u)$ such that for $u \leqq t$

$$
G(t-u)=\Psi(t) H(u)
$$

Since $H(u)$ is given almost everywhere, if it is not defined at the origin, completing its definition at zero we obtain for $t \geqq 0$

$$
G(t)=\Psi(t) H(0)
$$

However since $R(t)=e^{t Q} R(0)$ from (2.8) and (2.9) we get for $t \geqq 0$

$$
\begin{equation*}
G(t)=e^{t Q} \psi(0) H(0) \text { i.e. } G(t-u)=e^{(t-u) Q} C(u \leqq t) \tag{4.4}
\end{equation*}
$$

where $\mathbf{C}=\bar{\Psi}(0) \mathrm{H}(0)$. Hence from (4.2) and (4.4),

$$
\underline{x}_{t}=\int_{-\infty}^{t} e^{(t-u) Q} \operatorname{Cd} \underline{\xi}(u) \text { with } L_{2}(\underline{x} ; t)=H(\underline{\xi} ; t)
$$

Sufficiency: If we denote by $\underline{u}_{t}=\int_{-\infty}^{t} e^{-u Q} \underline{d}_{\underline{\xi}}(u)$. Then obviously $\underline{u}_{t}$ is a $q$-dimensional wide-sense martingale and therefore from Theorem 2.1 it follows that $\underline{x}_{t}$ is wide-sense Markov since $e^{t Q}=R(t) R^{-1}(0)$ is invertible. The proof is complete if we show that $\underline{x}_{t}$ is purely non-deterministic. But this is obvious from the fact

$$
\bigcap_{t} H(\underline{x} ; t)=\bigcap_{t} H(\underline{\xi} ; t)=\bigcap_{t} \sum_{i=1}^{M} \Theta H\left(\xi_{i} ; t\right)=
$$

which follows because $\left(\xi_{i}(t)\right\}(-\infty<t<+\infty)(i=1,2, \ldots, M)$
are mutually orthogonal processes with stationary orthogonal increments.
Since the Gaussian wide-sense Markov processes are Markov processes, Theorem 4.2 reduces to Theorem D. The $\underline{\xi}_{t}$-process occuring in the expression (4.3) is an M-dimensional orthogonally scattered measure where $M$ is the rank of $\underline{x}_{t}$ as defined by E. G. Gladyshev [4]. Its covariance matrix function $\Delta(u, v)$ is of the form $|u-v| I$ where $I$ is the $M \times M$ identity matrix. Therefore Theorem 4.2 renders a more precise form of Theorem D (ii).

## N-PLE MARKOV PROCESSES

In the study of representations of $N$-ple Markov processes we require analytic conditions for proper canonical property.
5. An analytical characterization of a proper canonical representation. Henceforth we shall assume $M \leqq q$. Further we denote by $\mathcal{L}_{2}(\underline{z} ; t)[\underline{z}(\cdot)$ is a q-dimensional orthogonally scattered vector measure] the subspace of $L^{(q)}(\Omega)$ generated by $\{\underline{z}(B), B$ a Borel subset of $(-\infty, t \mathfrak{j}\}$ with coefficients $q \times M$ matrices.

Lemma 5.1. $H^{(q)}(\underline{z} ; t)=\mathcal{L}_{2}(\underline{z} ; t) \quad(-\infty<t<+\infty)$.
Proof. A typical element of $H^{(q)}(\underline{z} ; t)$ is a column vector $\left(y_{1}, \ldots, y_{q}\right)^{*}=$ $\left(y_{1}, 0, \ldots, 0\right)^{*}+\left(0, y_{2} 0,0, \ldots, 0\right)^{*}+\ldots+\left(0, \ldots, y_{q}\right)^{*}$ where $y_{j} \in H(\underline{z} ; t)$.
It suffices therefore to prove that for each $i$, the vector $\left(0,0, \ldots, z_{i}(B), 0, \ldots, 0\right)^{*}$ for each Borel set $B$ belongs to $\mathcal{L}_{2}(\underline{z} ; t)$. But this is obviously the case as is seen by taking a diagonal $q \times M$ matrix with unity in the $i^{\text {th }}$ place in the diagonal and zero everywhere else. The fact that $\mathcal{L}_{2}(\underline{z} ; t) \subset H^{(q)}(\underline{z} ; t)$ follows by observing that for each Borel set $B$ in $(-\infty, t]$ and $q \times M$ matrix $A \quad A \underline{z}(B) \in H^{(q)}(\underline{z} ; t)$.

The following is a direct extension of Theorem I. 7 of Hida [5], to q-dimensional processes with $M \leqq q$. We shall denote a representation for such processes by $\{F(t, u), d \underline{z}(u)\}$ where $F(t, u)$ is a $q \times M$ matrix function and $\underline{z}(B)$ is an M-dimensional orthogonally scattered random vector measure with components $z_{i}(B)(i=1,2, \ldots, M)$.

The notion of a proper canonical representation of arbitrary multiplicity $M$ has already been introduced in Chapter I. Under the assumption $M \leqq q$ we give necessary and sufficient analytical conditions for a proper canonical representation.

Theorem 5.1. A canonical representation $\{F(t, u), d \underline{z}(u)\}$ is proper if and only if for any real $t_{0}$
(5.1) $\quad \int_{-\infty}^{t} P(u) d(u) F^{*}(t, u)=0$ for $t \leqq t_{0}$ implies $P(u)=0$ a.t. $[P]$
where is the hermitian $M \times M$ matrix valued measure $\underset{\sim}{f}(B)=[\underline{z}(B), \underline{z}(B)]$ and $P(u)$ is a square integrable $q \times M$ matrix-valued function on the real line.

Proof Sufficiency. Let (5.1) hold and let $t_{0}$ be such that $H\left(\underline{z} ; t_{0}\right) \neq L_{2}\left(\underline{x} ; t_{0}\right)$ and we know that $L_{2}^{(q)}\left(\underline{x} ; t_{0}\right) \subset H^{(q)}\left(\underline{z} ; t_{0}\right)$. Therefore, there is a $\underline{V} \neq \underline{0}$ in
 Then by Theorem $R$ of Section 3 we have $\underline{V}=\int_{-\infty}^{t} P(u) d(u) \neq 0$ such that for all $t\left(\leqq t_{0}\right), \int_{-\infty}^{t} P(u) d(u) F^{*}(t, u)=0$. By (5.1) we get $P(u)=0$ a.e. $\left[\rho_{\sim}\right]$ contradicting $\quad \underline{V} \neq \underline{0}$.

Necessity. Suppose that $H(\underline{z} ; t)=L_{2}(\underline{x} ; t)$ for all $t$, and let $t_{o}$ be a real number such that
(5.2) $\int_{-\infty}^{t} P(u) d(u) F^{*}(t, u)=0$ for every $t \leqq t_{0}$.

Observe that since from the proper canonical property $L_{2}^{(q)}\left(\underline{x} ; t_{0}\right)=H^{(q)}\left(\underline{z_{i}} t_{0}\right)=$ $\mathcal{L}_{2}\left(\underline{z} ; \mathrm{t}_{0}\right)$ the vector $\underline{V}=\int_{-\infty}^{t}{ }^{t} P(u) d \underline{z}(u)$ belongs to $L_{2}^{(q)}\left(\underline{x} ; t_{0}\right)$. But (5.2) implies that $\left[\underline{V}, \underline{x}_{t}\right]=0$ for all $t \leqq t_{0}$. Hence $\underline{V}=\underline{0}$ giving $P(u)=0$ a.e. $[\underset{\sim}{\mathcal{P}}]$.

This proves the theorem.
The above criterion will be useful in our discussion of $N$-ple Markov processes.
6. Finite dimensional wide-sense N-ple Markov processes. In the definition of vector-valued wide-sense $N$-ple Markov processes we require the concept of the projection on a subspace of $L_{2}^{(q)}(\underline{x})$. We recall here a lemma due to N. Wiener and P. Masani [10], which proves the existence of the projection of an element $\underline{h}$ and gives its structure. The notation used is that of Section 3 . Lemma. WM (Lemma 5.8 [10]). (a). If $M_{\text {I }}$ is a subspace of $H^{(q)}$ there exists a subspace $\mathscr{H}_{\text {of }} \mathrm{H}$ such that $m_{\mathcal{L}}=\mathcal{M}(q)$, where $\mathcal{M}(q)$ denotes the Cartesian

 a unique $\underline{h} \in \mu^{\mu}$ such that $\left\|\underline{h}-\underline{h}^{\prime}\right\|_{\mathrm{H}}(\mathrm{q})<\|\underline{h}-\mathrm{g}\|_{\mathrm{H}}(\mathrm{q})$ for all $\underline{g} \in \|_{\mathcal{L}}$. For this $\underline{h}^{\prime}, \underline{h}_{i}^{\prime}=P_{c_{\prime}^{\prime}} h_{i}, I^{\prime \prime}$, being as in (a). An element $\underline{h}^{\prime}$ satisfies the preceding condition if and only if $\left.\underline{h}-\underline{h}^{\prime} L /\right\}$ where orthogonality is in the sense of the Gramian. (c). If $\gamma \zeta, \gamma \in$ are subspaces of $H(q)$ and $\gamma \subset C \gamma_{Z}$, then there exists
 Parts (d) and (e) of Lemma 5.8 of [10] are not given here because they will not be referred to. Following Wiener and Masani we give

Definition 6.1. The unique element $\underline{h}^{\prime}$ of Lemma WM (b) is called the orthogonal projection of $\underline{h}$ onto $\mathbb{M}_{\mathcal{L}}$ and is denoted by ( $\underline{h} \mid \eta_{\mathcal{C}}$ ).

Extending usual idea of linear independence, we give following definition of linearly independent vectors $\underline{h}_{1}, \underline{h}_{2}, \ldots, \underline{h}_{N} \in H^{(q)}$.

Definition 6.2. The vectors $\underline{h}_{i} \in H^{(q)}(i=1,2, \ldots, N)$ are linearly independent in $H(q)$ if for any $q \times q$ matrices $A_{1}, \ldots, A_{N}, \quad \Sigma A_{i} \underline{h}_{i}=\underline{0}$ and $A_{i} \underline{h}_{i}$ is different from the zero element of $H^{(q)}$ for at least one $i$ implies that $A_{i}$ are zero matrices.

Now we define a q-dimensional real continuous parameter wide-sense $N$-ple Markov process. For one-dimensional continuous parameter Gaussian processes the definition is due to Hida [5] and for discrete Gaussian processes the
definition goes back to Doob [2].
Definition 6.3. We say that a q-dimensional continuous parameter process is wide-sense $N$-ple Markov if for any sequence $\left\{t_{i}\right\}$ of $N$-real numbers $\left(t_{1}<t_{2}<\ldots<t_{N}\right)$ and for $t_{0} \leqq t_{1}$, the vectors $\left(\underline{x}_{t_{i}} \mid L_{2}^{(q)}\left(\underline{x} ; t_{0}\right)\right)$ are linearly independent in $L_{2}^{(q)}\left(\underline{x} ; t_{0}\right)$ and the vectors $\left(\underline{x}_{t_{i}} \mid L_{2}^{(q)}\left(\underline{x} ; t_{0}\right)\right.$ are linearly dependent if $i=1,2, \ldots, N+1$ and $t_{N+1}>t_{N}$.

We now proceed to the extension of Theorem II. 2 of Hida, to obtain a representation for a q-dimensional (not necessarily stationary) wide-sense N-ple Markov process using the theory of Chapter I.

Lemma 6.1. Let $t$ and $s(s<t)$ be any real numbers. If $\Gamma(t, s)$ is non-singular, then the vector $\left(\underline{x}_{t} \mid L_{2}^{(q)}(\underline{x} ; s)\right)$ is non-degenerate, i.e., its covariance matrix is non-singular.
Proof. From Lemma WM with $\mathcal{H}=L_{2}^{(q)}(\underline{x} ; s)$ we get $\left(\underline{x}_{t} \mid L_{2}^{(q)}(\underline{x} ; s)\right)$ is the column vector $\left(P_{L_{2}}(\underline{x} ; s)^{x_{1}}(t), \ldots, P_{L_{2}}(\underline{x} ; s)^{x}(t)\right)$. First we observe that none of the elements $P_{L_{2}}(\underline{x} ; s)_{i}(t) \quad(i=1,2, \ldots, q)$ can be zero; for otherwise

$$
\left.r_{i j}^{\prime}(t, s)=\varepsilon_{0}^{e}\left(x_{i}(t) x_{j}(s)\right)=\varepsilon_{j}(s) P_{L_{2}}(x ; s)^{x_{i}}(t)\right)=0 \text { for all } j=1,2, \ldots, q,
$$

contradicting the non-singularity of $\Gamma(t, s)$. If the vector is degenerate then for some $i, P_{L_{2}}(\underline{x} ; s)^{X_{i}}(t)=\sum_{j \neq i} a_{i j} P_{L_{2}}(\underline{x} ; s)^{X}(t)$. Also
$P_{L_{2}}(x ; s) X_{i}(t) \neq 0$. Hence there is at least one $j$ such that $a_{i j} \neq 0$. Now

$$
\begin{aligned}
& =\sum_{i \neq j} a_{i j} \ddots_{j k}(t, s),(k=1,2, \ldots, q)
\end{aligned}
$$

This contradicts the non-singularity of $\Gamma(t, s)$ and the lemma is proved.
From the definition of wide-sense N-ple Markov processes it follows that if $\left\{s_{i}\right\}\left(s_{1}<s_{2}<\ldots<s_{N}\right)$ is a given sequence and $\tau>s_{N}$ then for each $s_{0} \leqq s_{1}$, there exist $q \times q$ matrices $A_{j}\left(\tau ; s_{1}, \ldots, s_{N}\right)$ such that $\left(\underline{x}_{T} \mid L_{2}^{(q)}\left(\underline{x} ; s_{0}\right)\right)=\sum_{k=1}^{N} A_{k}\left(\tau ; s_{1}, \ldots, s_{N}\right)\left(\underline{x}_{s_{k}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{0}\right)\right) . \quad$ Taking a sequence
$\left\{t_{j}\right\}\left(t_{N}>t_{N-1} \ldots>t_{1}>s_{N}\right)$ we have
(6.1) $\left(\underline{x}_{t_{j}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{0}\right)\right)=\sum_{k=1}^{N} A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right)\left(\underline{x}_{s_{k}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{0}\right)\right)$.

Denote by $\hat{A}(\underset{\sim}{t}, \underset{\sim}{s})$ the $q N \times q N$ matrix having $A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right)$ for its $(k, j)^{\text {th }}$ ( $q \times q$ ) block matrix, $(k, j=1,2, \ldots, N)$. Then we have the following lemma. Lemma 6.2. If $\underline{x}_{t}(-\infty<t<+\infty)$ is a $q$-dimensional wide-sense $N-p l e$ Markov process satisfying assumption (D.2) then $\widehat{A}(\underset{\sim}{t}, \underset{\sim}{s})$ is non-singular. Proof. We first prove that for any sequence $\left\{t_{i}\right\}\left(t_{N}>t_{N-1}>\ldots>t_{1}>s_{0}\right)$ the set
(6.2) $\quad\left\{P_{L_{2}}\left(\underline{x} ; s_{0}\right) x_{i}\left(t_{j}\right)\right\} \quad i=1,2, \ldots, q, \quad j=1,2, \ldots, N$
is linearly independent in $L_{2}(\underline{x})$. If not, then there exist $a_{i j}$ not all zero such that

$$
\sum_{i, j} a_{i j} y_{i}\left(t_{j}\right)=0 \quad \text { where we write } y_{i}\left(t_{j}\right)=P_{L_{2}}\left(x ; s_{0}\right)_{i}\left(t_{j}\right)
$$

( $s_{0}$ being fixed throughout the argument). Since from Lemma 6.1, for no pair in $y_{i}\left(t_{j}\right)=0$, letting $a_{i j} \neq 0$, we have
(6.3) $\quad y_{i}\left(t_{j}\right)=\underset{k, m}{\sum^{*}} b_{k m} y_{k}(t \mathrm{~m})$
where $\sum_{k, m}^{*}$ denotes the summation over all $k, m \quad(k=1, \ldots, q ; m=1, \ldots, N)$
such that no pair $(k, m)=(i, j)$; though $b_{k m}$ depends on ( $i, j$ ) we do not indicate it here in order to keep the notation simple. Also since $y_{i}\left(t_{j}\right) \neq 0$ (Lemma 6.1) there is at least one $(k, m) \neq(i, j)$ such that $b_{k m} \neq 0$. We now consider the following two possibilities.

Case I. Suppose $b_{k j}=0$ for all $k(\neq i)$.
Then (6.3) has the form
(6.4) $\quad y_{i}\left(t_{j}\right)=\underset{\substack{k, m \\(m \neq j)}}{\Sigma^{*} b_{k m}} y_{k}(t m)^{\prime \prime}$.

Consider now $q \times q$ matrices $A_{\ell}(\ell=1,2, \ldots, N)$ such that $A_{j}=\left(\left(a_{n p}^{(j)}\right)\right),\left(\begin{array}{l}j \\ d_{i}\end{array}=1\right.$ and $\quad \begin{aligned} & (j) \\ & a_{n p}\end{aligned}=0$ otherwise; for $\ell \neq j \quad A_{\ell}=\left(\left(a_{n p}\right)\right)$ with $\quad \begin{aligned} & (\ell) \\ & a_{1 p}\end{aligned}=-b_{p \ell}$ for $\mathrm{p}=1,2, \ldots, \mathrm{q}$ and $\dot{a}_{\mathrm{np}}^{\ell}$ ) $=0$ otherwise. Then from (6.4) we have $\sum_{\ell=1}^{N} A_{\ell} \underline{y}_{\mathrm{t}}=$, , $A_{j} y_{t_{j}} \neq \underline{0}$ and $A$ is not a zero matrix; ice., the vectors $\left(\underline{x}_{t_{\ell}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{0}\right)\right)^{\text {. }}$ ( $\ell=1,2, \ldots, N$ ) are linearly dependent. This contradicts the definition of the wide-sense N -ple Markov process.

Case II. There is a non-void subset $J \subset\{1,2, \ldots, q\}$ such that $b_{k j} \neq 0 \mathrm{k} \in \mathrm{J}$ (icJ). of
(6.5) $\quad y_{i}\left(t_{j}\right)-\sum_{k \in J} b_{k j} y_{k}\left(t_{j}\right)$
is zero then for $v=1,2, \ldots, q$ we have $\varepsilon_{[ }\left[y_{i}\left(t_{j}\right) y_{v}\left(t_{j}\right)\right]=\sum_{k \in J} b_{k} \hat{j}_{j}\left[y_{k}\left(t_{j}\right) y_{i} t_{j} j\right]$
But this contradicts Lemma 6.1. Hence the element given by (6.5) is not zero.
We now rewrite (6.3) as

$$
\begin{equation*}
y_{i}\left(t_{j}\right)-\sum_{k \in J} b_{k_{j}} y_{k}\left(t_{j}\right)=\sum_{k, m}^{*} b_{k m} y_{k}(t m) \tag{6.6}
\end{equation*}
$$

$<$ Now introduce the matrices $A_{\ell}=\left(\left(a_{n \mathrm{n}}\right)\right)$ where
(i) $\quad \ell=j,{ }_{(j)}^{a_{1 p}}=-b_{p j}(p \in J),{ }_{a_{1 i}}=1$ and $\quad{ }_{a_{n p}}^{(j)}=0$ otherwise;
(ii) $\quad \ell \neq j \quad \begin{aligned} & (\ell) \\ & a_{i p}\end{aligned}=-b_{p \ell} \quad(p=1,2, \ldots, q) \quad$ and $\quad \begin{aligned} & (\ell) \\ & a_{n p}=0 \quad \text { otherwise. }\end{aligned}$

Then (6.6) becomes

$$
(6.7) \sum_{l} A_{\ell} y_{t}=\underline{0} .
$$

Further $A_{j} y_{t} \neq \underline{0}$ since the element in (6.5) has been shown to be non-zero.
As in the concluding part of Case $I$, these facts imply a contradiction of the N-ple Markov property.

Thus we have established the linear independence (in $L_{2}(\underline{x})$ ) of the set (6.2). by a similar argument the set $\left\{y_{i}\left(s_{k}\right), i=1,2, \ldots, q, k=1,2, \ldots, N\right\}$ is linearly independent in $L_{2}(\underline{x})$. Also we can write (6.1) as
(6.8) $=\hat{\mathbf{A}}(\underset{\sim}{t}, \underset{\sim}{s})\left(y_{1}\left(s_{1}\right), y_{2}\left(s_{1}\right), \ldots, y_{q}\left(s_{1}\right), \ldots, y_{1}\left(s_{N}\right), \ldots, y_{q}\left(s_{N}\right)\right)^{*}$

Hence $\widehat{A}(\underset{\sim}{t}, s)$ is non-singular. This completes the proof of Lemma 6.2.
We now state the main result of this section.
Theorem 6.1. Let $\left\{\underline{x}_{t}\right\}$ be a real continuous parameter purely non-deterministic q-dimensional wide-sense N-ple Markov process with multiplicity M $\leqq q$ and satisfying the assumption (D). Then
(6.9) $\underline{x}_{t}=\sum_{i=1}^{N} \int_{-\infty}^{t} \bar{\Psi}_{i}(t) G_{i}(u) d \underline{z}(u)$
where for each $i, \bar{\psi}_{i}(\cdot)$ is a $q \times q$ matrix-valued function such that for any $N$ points $\left\{t_{i}\right\}\left(t_{1}<t_{2}<\ldots<t_{N}\right)$ the $q N \times q N$ matrix with $(i, j)^{\text {th }} q \times q$ block $\operatorname{matrix}\left\{\underline{\Psi}_{i}\left(t_{j}\right)\right\}$ is non-singular and $G_{i}(u)$ is a $q \times M$ matrix valued function in $L_{2}\left(\varphi_{\sim}^{\varphi}\right)\left(\because(B)=[\underline{z}(B), \underline{z}(B)]_{L_{2}}^{(M)}(\underline{x})\right)$. The functions $\left\{G_{i}(u)\right\}$ are linearly independent in $L_{2}\left(\int_{\sim} ;(-\infty, t]\right)$ i.e. for each $t$, and for any $q \times q$ matrices $A_{i}, \quad \sum_{i=1}^{N} A_{i} G_{i}(u)=0\left(G_{i}(\cdot)\right.$ restricted to $\left.(-\infty, t]\right)$ and $A_{i} G_{i}(u) \neq 0$ for
at least one implies $A_{i}=0$ for all i.
Proof. By Theorem I.2.2 and Theorem I.3.1, $\underline{x}_{t}$ has a proper canonical repressdentation of multiplicity $M$. Since $M \leqq q$ this representation can be expressed as $\{F(t, u), d \underline{z}\}$ where $F(t, \cdot)$ is a $q \times M$ matrix-valued function in $L_{2}(i)$.

Let $\left\{\mathrm{t}_{\mathrm{i}}\right\}$ be a sequence of distinct points with $\mathrm{t}_{\mathrm{N}}>\mathrm{t}_{\mathrm{N}-1}>\ldots>\mathrm{t}_{1}$
and $\tau>t_{N}$. Then by the wide-sense $N$-ale Markov property for all $\sigma \leqq t_{1}$
there exist $q \times q$ matrices $\left\{A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right)\right\}_{j=1,2, \ldots, N}$ not all zero such that

$$
\underline{x}_{t}-\sum_{j=1}^{N} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) \underline{x}_{t_{j}} \perp L_{2}^{(q)}(\underline{x} ; \sigma)\left(\sigma \leqq t_{1}\right)
$$

where orthogonality is in the Gramian sense. Hence for all $\sigma \leqq t_{1}$, we obtain
$0=\left[\underline{x}_{T}-\sum_{j=1}^{N} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) \underline{x}_{t j}, \underline{x}_{\sigma}\right]=\int_{-\infty}^{\sigma}\left[F(\tau, u)-\sum_{j=1}^{N} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) F\left(t_{j}, u\right)\right] d(u) F^{*}(\sigma, u)$
Hence by Theorem 5.1,

$$
\text { (6.10) } F(\tau, u)=\sum_{j=1}^{N} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) F\left(t_{j}, u\right) \quad\left[;\left(-\infty, t_{1}\right]\right],
$$

since the representation $\{F(t, u), d \underline{d}(u)\}$ is proper canonical. (In (6.10) $\left[\underset{\sim}{f} ;\left(-\infty, t_{1}\right]\right]$ means almost everywhere $[\underset{\sim}{f}]$ on the interval $\left(-\infty, t_{1}\right]$.). If we have another sequence $\left\{s_{k}\right\}\left(t_{1}>s_{n}>\ldots>s_{1}\right)$ then from (6.10) we obtain
(6.11) $\quad F\left(t_{j}, u\right)=\sum_{k=1}^{N} A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right) F\left(s_{k}, u\right) \quad\left[;\left(-\infty, s_{1}\right]\right]$.

Now from the definition of $A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right)(k, j=1,2, \ldots, N)$ and Lemma 6.2 the matrix $\widehat{A}(t, s)$ defined there is non-singular. Let $\hat{B}(s, t)=\hat{A}^{-1}(t, s)$. From (6.10) and (6.11) we deduce
(6.12) $F(\tau ; u)=\sum_{j, k} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right) F\left(s_{k}, u\right)=\sum_{k} A_{k}\left(\tau ; s_{1}, \ldots, s_{N}\right) F\left(s_{k}, u\right)$

$$
\left[\begin{array}{l}
\left.\left[-\infty, s_{1}\right)\right] . \\
\hline
\end{array}\right.
$$

Now (6.12) implies that
 which can be rewritten as (with sequence $\left\{t_{i}\right\}\left\{s_{i}\right\}$ and number $\tau$ fixed)
(6.13) $\sum_{k} C_{k} F\left(s_{k} ; u\right)=0 \quad\left[f_{\sim} ;\left(-\infty, s_{1}\right)\right]$.

Consider $\left(\underline{x}_{s_{k}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{1}\right)\right)$. Since by the canonical property
$P_{L_{2}}\left(\underline{x} ; s_{1}\right) x_{i}\left(s_{k}\right)=\sum_{i=1}^{q} \sum_{j=1}^{M} \int_{-\infty}^{s} 1_{f_{i j}}\left(s_{k}, u\right) d z_{j}(u)$, we get $\left(\underline{x}_{s_{k}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{1}\right)=\right.$
$\int_{-\infty}^{s}{ }^{1} F\left(s_{k}, u\right) d \underline{z}(u)$. Now if in (6.13) $\quad C_{k} F\left(s_{k}, u\right)=0 \quad\left[{ }_{\sim}^{c} ;\left(-\infty, s_{1}\right]\right]$ and $c_{k} \neq 0$ then we get $C_{k}\left(\underline{x}_{s_{k}} \mid L_{2}^{(q)}\left(\underline{x} ; s_{1}\right)\right)=\underline{0}$. This contradicts Lemma 6.1. Hence $C_{k}$ is
a zero matrix for each $k$ by the wide-sense $N$-le Markov property and (6.13).
Hence

$$
\begin{equation*}
A_{k}\left(\tau ; s_{1}, \ldots, s_{N}\right)=\sum_{j=1}^{N} A_{j}\left(\tau ; t_{1}, \ldots, t_{N}\right) A_{k}\left(t_{j} ; s_{1}, \ldots, s_{N}\right) \tag{6.14}
\end{equation*}
$$

If $e^{\mathcal{A}}\left(\tau ;{\underset{\sim}{s}}^{)}\right.$denotes $q \times q N$ matrix with $q \times q$ block matrices $A_{k}\left(\tau ; s_{1}, \ldots, s_{N}\right)$, viz., $\mathcal{A}\left(\tau ; s_{N}\right)=\left\{A_{1}\left(\tau ; s_{1}, \ldots, s_{N}\right), \ldots, A_{N}\left(\tau ; s_{1}, \ldots, s_{N}\right)\right\}$ then (6.14) can be expressed as (6.15) $\mathcal{A}(\tau ; s)=\mathcal{A}(\tau ; t) \hat{A}(t, s)$.

Recalling that $\hat{B}(s, t)=\hat{A}^{-1}(t, s)$ we define

$$
\begin{equation*}
\widehat{\underline{\Psi}}_{\underline{\sim}}(\tau)=\hat{f}(\tau ; s) \hat{B}(s, t) . \tag{6.16}
\end{equation*}
$$

If $\mathrm{s}_{1}{ }^{\prime}<\mathrm{s}_{2}{ }^{\prime}<\ldots<\mathrm{s}_{\mathrm{N}}{ }^{\prime}<\mathrm{s}_{1} \ldots<\mathrm{s}_{\mathrm{N}}<\mathrm{t}_{1}<\ldots<\mathrm{t}_{\mathrm{N}}<\mathrm{T}$ then we get


Let $\ell_{\alpha}$ be the set of all sequences $\underset{\sim}{s}=\left\{s_{i}\right\}$ where $s_{1}<s_{2}<\ldots<s_{N}<\tau$,
$\tau$ being fixed throughout. For any two sequences $s, s^{\prime}$ in define the relation $<$
as follows: $s^{\prime}<\underset{\sim}{s}$ if $s_{N}^{\prime}<s_{1}$. It is easy to see that $<$ is a direction on the set of all such sequences. Further for each $\tau$ the limit of the net $\left\{\underline{\bar{\psi}}_{s}^{s}(\tau), s \in\right\}$ exists from the fact, proved above, that for $s^{\prime}<\underline{s} \cdot \tau$
 the non-singularity of $\hat{A}(\underset{t}{t}, \underline{s})$ that the $q N \times q N$ matrix $\left\{\bar{\Psi}_{i}\left(t_{j}\right)\right\}$ of the theorem is non-singular where $\bar{\Psi}_{i}(\tau)$ denotes the $i^{\text {th }}$ block $q \times q$ matrix of $\hat{\underline{\psi}}(\tau)$.

We write equation (6.10) as
(6.17) $F(\tau, u)=\frac{1}{t}(\tau ; t) \because(t ; u),\left[\because\left(-\infty, t_{1}\right]\right]$
where $\dot{d}(t, u)$ denotes the $q N \times M$ matrix $\left(F\left(t_{1}, u\right), \ldots, F\left(t_{N}, u\right)\right)^{*}$. Let $\hat{G}(u, s, t)$ be the $q N \times M$ matrix $\hat{B}^{-1}(s, t)(t, u)$. Then (6.17) takes the form
(6.18) $F(\tau, u)=\underline{\hat{\psi}}(\tau) \hat{G}(u, s, t) \quad$ a.e. $\left[\underset{\sim}{i} ;\left(-\infty, t_{1}\right]\right]$.

Let $\left\{t_{i}^{\prime}\right\}(i=1,2, \ldots, N)$ and $\left\{s_{j}^{\prime}\right\}(j=1,2, \ldots, N)$ be sequences in $\hat{k}$ with ${\underset{\sim}{s}}^{\prime}<{\underset{\sim}{t}}^{\prime}$ then
(6.19) $\quad F(\tau, u)=\underline{\hat{\psi}}(\tau) \hat{G}\left(u, s^{\prime}, t^{\prime}\right) \quad\left[;\left(-\infty, t_{1}\right]\right]$.

Now from equations $(6.18),(6.19)$ and the non-singularity of $\left\{\hat{\hat{\bar{w}}_{i}}\left(\mathrm{t}_{\mathrm{j}}\right)\right\}$ we obtain $\widehat{G}\left(u, s_{\sim}, t\right)=\widehat{G}\left(u, s^{\prime}, t^{\prime}\right) . \quad\left[\int_{\sim} ;-\infty, t_{1}\right]$. Hence we may set
(6.20) $\widehat{G}\left(u, s^{\prime}, t^{\prime}\right)=\hat{G}(u)$, say, for all $s^{\prime}, t^{\prime} \in \vdots$.

Hence from (6.18) and (6.20)

$$
F(\tau, u)=\sum_{i=1}^{N} \underline{\Psi}_{i}(\tau) G_{i}(u) \quad\left[;\left(-\infty, t_{1}\right]\right]
$$

for each $t_{1}<\tau$. Also $\lim _{t_{1} \rightarrow \tau}\left\|F\left(t_{1}, u\right)-F(\tau, u)\right\|{ }_{2}()=0$.
Therefore

$$
F(\tau, u)=\sum_{i=1}^{N} \bar{W}_{i}(\tau) G_{i}(u) \quad[;(-\infty, \tau]]
$$

Thus (with $\tau$ replaced by $t$ ) we get

$$
\underline{x}_{t}=\sum_{i=1}^{N} \int_{-\infty}^{t} \underline{V}_{i}(t) G_{i}(u) d \underline{z}(u) .
$$

To complete the proof we observe that for (u $\leqq t) \quad F(t, u)=\Sigma \bar{\Psi}_{i}(t) G_{i}(u) F(t, u)$; are linearly independent in $\mathrm{S}_{2}\left(\mathrm{~V}_{\mathrm{i}}\right)$ for $\mathrm{t}_{\mathrm{j}}>\mathrm{t}(\mathrm{j}=1,2, \ldots, \mathrm{~N})$ and that the $\operatorname{matrix}\left\{\underline{\Psi}_{i}\left(\mathrm{t}_{\mathrm{j}}\right)\right\}$ invertible. This implies that $\left\{\mathrm{G}_{\mathrm{i}}(\mathrm{u})\right\}$ restricted to ( $\left.-\infty, \mathrm{t}\right]$ are linearly independent in $\therefore_{2}\left(\begin{array}{l}\text { ) }\end{array}\right.$ for each $t$.

Remarks. 1. If we define for each i
(6.21) $\underline{u}_{t}^{(i)}=\int_{-\infty}^{t} G_{i}(u) d \underline{z}(u)$ then $\underline{u}_{t}^{(i)}-\underline{u}_{s}^{(i)} \perp L_{2}^{(q)}\left(\underline{u}^{(i)} ; s\right)(s<t)$, (orthogonality again in the Gramian sense). Hence $\underline{u}_{t}^{(i)}$ is for each i is a widesense q-dimensional martingale and
(6.22) $\quad \underline{x}_{t}=\sum_{i=1}^{N} \bar{\Psi}_{i}(t) G_{i}(u) \quad$.
 (6.22) and the proper canonical property, we get


If $N=1$, this reduces to the representation of Theorem 2.1. However, the result here is obtained for purely nondeterministic processes.
2. The assumption $M \leqq q$ is not very restrictive since it is satisfied for stationary processes.
7. Stationary Wide-sense N-ple Markov processes. From (6.22), (6.23) and Theorem I. 5.1 the corresponding representation for stationary purely nondeterministic $N-p l e$ Markov processes satisfying (D) is given by
(7.1) $\quad \underline{x}_{t}=\sum_{i=1}^{N} \int_{-\infty}^{t} \underline{\Psi}_{i}(t) H_{i}(u) d \underline{\xi}(u) \quad$.

Here $\sum_{i=1}^{N} \bar{\Psi}_{i}(t) H_{i}(u)$ is a function of $t-u$. In fact it is $\sum_{i=1}^{N} \bar{\Psi}_{i}(t-u) H_{i}(0)(u \leqq t)$
where $\bar{\Psi}_{i}(\cdot)$ is zero on the negative real line or $\sum_{i=1}^{N} \bar{\Psi}_{i}(0) H_{i}(u-t)(u \leqq t)$ where
$H_{i}(\cdot)$ is zero on the positive real line. The further determination of the kernel $\sum_{i=1}^{N} \bar{\Psi}_{i}(t) H_{i}(u)$ leads under certain conditions to a vector generalization of continuous parameter Ornstein-Uhlenbeck processes. These purely non-deterministic processes also have rational spectral density matrices and are of importance in multidimensional prediction problems (see A. M. Yaglom 19]). It is proposed to study these questions in detail at a later time.
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