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ABSTRACT

SIMULATION OF THE PACKAGING PROCESS
FOR A CIGARETTE PACKING LINE

By

Tsuyoshi Muramatsu

A packing line can be a complex system with many
elements. It has several packing stages such as filling,
labeling, cartoning, casing and so on. In each stage,
there are particular machines which are called fillers,
labelers, cartoners, casers, etc. And, finally, a vari-
ety of transfer mechanisms take their places between
stages or machines to unite all the elements into an
organized formation.

In the organized formation, each element--par-
ticularly machines--has to interact in such a way that
a breakdown of any one of the elements may result in the
shutdown of other elements in the system. This inter-
action generates the idling time to each component which
decreases the production rate of the line system. The
analysis of the relation between the idling time and the
decrease of the system efficiency is primarily what this

discussion is concerned with.



Tsuyoshi Muramatsu

Because of the random nature of an occurrence of
machine breakdown, simulation techniques were employed
instead of analytical methods. A simulation model was
constructed, based on a cigarette packing line, and it
was computerized. The model has been proven to work. A
designer is able to utilize this model to simulate vari-
ous line configurations and so choose the one that is

most economically effective.
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1. INTRODUCTION

At this moment, it is found that there are
several dozen cigarette brands on the United States
market. They are all packaged goods and it is interest-
ing to see that a packet of cigarettes seems to be a
good example of a "perfect packing” on terms of the
functions of packaging, protection, utility and sales
promotion which are the roles in the total marketing
strategy to be expected for the package to play. It is
also said to be a typical merchandise which has to be
produced in the modern mass-production system to meet the
large amount of consumption.

In looking into a cigarette packing plant, it is
found that a packing line is a complex system with many
elements. It starts at the stage of the cigarette making
process wherein a pile of shredded tobacco is divided
into small amounts (about 1.0 grams each) and rolled up
into cigarettes with a piece of thin paper which is
usually made of flax pulp. It is not an easy task for a
machine to do this cigarette-making job because of the
uncertain physical properties of the shredded tobacco that
is neither a liquid nor a solid but just an unfamiliar

object in terms of physical properties. However, today's



cigarette-making machines have the performance of 2,000
outputs per minutes with a prospect of increasing it to
4,000 per minute.

At the next stage, cigarettes are collected into
a bundle of 20 pieces, then the bundle is wrapped with
a sheet of aluminum foil-paper lamination. This stage
is followed by the labeling station where a label is
applied to the aluminum foil wrapped bundle and is formed
into a deep open-topped box with the bundle inside.
Another popular form of package at this stage is the
hinged-1id type of hard box which is shaped from a care-
fully designed boxboard blank. After the open top of
the box is sealed with a piece of small paper, something
like a stamp, a sheet of cellophane is provided to wrap
the box with a string of tear tape attached near the
top edges of the box to give customers ease in opening
the package.

These three stages--aluminum foil wrapping, box-
ing, and cellophane wrapping--are usually attended by
what might be called a cigarette packing system which
looks like an individual machine at a glance but is
actually an assembled form of three different machines
of which each one serves for its own stage. The produc-
tion rate of the system can range from 100 to about 400

cycles per minute.



Next comes the stages of cartoning, overwrapping
and casing, in this order. At first, usually ten packets
are arranged into a carton which is a hard box folded up
from a boxboard blank. It is sometimes found in this
stage that a sheet of wrapping paper, which is usually
made of strong kraft pulp, is employed to wrap a dozen
packets into the form of a multi-package, instead of
using a carton.

After that, a carton which contains many packets
is again wrapped with a sheet of cellophane or other type
of plastic film. This is called overwrapping.

The final stage will naturally be the casing.
Dozens of cartons are put into a shipping case which is
usually a corrugated board box.

Machines which serve for the above three stages
--cartoning, overwrapping and casing--will have much in
common with those that are used in other packaging busi-
ness firms. So there should be many standard types of
such machines from which to choose.

Thus far, there are up to seven stages in a ciga-
rette packing line, which are as follows:

. rolling up (cigarette making),
aluminum foil wrapping,

boxing (labeling),

cellophane wrapping,
cartoning,

overwrapping, and
casing.
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2. PROBLEM STATEMENT

A packaging line is a complex system with many
components, as mentioned in the previous chapter
by taking a cigarette packing line as an example. It
involves stages, machines which are thought to be elements
of a stage, and a variety of transfer equipment. All
of these elements are combined, arranged and laid out to
complete a packing line or system.

A packing line can be a complex system, but how
can the line efficiency be determined? Each machine has
its characteristic fraction of the time when it is opera-
ting within specifications, which may be called the
catalog efficiency. For packing machines, it is reason-
able to assume that the catalog efficiency ranges from
70% to 90%. In other words, a machine is out of operation
for from 10% to 30% of working hours because of machine
breakdowns caused by various reasons, such as jamming.

When those machines are placed in some processing
line as components, they begin to interact. This inter-
action between machines generates the idling time to
the component machines as an addition to the breakdown

time mentioned before. This fact apparently decreases



the operational efficiency of the entire line. The
breakdown time which depends upon the catalog efficiency
may not be controlled by plant design but the idling
time can be, because the idling time is caused by put-
ting a machine in a line. Hence it is thought that
there will be a way to improve the efficiency of the
entire line in terms of decreasing idling time by
designing a proper formation of the line system.

To approach the solution to this problem, ana-
lytical methods are not practical, because the occurrence
of a machine breakdown or the recovery time from the
breakdown has a random tendency. The computer simulation

technique is adequate for this purpose.



3. ABSTRACT MODELING

An actual packing line involves many stages such
as filling, inner wrapping, outer labeling, boxing,
overwrapping, cartoning, casing, etc. Each stage con-
sists of a number of machines which are called fillers,
wrappers, ' labelers, boxers, cartoners, casers and so on.
Transfer equipment exists between stages or machines to
move the in-process products from one stage to another.
Some of them can funétion as buffers or reservoirs which
give a cushion to the interactional movement of stages
and machines. A long power-and-free type of transfer
conveyor, for example, can hold a limited amount of
in-plant products on it in case a machine was shut down
ahead. On the other hand, an indexing conveyor cannot
hold them at all.

Figure 3.1 visualizes a packing line graphically.
In reality, reservoirs in the figure may not be seen as
individual equipment. They were introduced there to show
that there is a concept of buffers or reservoirs between
stages or between machines.

Figure 3.2 is a block diagram which represents

the same packing line as Figure 3.1, but is more
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mathematically functional. The definition of variables
in the figure follows.

1,2,3,...n: stage number.

IN: input to the line (#*/min.).
OUT: output rate of the stage (#*/min.).
R: amount of accumulation in the

reservoir (#¥%)
M: number of machines (#).

MR: number of machines which are
running (#).

RMIN: lower limit of reservoir accumu-
lation (#*%*).

RMAX: upper limit of reservoir accumu-
lation (#¥).

AF: aggregation factor between stages,
20 cigarettes in a package, AF = 20
(#) .

RPM: output rate of machine (#/min.).

Following are mathematical notations of the packing

system described in Figure 3.2.

1. 0 = MR (i, s M iy

2. OUT ;) = AF jy X AF (,) . . . X AF .,
X RPM ;) X MR ;,

3. Ry = f[OUT(i_l) - OUT (;,] dt

*The unit is counted by the in-process product
of the first stage.
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< RMAX,.

<
4. RMIN = R(i) (i)

(1)

where the subscript (i) identifies the stage number.



4. SIMULATION MODELING

In an attempt to reach the solution of the prob-
lem described in the previous section by showing block
diagrams and mathematical notations, a simulation model
will be formulated on a discrete operation in what fol-
lows with Figure 4.1.

At first, variables in Figure 4.1 are defined.

OUTM1l: input rate to the stage (#*/min.).

OuT: output rate of the stage (#*/min.).

OUTP1l: output rate of the next stage (#*/min.).

RM1: amount of accumulation in the reservoir
of the immediately preceding stage (#%).

R: amount of accumulation in the reservoir
of the stage (#*).

RP1l: amount of accumulation in the reservoir
of the next stage (#*).

M: number of machines in the stage (#).

MR: number of machines in the stage which
are running (#).

RPM: output rate of machine (#/min.).
RMIMIN, RMIN, RPIMIN: lower limits of the

reservoir accumulations, RM1l, R, RP1,
respectively (#*).

*The unit is counted by the in-process product
of the first stage.

11
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RMIMAX, RMAX, RP1MAX: upper limits of the
reservoir accumulations, RM1l, R, RP1,
respectively (#*).

AF: package aggregation factor, 20 cigarettes
in a package, AF = 20.

The simulation procedure starts with determining
how many machines in the stage are running or should be
allowed to run at any given moment. It is to give MR a
particular value which is somewhere between zero and
M-number of machines in the stage. This investigation
to pick up untroubled machines proceeds this way.

At first,

1. If R < RMIN, MR = 0.

2. If RP1 > RPIMAX, MR = 0.

It means that when the reservoir accumulation of this
stage is lower than the minimum level or when the accumu-
lation of the next stage clears the maximum level, in
either case or both, all the machines in this stage are
halted; in other words, left idled. Eventually MR goes
to zero.

The next step is about the other case. That is,

3. If RMIN £ R £ RMAX and

RPIMIN £ RP1 £ RPIMAX,
MR = ?
When the above conditions hold, there is no idling in

the stage. Each machine is either running or breaking

*The unit is counted by the in-process product
of the first stage.
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down and under recovery. MR should be the total number
of healthy machines in the stage. The scanning to see
which machine is running or breaking down will be done
by getting a certain type of random numbers because an
occurrence of machine breakdown is thought to be of a
random nature. And it is reasonable to assume here
that a breakdown is described by an exponential random
distribution. More precisely, it can be said that the
length of time between two consecutive breakdowns
distributes in an exponentially random way, and so does
the length of time of a breakdown.

What has to be actually done to this in a compu-
tation program is to generate two series of exponentially
random numbers, of which one represents the length of
time between breakdowns and the other ié the breakdown
period, and to assign these two kinds of random numbers
on a hypothetical time axis one after another (see
Figure 4.2). This time axis is thought to be a prede-
termined time schedule of a machine operation throughout
a simulation period. Each machine has its own time
schedule assigned by the exponentially random variables.
What is more, those time schedules differ from simula-
tion run to simulation run.

Thus the real activity of machines in a line
can be put on a paper simulation program, based upon

the reasonable assumption that a machine breakdown is
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an exponentially random phenomenon. Once in a while,
the period of idling mentioned before slips in the
lineup on the time axis at any arbitrary time. That
makes up a complete time schedule of a machine's opera-
tion as shown in Figure 4.2.
After completing those time schedules for all
the machines in a line, all that is left to be done is
to cut all those time axes at any given time and add up
the running machines. This will give MR a specific
value.
Following are mathematical notations of the simu-
lation model. They are arranged on a discrete form.
1. OUT(T) = TAF x MR(T) x RPM
2. R(T + DT) = R(T) + DT x (OUTM1l - OUT)
3. TOUT(T + DT) = TOUT(T) + DT x OUT(T)
where
TAF: total aggregation factor, suppose the
third stage, TAF = AF(l) x AF(2) x AF(3)
(#) .

T: simulation time (min.).

DT: discrete time increment (min.).

R: amount of accumulation in the reservoir
(#%*).

TOUT: accumulated output of the stage (#¥).

*The unit is counted by the in-process product
of the first stage.



5. MODEL VALIDATION

Before a model is implemented or after in feed-
back, the validation of a model is a very important

step to analyze and design an actual packing line. It

is a process which shows that a model is a real and
accurate representation of an actual system. A model

at least should produce a set of reasonable outputs

from a group of input data which consist of system
parameters necessary to specify an actual system.

A practice of model validation involves a step
of defining the extent to which the model can be applied
to reality. Usually the problem of system designing
requires a generalized model to produce many system
alternatives from it. However, this is sometimes found
to be an overcomplicated and impractical model to manipu-
late. A simple model is preferable to a complex one.

Figure 5.1 shows what is thought to be a general
picture of the packaging line. It involves the concepts
of stages, machines, reservoirs, and collector-
distributors. Transfer mechanisms are placed between
them in order to get the whole system organized.

In the graphic, what seems to be a unit

sub-system is the two-stage configuration of

17
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machines-to-machines with a reservoir or distributor-
collector inside. It is shown in Figure 5.2. By
utilizing the sub-system, the entire system of Figure
5.1 can be interpreted this way. At first, notice the
beginning of the convergence structure of Figure 5.1,
and replace what are thought to be units there with the
unit sub-systems. This decreases the steps of conver-
gence of the whole system by one. Then again apply the
sub-system to the beginning of the one-step simplified
system. By repeating this process, finally the entire
system of Figure 5.1 will become to be describable by
only one sub-system of Figure 5.2. This is a way that
the simulation model could be utilized.

However, it should be said that although the
model presented in this discussion exactly deals with
the unit sub-system of Figure 5.2, the problem of simu-
lating the generalized packaging system of Figure 5.1
will be left untouched.

Another thing which should also be taken into
consideration is the fact that the model does not involve
several other factors which may influence the line effi-
ciency in reality, such as the rate of defects over the
total production and the period of machine halts caused
by rather routine work such as scheduled inspections for

the quality control or periodical material bobbin
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changes. They are thought to be inevitable in reality.
However, those items are not supposed to have random
natures for which the simulation techniques have to be

- invoked; they can be handled by analytical methods.



6. COMPUTER PROGRAMMING

6.1l. Flow Chart

The computation process involves four major steps.
The first step is to detect which machines in the gquoted
stage are running, out of operation or idling, and to deter-
mine how many machines are ready to operate in the stage at
any given moment, that is, to give a specific value to MRwhich
was a key variable to reach the solution of the model.

The second step is to go through all the stages from
the first to last, utilizing the computation sub-routine
explained as the first step in the preceding paragraph with
an indexing parameter. Here the production by each stage
for the time step is determined, and the respective resources
are filled or depleted. The foregoing steps seem to be
the essence of the computation process.

What follows next are numerous computation itera-
tions within a simulation run from the starting point
(time = 0) to any desired simulation length of time--say,
240 min.--with small time increments--say, 0.l min. This
is the third step which completes one simulation run.

Then the entire computation process up to the
third step will be repeated enough times to come up with

some statistics to evaluate the computation results.

22
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This is the fourth step and it ends the whole simulation
routine. |

As mentioned before the essential parts of the
computation process are step 1 and step 2--a subroutine
and a main routine. Since they are both fairly complex
steps, flow charts were drawn to show the process: Fig-
ures 6.1-1 and 6.1-2 for step 1, and Figures 6.2-1 and
6.2-2 for step 2. The flow charts correspond to what is
mentioned in the previous chapter and the block diagrams,
Figures 3.2 and 4.1.

First, variables in step 1 are explained as
follows:

R, RMIN: amount of accumulation in the reservoir
and its lower limit (#).

RP1, RPIMAX: amount of accumulation in the
reservoir of the next stage and its upper
limit (#).

T: time axis assigned to each machine. This
time proceeds only when the machine is
either running (RUN) or broken down
(STOP), excluding idling period (IDLE)
(min.).

TOT: Take Over Time. This is also a time axis
assigned to each machine and determined by
the length of time between two consecu-
tive breakdowns (RUN) and the length of
time of breakdowns (STOP) one after
another. At any notch of the axis, the
machine changes its state, RUN+STOP or
STOP-+RUN (min.).

IRS: Indicator of RUN (1) or STOP (0) of each
machine at any time.

RA: uniform RAndom variable distributed
between 0 and 1.
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Stage
Idle
Detection Yes

Yes

Check if input
capacity is
available

Output capacity
available

Ye

Change
State

IRS

[
[

How
RA=RANF (-1) Long
ERV=AVS*ALOG (RA)

Is change of
state needed?

No

No

IRS

]
o

=RANF (-1)
ERV=AVS*ALOG (RA)

Figure 6.1-1.--Subroutine Runstop, Part 1.




Idle
Time

TIDLE=TIDLE+DT

Stop
Time

25

V_

O

TOT=TOT+ERV

_Yes @ No
Operating

ime

TST=TST+DT

TRT=TRT+DT

MR

1,M

Count number

MR = MR + IR,

s running in
this stage

END

Figure 6.1-2.--Subroutine Runstp, Part 2.
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I

=

Constants .
M (I), RPM (I), AVR (I), AVS (I)
RMIN (I), RMAX (I), AF (I)

~N

Initialization Jf
ToT(1,J3), IRS(I,J), TE(I,J)
TRT(I,J), TST(1I,J), TIDLE(I,J)

Initializag}on
DT, T, SLNGTH,
PTIME, MIT

Figure 6.2-1.--Program Pline, Part 1.
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Compute the filrst stage

Subroutine
Runstp

MR

OUTM1 = f(t), any given function
OUT = AF(l) * RPM * MR
R = R+DT * (OUTM1-0OUT)
TOUT = TOUT+DT * OUT

Subroutine
Runstp

Compute from ghe second to N-th
Stage

MR

OUTM1 - OUT

OUT=AF (1) *AF (2) *...*AF (I) *RPM
MR

*
R = R+DT* (OUTM1-0OUT)
TOUT = TQUT+DT*OUT

J =1, NBP

Compute thg Warehouse

R(N+1l): Supposed to be a
Warehouse

R(N+1) = R(N+1)+DT*OUT

Print on any format if any

1, MIT

Compute Statistics

Print on any format

End

Figure 6.2-2.--Program Pline, Part 2.
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AVR: AVerage length of time of RUN (min.).

AVS: AVerage length of time of STOP (min.).

ERV: Exponentially Random Variable which has
AVR or AVS as an average.

TRT: Total length of RUN Time of each machine
(min.).

TST: Total length of STOP Time of each machine
(min.).

TIDLE: Total length of IDLE Time of each stage
(min.).

Next, variables for the second step as shown in
Figures 6.2-1 and 6.2-2 are defined below. This part is
considered as the main routine of the computer program.
N: Number of stages.

M number of Machines of i-th stage (#).

(i)°
RPM(.): output rate of eachmachine of the i-th
stage (#/min.).

tioned in step 1. The subscript (i)
indicates the i-th stage (min.).

AF(l). relative package Aggregation Factor
across the i-th stage.
. L I . . A . .y S
TOT(i,5)7 TS (i,5)7 TRT(4,5)r TST(4,5)r TIDLE(4 5

same as mentioned in step 1. The sub-
scripts (i,j) indicate the (j)-th machine
in the (i)-th stage (min.).

TE(i j): same as T mentioned in the step 1.
’

DT: Discrete Time increment of simulation
(min.).
T: Time axis of simulation (min.).

SLNGTH: length of simulation (min.).
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PTIME: In every PTIME minutes of simulation time,
one print-out comes out (min.).

NBP: Number of simulation iterations Between
two consecutive Print-outs.

NP: Number of times of Print-out.
MIT: Monte Carlo ITeration. Actually a number

of iterations of an entire simulation run
to come up with statistics.

6.2. An Example of a Program

Tables 6.1 and 6.2 show the listing of the com-
puter program developed here. There are two parts in
the program, the PROGRAM PLINE--a main routine--and the
SUBROUTINE RUNSTP. It seems that the SUBROUTINE RUNSTP
is a more general form which will find a broad range of
use in many situations, while the PROGRAM PLINE will
just fit the abstract model described in Figure 3.2.

For the purpose of activating the program, some
assumptions and decisions have to be made. They are as
follows:

(1) The behavior of each machine, that is, a
series of repetitions of RUN-STOP, follows the expo-
nentially random distribution.

(2) There are such huge storage séaces both
just before the first stage and just after the final
stage that the "before" storage cannot be out of stock
and the "after" storage also cannot be filled up at any
time. This assumption made it possible to consider

that the INPUT to a line is always zero. All the
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necessary goods and materials are supplied from the
preliminary storage house of infinite stock, as assumed
before. And in the same manner, all the products coming
out from the final stage will be placed in a warehouse
of infinite capacity.

(3) The computation results have to be evaluated
statistically. Therefore, in following the Monte Carlo
mode, the simulation run is iterated more than several
times and, for each iteration, a different series of
uniform random numbers or a different part of the same
series of uniform random numbers has to be used.

A series of five hundred uniform random numbers
introduced to the computation in this discussion is
listed in Table 6.3, and was generated by the computer

system of Michigan State University.
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7. PROOF OF THE COMPUTER PROGRAM

7.1. Proof Model 1

This model is a form of chain couplings of nine
machines in a series as shown in Figure 7.l1l. Between
machines, there are assumed to be huge reservoirs of
infinite capacity. And in all those reservoirs, there
are practically infinite amounts of packaggs available
at the starting time of the simulation.

With these assumptions, although they are on a
series formation, each machine can operate independently.
In other words, there is no idling time in any machine's
operation. Therefore, each machine is expected to yield
its full catalog efficiency of operation and the line
efficiency will equal that of the last machine.

A simulation result of the proof model is shown
in Table 7.1. The first part of the computer print-out
lists a set of the input data. The middle part is
intended to show the computation results of one simula-
tion run which is actually the last iteration of simula-
tion runs in one computer run. The last part presents
statistics--means and standard deviations--of several
variables picked up from the list of computation results

in the middle part of the print-out. The reason to do

40
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TABLE 7.1.--Proof Model 1.
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this is only its economy. It is very costly to compute
statistics of all the output variables.

Following are several comments about Table 7.1:

(1) The catalog efficiency of each machine was
assumed to be 90% [AVR/(AVR + AVS) x 100 =
90].

(2) The efficiency of each machine excluding
idling time after simulation can be figured
out by the formula (100 - STOP RATE). 1In
the computer outcome, this figure equals
90%, as expected.

(3) IDLE's are all zero as they should be.

(4) Standard deviations are small enough for
the means to be counted on.

(5) Line efficiency is 90%, as expected.
After the above considerations, the computer

program can be said to work properly on this model.

7.2. Proof Model 2

This model is exactly the same as model 1 except
that there is no concept of reservoirs between machines
at all (see Figure 7.2).

In this model, the interaction of machines is
said to be 100%. That is, every breakdown of any one of
the machines in the line definitely halts ‘the operation
of all other machines and puts them in the state of
idling. With this idling time, it is expected that the
efficiency of each machine in the line will decrease

remarkably and so will the line efficiency.
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Table 7.2 is the computer print-out about this
model. Some comments about the print-out follow.

(1) The catalog efficiency of each machine was
assumed to be 90% [AVR/ (AVR + AVS) x 100 = 90).

(2) According to the model assumptions, RMIN
and RMAX are both zero. However, because of the discrete
simulation operation, the following range should be
allowed for RMIN and RMAX:

-320 X DT < RMIN < 0
0 < RMAX < 320 x DT

where 320 means the output rate of the first machine.
At any instance when the reservoir accumulation exceeds
those ranges, a certain machine is detected to have
broken down by the computer program. Therefore, it
should be said that there is a time lag DT between an
occurrence of breakdown and the resulting halt of the
immediate neighborhood machines, instead of halting at
the same time as the assumption rules. This could cause
the simulation error due to the discrete operation. But
fortunately to this system model, this error never adds
up. It is all cancelled out with the reverse time lag
of restarting.

(3) The efficiency of each machine (100 - STOP
RATE) has kept the level of 90% as it should be.

(4) IDLE's are remarkably large.

(5) standard deviations are small enough.
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(6) EFFICIENCY and LINE EFFI are both remarkably
low, about 55% with the standard deviation of 2%.

The mathematics procedure which is working in
this proof model to calculate the line efficiency is
described below.
Let:

T: simulation length,

tl, tyr t3r o - t9: length of breakdown time
due to the first machine, second, third, . . . ninth
machine, respectively, t is time that all machines are up,

t=T=- (t) +t, +ty+ - - - ty),

El, Ez, E3, .« o E9: efficiency of each machine,

LE: 1line efficiency.

Then:

(@) e5=, -

Change the form of (2):

t t
1 1 2 1
(3) 1+ = =2, 1+ ==+,
t E1 t E2
t
9 _ 1
...’1+T—E_.



Add both sides of (3):

to+t +eeett

9+l zt 9=Ei_+Ei+-..+EL

1 2 9

1 2 9

T 1 1 1
_=_.+—+.oc+__—8

t El E2 E9

Therefore the line efficiency can be written as:

1
1/E1 + 1/E2 + e + I/E9 - 8

=t _
(4) LE = 5 =

This is an expression of line efficiency in terms of the

catalog efficiency of each component machine. 1In this

proof model, El = E2 = eee = E9 = 0.9, so
- 1 -
LE =g/009 -8 = 03

Thus, from the mathematics, the line efficiency is
figured out to be 50%.

In comparing these two solutions, it should be
said that the analytical result is significantly differ-
ent from that of simulation, in taking such a small value
of standard deviation as 1.9 into consideration.

The reason that made this difference seems to be

this. Since the simulation is discrete, there must be a
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time lag of DT at the smallest between a breakdown of one
machine and the resulting halts of the immediate neigh-
boring machines, contrary to the fact that the assumption
of the proof model rules the same instant's stop. In the
extreme, it can be seen that the time lag gets as large
as 8 DT (0.8 min.) from a breakdown of the first machine
to the resulting halt of the ninth machine in this model.
There is a good possibility that another machine goes
into trouble during the time lag of 0.8 minutes. This
means that two machines are out of operation at the same
time, and it is what the computation result tells. Take
the IDLE time of the first machine in the model, for
instance. It is 89.8 (min.), while the summation of STOP
time from the second machine to the ninth machine is

17.5 + 16.1 + 14.3 + + + « + 12.5 = 114.7 (min.). These
two figures were supposed to be equal from the assumption
of this proof model, but they were not, in the simulation
model.

What made the difference seems to be explainable
as follows: Suppose at time T, the first machine broke
down. And two DT's later, the fourth through ninth machines
are still supposed to be working; the eighth machine was
also shut down. One more DT later, the breakdown of the
eighth machine puts the seventh and ninth machines on
the list of idling, as well as the first machine's

breakdown resulting in the idling of the second to fifth
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machines by that time. And one DT after that, the
remaining sixth machine will finally be forced to enter
the state of idling. The important thing to say here is
that the computer program counts the eighth machine as
the STOP, not the IDLE as the proof model rules, in this
situation. This increases the length of STOP in the
fixed simulation length. The increase of the STOP time
also lengthens the RUN period, because the ratio of

RUN/ (RUN + STOP) is kept at the level of 0.9. The
longer RUN time in the fixed operation length means the
higher operational efficiency of line.

Therefore, although it would be another story if
DT gets very small, it is safer to say here that the
simulation program does not work on this kind of model
which is characterized by reservoirs of strict zero
capacity.

However, this result implies another application
of this simulation program to reality. That is, for the
case in which the reservoir capacity is larger than zero
and smaller than infinite (practically), the program

seems to work.

7.3. Proof Model 3

The input data in Table 7.3 specify this model.
Features are:

(1) 2-stage line (see Figure 7.3).
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(2) 4 machines in the first stage and 2 in
the second.

(3) Output rates of machines are 4,000 and
400.

(4) 20 units of the first-stage product is
packed into one package by the second stage.
AF = 20.

(5) The catalog efficiency of the first-stage
machine is 85%, while the second-stage
machine claims 90%.

(6) There is a reservoir between stages. Its
capacity is 100,000 units which is slightly
larger than the production amount of 6
minutes of operation of the line.

(7) At the starting point, the reservoir is
half full.

(8) Simulation length is 240 minutes with a
time increment of 0.1 minutes.

(9) Iteration for statistics is 10.
Some remafks about the computation result (Table 7.3)
follow.

v (1) The expected production rate of the first
stage is 4 x 4,000 x 0.85 = 13,600 (#/min.), while the
second stage has the capacity to produce 2 x 400 x 20
x 0.9 = 14,400 (#/min). Therefore the line efficiency
is expected to be 85%--the "bottle-neck" efficiency, at
its maximum.

(2) The computer output says that the line
efficiency is already at the maximum point--0.85.

(3) The accumulation amount in the reservoir is
averaged by 11,240 units with the standard deviation of

8,983 units.
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(4) Because of the fact that the total simula-
tion length is long enough--10 x 240 = 2,400 minutes--
the line system is thought to be already in steady state.
Therefore the above figures in (3) can specify the maxi-
mum capacity of the reservoir. That is, 11,240 + 3
x 8,983 = 38,000 units.

(5) In other words, if there is a reservoir
which can contain up to 38,000 units, the line yields
its maximum production rate.

(6) If the capacity is smaller than 38,000, it
gives the first stage the idling time which decreases

the line production rate.

7.4. Proof Model 4

This model (see Figure 7.3) is almost the same
as model 3. The only difference from it is the reser-
voir capacity which is assumed to be 1,000 units for
this model. The capacity of model 3 was 100,000 units.

With the capacity of 1,000 units, the reservoir
can hold 0.25 min. (1,000/4,000) at the maximum,
in case any one machine out of four machines in the
first stage breaks down. If any one of two machines in
the second stage shuts down, the reservoir holds
1,000/(400 x 20) = 0.125 min.

The simulation result for this particular model

is seen in Table 7.4. In the table, the line efficiency
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is found to be 70.2% with the standard deviation of
2.0%, while in model 3, they were 85.0% and 1.8%,

respectively.



8. SUMMARY

It is thought that a packing line is one which
is made up of several packing stages or stations which
are laid out and spanned toward each other in a certain
formation to work as a system. Each stage involQes a
number of machines which are unique to the stage, and
between stages or between machines there must be some
sort of transfer mechanisms such as basic transfer con-
veyors--a power-and-free type or indexing type--or a
reservoir mechanism. All those are combined to build a
packing line or system.

When a line begins its operation, stages as
components of the line and machines as components of the
stage also start to play their roles in the line,
suffering from the interactional restriction to their
movements. What is the interactional restriction? It
causes the idling time to machines. In general, each
machine as its own operational efficiency--say, catalog
efficiency--which is thought to be the expected value
of efficiency when the machine is operated alone. But
when a machine is placed in a line, it cannot yield the
catalog efficiency, because the machine is forced to

have a certain length of idling time which is the waiting

57
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time for the neighborhood machines in the line recover-
ing from a breakdown. And because of the idling time,
the operational efficiency of the entire line has to
decrease.

Therefore, on the contrary, if it is possible to
cut down on the length of idling time, it can improve the
production rate of a line and eliminate excess facilities
and equipment from the line. This is exactly what this
discussion has been looking for.

In order to reach this goal, it seems to be
necessary to start by analyzing the nature of idling
time. The length of idling time depends upon the fea-
tures of line formation which can be parametered by the
number of stages, number of machines, output rate of
machines, package aggregation factor, catalog efficiency
of machine in terms of the mean length of time between
breakdowns and mean length of time of a breakdown, and
‘the capacity of reservoirs in terms of the lower limit
and upper limit of the product accumulation in them.

Under these considerations, a simulation model
has been formulated. It starts with picking up one
stage from a line. Many parameters are assigned to
this stage. Among them, the concept of a reservoir
seems to be important. It is intended to store tempo-
rarily the in-process units produced by the immediately

previous stage in case this stage is broken down.
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The reservoirs are classified into three cate-
gories in reality, of which the first one is a power-
and-free type of transfer mechanism such as a basic
roller conveyor which can be assumed to have a limited
volume of temporal storage capacity, the second is any
sort of indexing transfer mechanism which is thought to
have zero capacity, and the last is a unique facility
such as a reservoir which is expected to claim a remark-
ably large volume of capacity.

The simulation model developed here can deal
with ﬁhe first and the third type of reservoir concept
outlined above. But for the second, the reservoir of
zero capacity, it requires some modifications in terms
of error analysis.

The first thing to be done to the stage in the
simulation model is to find out which machines in the
stage are running, breaking down or idling at any given
moment. The simulation model precedes this scanning
process in such a way that the first two states of a
machine, running and breaking down, are intepreted by
the simulation model as that they are both the phe-
nomena of random occurrence, assumed to be exponentially
random; and the third, idling, is detected in such a way
that if the reservoir of this stage is empty, or if the
reservoir of the next stage is full, in either case or

both, all the machines of this stage should be idled.
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Thus the number of ready-to-go machines in the stage can
be counted.

This scanning process will go through all the
stages from the first to the last at the same moment of
the simulation time, then advance to the next moment to
repeat the same routine all over again, until finally
the simulation time gets to any desired length. And
this is the end of one simulation run, but not the
end of the whole prOcess;

The computation results from a computation run
have to involve variances because the random number was
introduced in the computation process. Therefore, the
simulation run will be iterated enough times to come up
with statistics--means and standard deviations.

A computer program for the simulation model has
been developed and proven to work as intended. Hence
it can be said here that if a packaging line can be
described by the diagram (Figure 4.1) or any combined form
of it, the simulation model will find an application to
the problem to help design a more productive packaging

line.
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