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ABSTRACT

PRESERVING SOURCE-LOCATION PRIVACY IN WIRELESS SENSOR NETWORKS

By

Leron J. Lightfoot

Wireless sensor networks (WSNs) can provide the world with a technology for real-time event monitoring for both military and civilian applications. One of the primary concerns that hinder the successful deployment of wireless sensor networks is source-location privacy. The privacy of the source location is vital and highly jeopardized by the usage of wireless communications. While message content privacy can be ensured through message encryption, it is much more difficult to adequately address the source-location privacy. For WSNs, source-location privacy service is further complicated by the fact that sensors consist of low-cost and energy efficient radio devices. Therefore, using computationally intensive cryptographic algorithms (such as public-key cryptosystems) and large scale broadcasting-based protocols are not suitable for WSNs.

Many protocols have been proposed to provide source-location privacy but most of them are based on public-key cryptosystems, while others are either energy inefficient or have certain security flaws. In this thesis, after analyzing the security weakness of the existing scheme, we propose three routing-based source-location privacy schemes. The first scheme routes each message to a randomly selected intermediate node before it is transmitted to the SINK node. However, this scheme can only provide local source-location privacy. In the second scheme, a network mixing ring (NMR) is proposed to provide network-level source-location privacy. The third scheme achieve network-level source-location privacy through a technique we call the Sink Toroidal Region (STaR) routing. For each of these routing schemes, both security analysis and simulation results show that the proposed schemes are secure and efficient.
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CHAPTER 1

Introduction

1.1 Source-Location Privacy in Wireless Communications

Wireless sensor networks (WSNs) have been envisioned as a technology that has great potential to be widely used in both military and civilian applications. Privacy has been an extensively studied topic in wireless sensor networks. One of the major and unsettled issue in privacy of WSNs is in how to provide adequate routing-based source-location privacy. Sensor networks rely on wireless communications, which is by nature a broadcast medium and is more vulnerable to security attacks than its wired counterpart due to lack of a physical boundary. When messages are transmitted wirelessly in the open air, any compatible receivers within the transmission range of the sender is able to intercept the traffic. An adversary may be well-equipped with powerful transceivers to analyze the traffic patterns. They may be able to intercept traffic from one or multiple locations within the network environment. Without an adequate protection of the routing paths, an adversary may be able to determine the source location by using RF localization techniques to trace back to the source in a hop-by-hop approach. Therefore, even if a powerful encryption algorithm is used to protect the source identity, the adversary may still be able to determine the location of the source by monitoring the traffic patterns and routing paths.

Privacy in a network consists of not only the privacy of the message content but also the privacy of the source and destination locations. The focus of this thesis is on source-location privacy. The confidentiality of the message content can be protected
by encryption but the source location can be exposed in routing patterns. To be more concise, there may be different types of information besides the message content that are linked with a message transmission.

In providing adequate source-location privacy, the sensor devices present major limitations. Sensors in the network are meant to be low-cost and energy efficient devices. The sensors are designed to be deployed in environments where they can be damaged or destroyed; thus, the cost of these sensor nodes should be at a minimum. Clients can simply deploy many wireless sensor nodes into an environment and monitor the activities in the environment from one central location. Sensor nodes are also built to be placed in environments where they can be unattended for lengthy periods. These sensors may be deployed in areas where human attending and maintaining the sensors is impractical; thus, changing or recharging the batteries in the sensor devices is infeasible. For the purpose of preserving battery life, using intensive cryptographic algorithms, such as public-key cryptosystems, and the usage of powerful transmitters are not suitable for WSNs. Therefore, energy consumption along with source-location privacy are two very vital components for the successful deployment of wireless sensor networks.

In this thesis, we propose a two-phase routing schemes that addresses the source-location privacy issue by using unique routing processes.

1.2 Limitations with Existing Solutions

1.2.1 Limitations with Existing Solutions for Source-Location Privacy

In the past two decades, originated largely from Chaum’s mixnet [1] and DC-net [2], a number of source-location private communication protocols have been proposed [3–15]. The mixnet family protocols use a set of “mix” servers that mix the received packets to make the communication source (including the sender and the recipient) ambiguous. The DC-net family protocols [2,5,6] utilize secure multiparty computation
techniques. However, both approaches require public-key cryptosystems and are not suitable for WSNs.

Multiple schemes were proposed to provide destination location privacy. In [9,10], base station location privacy based on multi-path routing and fake messages injection was proposed. In this scheme, every node in the networks has to transmit messages at a constant rate. Another base station location privacy scheme was introduced in [16], which involves location privacy routing and fake message injection. In this thesis, we will address the source-location privacy in wireless sensor networks.

In [11, 12], source-location privacy is provided through broadcasting that mixes valid messages with dummy messages. The main idea is that each node needs to transmit messages consistently. Whenever there is no valid message, the node has to transmit dummy messages. The transmission of dummy messages not only consumes significant amount of sensor energy, but also increases the networks collisions and decreases the packet delivery ratio. Therefore, these schemes are not quite suitable for large scale sensor networks.

Routing based protocols can also provide source-location privacy through dynamic routing so that it is infeasible for the adversaries to trace back to the source-location through traffic monitoring and analysis. The main idea is to, first, route the message to a node away from the actual message source randomly, then forward the message to the SINK node using single path routing. However, both theoretical and practical results demonstrate that if the message is routed randomly for $h$ hops, then the message will be largely within $h/5$ hops away from the actual source. To solve this problem, several approaches have been proposed. In phantom routing protocol [13,14] the message from the actual source will be routed to a phantom source along a designed directed walk through either sector-based approach or hop-based approach. Take the section-based directed walk as an example, the source node first randomly determines a direction that the message will be sent to. The direction information is stored in the header of the message. Every forwarder on the random walk path will forward this message to a random neighbor in the same direction determined by the source node. In this way, the phantom source can be away from the actual
source. Unfortunately, once the message is captured on the random walk path, the adversaries will be able to get the direction information stored in the header of the message. Therefore, the exposure of direction information decreases the complexity for adversaries to trace back to the actual message source in the magnitude of $2^h$. Random walk from both the source node and the SINK node was also proposed in [15]. In this scheme, Bloom Filter was proposed to store the information of all the visited nodes in the networks for each message to prevent the messages from hopping back. However, this design allows the adversaries to recover significant routing information from the received messages. In fact, this design is “not realistic” for large scale sensor networks.

1.2.2 Summary of Major Limitations

- Public-key based schemes are not suitable for source-location protection in WSNs due to the high computation and communication overhead.
- Broadcasting based source-location protection schemes are energy inefficient.
- Routing based source-location protection schemes leak source-location information to the adversaries.

1.3 Proposed Research Directions

1.3.1 Directions for Source-Location Protection

In this thesis, we propose to address the source-location privacy through dynamic routing schemes. There are three schemes introduced in this thesis.

In the first routing scheme, the message source randomly selects an intermediate node in the sensor domain, and then transmits the message to the randomly selected intermediate node before the message is transmitted to the SINK node. The intermediate node is expected to be far away from the source node in the sensor domain. Our analysis shows that this scheme can provide great local source-location privacy.
However, it may not be able to provide adequate global source-location privacy. To further improve the performance of global security, we present three more routing schemes.

The second routing scheme provides source-location privacy through a three-phase routing process. In the first phase, each message is transmitted to a randomly selected intermediate node before it is routed to a ring node. This phase provides the local source-location privacy. In the second routing phase, the data packet will be mixed with other packets through a network mixing ring (NMR). This phase offers network-level (global) source-location privacy. In the last phase, the data packet will be forwarded to the SINK node from certain specific nodes on the mixing ring.

The third scheme achieve global source-location privacy by routing through an intermediate node from a pre-determined region around the SINK node. We call this region the Sink Toroidal Region (STaR). From the random intermediate node, the message will then be routed to the SINK node through the shortest path routing. The STaR routing method is performed for every message the source node sends to the SINK node in the network. For each of the routing schemes, both security analysis and simulation results are provided.

1.4 Overview of the Thesis

1.4.1 Design Goals

Our design goals for the routing schemes can be summarized as followed:

- The adversaries should not be able to get the source-location information by analyzing the traffic pattern.

- The adversaries should not be able to get the source-location information even if they are able to monitor certain area of the sensor network and compromise a few network nodes.

- Only the SINK node is able to identify the source-location through the messages
received. The recovery of the source-location from the received message should be very efficient.

- The length of each message should be as short as possible to save the previous sensor node power. This is because that on average, transmission of one bit consumes about as much power as executing 800-1000 instructions [17].

1.4.2 Major Contributions

The major contributions of this thesis are the following:

1. We propose to protect the source-location privacy through a two-phase routing process.

2. We develop source-location privacy through routing to a single randomly selected intermediate node.

3. We develop source-location privacy through a network-level mixing ring.

4. We devise network implementation criteria for source node privacy protection in WSNs.

5. We provide extensive simulation results under ns-2 and Maple for the routing and authentication schemes we propose.

1.4.3 Structure

The thesis is structured as follows.

Chapter II introduces the schemes for source-location privacy protection. There are five sections in this chapter.

The first section presents the network assumptions and adversarial model for our routing-based schemes. The three schemes are provided in the next three sections respectively.

For each of these location privacy routing schemes, there are simulation results to demonstrate that it is efficient and can be used in many practical applications.
Chapter III summarizes the thesis.
CHAPTER 2

Source-Location Privacy Protection

2.1 Models and Assumptions

2.1.1 Network Assumptions

We make the following assumptions about our system:

- The network is divided into grids. The sensor nodes in each grid are fully connected. In each grid, there is one header node responsible for communicating with other nearby header nodes. The whole network is fully connected through multi-hop communications [18–21].

- The SINK node is the destination location that data messages will be routed to. The information of the SINK node is made public. On detecting an event, a sensor node will generate and send messages to the SINK node through a multi-hop routing.

- Each message will include a unique dynamic ID where the event was generated. Only the SINK node can determine the source node location based on the dynamic ID.

- The sensor nodes are assumed to know their relative locations and the SINK node location. We also assume that each sensor node has the knowledge of its adjacent neighboring nodes. The information about the relative location of
the sensor domain may also be broadcasted through this network for routing information update [22–24].

- The key management, including key generation, key distribution and key update, is beyond the scope of this thesis. However, the interested readers are referred to reference [25–27] for more information.

2.1.2 Adversarial Model

We assume that there are some adversaries in the target area. They try to locate the source node through traffic analysis and packet tracking. The adversaries have the following characteristics in this thesis:

- **Well-equipped:** The adversary does not need to worry about the energy consumption. The adversary also has adequate computation capability. On detecting an event message, he could determine the immediate sender of this message by analyzing the strength and direction of the signal he received. He is able to move to this sender’s location without much delay. The adversary also has enough memory to store any information useful to him. If needed, the adversary could compromise some sensor nodes in the network. We also assume that an adversary will never miss the event, such as a panda, when they are close to each other.

- **Passive:** To prevent from being detected by the anti-hunting officials, the adversaries should not tamper any contents of the messages transmitted in the sensor network, or do any damage to the equipments, but only carry out some passive attacks, which only involve eavesdropping work.

- **Traffic-monitoring:** The adversary is able to monitor the traffic in an area which is important in his opinion, and he could get all of the messages in this area. However, we assume that the adversary is unable to monitor the entire network. If the adversary can monitor all the traffic though the network, he
2.2 Source-Location Privacy Through Routing to a Single Intermediate Node (RSIN)

In this section, we will describe the proposed schemes on routing through a single intermediate node (RSIN).

2.2.1 Constrained RSIN Scheme

In this scheme, each message will be routed through an intermediate node, which will be selected randomly. The intermediate node is expected to be away from the source node for a minimum distance $d_{\text{min}}$ based on the relative location of the sensor node. This design will make it difficult for the adversaries to get the location information of the source node.

Since we assume that each sensor node only has knowledge of its adjacent nodes. The source node may not have accurate information of sensor nodes multiple hops away. In particular, the randomly selected intermediate node may not even exist. However, the knowledge of relative location guarantees that the message packet will be forwarded to an intermediate node in an area with minimum distance $d_{\text{min}}$ away from the source node. According to our assumption, the last node in the routing path adjacent to the intermediate node will be able to tell whether such a randomly selected intermediate node exists or not. In the case that such a node does not exist, this node will become the intermediate node. Then, this node will route the received message to the SINK node.

Suppose the source node is located at the relative location $(x_0, y_0)$. To transmit a data message, it first determines the minimum distance, $d_{\text{min}}$, that the intermediate node has to be away from the source node. We denote the distance between the source node and the randomly selected intermediate node as $d_{\text{rand}}$. Then we have
Figure 2.1. Illustration of RSIN
$d_{\text{rand}} \geq d_{\text{min}}$.

Whenever the source node wants to generate a $d_{\text{rand}}$, it first generates a random number $x$. This random variable is normally distributed with mean 0 and variance $\sigma^2$, i.e., $X \sim N(0, \sigma)$. Then the source node can calculate $d_{\text{rand}}$ as follows:

$$d_{\text{rand}} = d_{\text{min}} \times (|x| + 1).$$

Therefore, the probability [28] that $d_{\text{rand}}$ is located in the interval $[d_{\text{min}}, \rho d_{\text{min}})$ is:

$$2\varphi_0,\sigma^2(\rho-1) - 1 = 2 \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\rho-1)^2}{2\sigma^2}} - 1 = 2 \varphi\left(\frac{\rho - 1}{\sigma}\right) - 1,$$

where $\rho$ is a parameter larger than 1, $\varphi_0,\sigma^2$ is the probability density function of Gaussian distribution [29].

If we choose $\sigma$ to be 1.0, then the probability that $d_{\text{rand}}$ falls within the interval $[d_{\text{min}}, 2d_{\text{min}})$ will be $2\Phi\left(\frac{1}{1}\right) - 1 = 0.6827$. The probability that $d_{\text{rand}}$ is in the interval $[d_{\text{min}}, 3d_{\text{min}})$ will be $2\Phi\left(\frac{2}{1}\right) - 1 = 0.9545$.

After $d_{\text{rand}}$ is determined, the source node randomly generates an intermediate node located at $(x_d, y_d)$ that satisfies:

$$d_{\text{rand}} = \sqrt{(x_d - x_0)^2 + (y_d - y_0)^2} \geq d_{\text{min}}.$$

Upon receiving a data message, the intermediate node forwards the message to the SINK node.
In the explanatory example given in Fig. 2.1, $S_1, S_2$ denote two source nodes in the sensor network, $D$ represents the SINK node and $I_1, \cdots, I_6$ are six randomly selected intermediate nodes that meet the constrained requirement. The selection of $d_{\text{rand}}$ guarantees that none of the intermediate nodes will be located in the shaded areas. The nodes $I_1, \cdots, I_6$ will forward the messages $M_1, \cdots, M_6$ to the SINK node, respectively.

**Security Analysis**

In the constrained RSIN scheme, the intermediate node is randomly selected by the source node based on relative locations of the sensor nodes. From probability point of view, every node away from the source node can be selected as the intermediate node. However, since we assume that the source node does not have full knowledge of sensor nodes more than one hop away from itself, the intermediate node selected by the source node may not even exist.

It is impossible for the adversary to trace or identify the real message source node based on an individual traffic monitoring. This is because (i) this message is equally likely to be generated by many possible sources, and (ii) the probability for multiple events from the same source to use repeated routing path is very low for large scale sensor networks.

If an adversary tries to trace the source-location from a message packet in the route through which the packet is being transmitted, then the adversary will be led to the randomly selected intermediate node to the best extend, instead of the real message source. Since the intermediate node is randomly selected for each data message, the probability that the adversaries will receive the messages from one source node continuously is virtually zero.

As shown in Fig. 2.1, if an adversary receives $M_2$ forwarded from $I_2$, the adversary will be lured to the direction of $I_2$, which is quite away from the actual source node $S_1$. While for message $M_3$ transmitted from the intermediate node $I_3$, since it is far away from $I_2$, the probability for the adversary to receive $M_3$ is close to zero according to the assumption.
This example shows that even if the location of one intermediate node is discovered by an adversary, the source-location is still at least $d_{\text{min}}$ away from the real source node. Therefore, if $d_{\text{min}}$ is appropriately selected, the source-location can still be well protected.

Unlike the directed walk in phantom routing, our protocol does not leak side information to the adversaries. Since the intermediate node is determined before each data message is transmitted by the source, the data message carries no observable side information of the message source-location in its content due to message content encryption. Therefore, our proposed protocol can protect source-location privacy.

### 2.2.2 Totally Random RSIN Scheme

Although the constrained RSIN scheme works well in some scenarios, its limitation is that the possibility for an intermediate node to be selected is proportional to the distance between this node and the source node. Therefore, for large scale sensor networks, the intermediate nodes tend to be close to the source node. In other words, the intermediate nodes are highly likely to be concentrated in an area surrounding the source node, but with minimum distance $d_{\text{min}}$ away from the source, as illustrated in Fig. 2.2. In this simulation example, the source node is located at $(-1250, 1250)$. We randomly selected 500 intermediate nodes according to the constrained RSIN scheme with $\sigma$ equal to 1. It can be seen that all intermediate nodes are distributed around the source node. When all these node are selected to forward messages to the SINK node. The adversaries may very likely be able to locate the source node. Therefore, for large scale sensor networks, the constrained RSIN scheme may not be able to provide adequate global source-location privacy.

In order to provide global location privacy over the sensor networks, the selection of intermediate nodes has to be totally random, i.e., every sensor node in the networks should be equally likely to be selected as an intermediate node by all possible source nodes. On the other hand, if the selection is totally random, some intermediate nodes can be very close to the real source node. Fortunately, the probability for this is very low for large scale sensor networks. Nevertheless, to prevent this from happening, in
Figure 2.2. Intermediate nodes distribution for constrained RSIN scheme

"For interpretation of the references to color in this and all other figures, the reader is referred to the electronic version of this thesis."
Figure 2.3. Message forwarding through intermediate node(s)

totally random RSIN scheme, the intermediate nodes is requires to be at least \( d_{min} \) away from the real source node.

Although totally random RSIN scheme can achieve global location privacy, it also has some limitations:

- The length of a routing path tends to be too long. For instance, in Fig. 2.3, \( S, D, I \) are the source node, SINK node and intermediate node, respectively. The distance between \( S, D \) and \( I, D \) are \( d \) and \( b \), respectively. Therefore, if a message is transmitted through \( I \), the total length of the routing path is nearly \( d + 2b \), which is much longer than \( d \). As a result, this routing may consume too much energy.

- The message delivery ratio may decrease due to increase of the routing length.

- A long single routing path may allow adversaries to deduce information of the source-location. Take the routing path from \( S \) to \( I \) in Fig. 2.3 as an example, once a packet is captured by adversaries en-route, the adversaries may get
the direction of the source-location according to transmission direction of the captured packet.

Security Analysis

Unlike constrained RSIN scheme, in totally random RSIN scheme, the intermediate nodes randomly selected are evenly distributed in the sensor networks. Every node in the networks has the same possibility of being selected as the intermediate node. The messages can be forwarded to the SINK node from all possible directions. Even if the location of one intermediate node is successfully identified, the source-location is still at least $d_{\min}$ distance away. Therefore, the global location privacy is achieved.

2.2.3 Simulation Results and Performance Comparison

To evaluate the performance of our proposed schemes, and routing through totally randomly selected intermediate nodes without $d_{\min}$ restriction, we conduct simulations using ns-2 on RedHat Linux system. In the simulation, 400 nodes are distributed in an area of size $3360 \times 3360$ meters. The SINK node is located at the center of the networks.

Simulation results are provided in Fig. 2.4, 2.5, 2.6, 2.7, where (a), (c), (e) illustrate the relationship between performance and the packet lengths, (b), (d), (f) show performance with different packet generation intervals, (g), (h), (i) show performance with different length of random path.

For simulation results from (a) to (f), we set $d_{\min} = 480$ meters for totally random RSIN scheme. The simulation shows that after four hops, the average distance between the phantom source node and the real source node for phantom routing is 526.12 meters. While for constrained RSIN scheme, the average distance between the intermediate node and the source is set to be 529.14 meters. For simulation results from (g) to (i), $R_1, R_2, R_3$ for phantom routing corresponds to 526.12 meters, 783.60 meters, and 1042.20 meters on average between the phantom source node and the real source node, respectively. For constrained RSIN, $R_1, R_2, R_3$
(a) Power consumption for different packet lengths

(b) Power consumption for different packet generation intervals

Figure 2.4. Performance of routing by single-intermediate node
(c) Message latency for different packet lengths

(d) Message latency for different packet generation intervals

Figure 2.5. Performance of routing by single-intermediate node
Figure 2.6. Performance of routing by single-intermediate node

(e) Message delivery ratio for different packet lengths

(f) Message delivery ratio for different packet generation intervals
(g) Power consumption for different length of random path

(h) Message latency for different length of random path
Figure 2.7. Performance of routing by single-intermediate node

(i) Message delivery ratio for different length of random path
corresponds to 529.14 meters, 786.51 meters, and 1049.46 meters on average between the intermediate node and the source node, respectively.

Through analysis and simulation results, we have 4 findings: (i) Direct routing without intermediate node has the best performance; (ii) Constrained RSIN and phantom routing have comparable performance, while constrained RSIN scheme provides better location privacy protection; (iii) Totally random RSIN with $d_{\text{min}}$ restriction has the worst performance; (iv) Totally random intermediate selection without $d_{\text{min}}$ constrain has performance in between these two schemes.

### 2.3 Source-Location Privacy with Mixing Ring

In this section, we propose a three-phase routing protocol to provide source-location privacy. The first phase (constrained RSIN), which has been introduced in the last section, provides local source-location privacy. The second phase (NMR) offers the network-level source-location privacy. The last phase forwards the message to the SINK node.

After the formation of all the grids, a large ring, called the mixing ring, is generated in the WSN to provide network-level traffic mix. The mixing ring is composed of multiple header nodes, which are named ring nodes. The ring nodes are further divided into relay ring nodes and normal ring nodes. The messages that will be transmitted in the mixing ring are referred to as vehicle messages. Vehicle messages will be transmitted in the ring in the clockwise direction, called ring direction. Only relay ring nodes can generate vehicle message. We also define the grids containing ring node as ring grids, the grids without ring nodes as normal grids. The sensor nodes in normal grids are defined as normal nodes, the messages sent by the normal nodes are referred as data messages.

#### 2.3.1 Constrained RSIN

In this phase, the message will be forwarded to an intermediate node in the same way as the constrained RSIN introduced in the last section. Then the message will
Figure 2.8. Grids Formation
be forwarded to the nearest ring node by this intermediate node.

An example is given in Fig. 2.9, where $S$ indicates a source node in the network and $I_1, I_2, I_3$ are three intermediate nodes. The selection of $d_{\text{rand}}$ guarantees that none of the intermediate nodes will be in the shaded area. Then $I_1, I_2, I_3$ will forward these messages $M_1, M_2, M_3$ to the ring nodes $R_1, R_2, R_3$, respectively.
2.3.2 Network Mixing Ring (NMR)

In the second routing phase, the messages will be forwarded hop-by-hop in the ring. The message can hop along the ring direction for a random number of times before it is being transmitted to the SINK node.

This routing process provides source-location privacy that resembles the airport terminal transportation system. The message transmission in the ring acts as a network-level mix. As long as it is infeasible for an adversary to distinguish the message initiator from the message forwarder in the mixing ring, then it would be infeasible for the adversaries to identify the real message source-location. Therefore, our goal is to design security mechanisms such that it is infeasible for anyone to distinguish the message source node from the message forwarding node.

Relay ring nodes generate vehicle messages to be transmitted in the mixing ring. The normal ring nodes can store data messages received from the normal nodes. The vehicle messages may contain several data units. These units are left unused initially. If a unit in the vehicle message is not used, we name this unit as dummy unit, composed of any fixed data structure, such as all 0s. The length of a unit is the same as the data message sent by a normal node. Upon receiving a vehicle message, if a normal ring node has a real data message received and there is still a dummy unit in the vehicle message, it can replace this dummy unit with the data message. The updated vehicle message will then be forwarded to its successor ring node. If this normal ring node has not received any data messages from the normal nodes, or there is no dummy units left in the vehicle message, it simply forwards this vehicle message. The vehicle message should be sent at the rate which could ensure that all the data messages could be embedded in vehicle messages and forwarded to the SINK with minimum delay.

In our scheme, to thwart message source analysis, the message transmission in the ring is encrypted. Each ring node shares a secret key with its predecessor ring node and a secret key with its successor ring node. As an example, in Fig. 2.10, ring node $B$ shares a key $K_{AB}$ with ring node $A$ and a key $K_{BC}$ with ring node...
Figure 2.10. Message transmission in the ring
When node $B$ receives a packet $M_1$ from node $A$, it first decrypts $M_1$ using the share secret key $K_{AB}$. Let $m_1 = D_{K_{AB}}(M_1)$. Upon decryption, node $B$ will be able to find the dummy unit(s) in $m_1$ and replace the dummy unit(s) with the data message(s) that it received from the normal nodes. Denote the updated message as $\{D_{K_{AB}}(M_1)\}$. The updated vehicle message will be encrypted using the shared secret $K_{BC}$ before it is transmitted to the node $C$. Denote the message that generated in node $B$ as $M_2$, then we have

$$M_2 = E_{K_{BC}}(\{D_{K_{AB}}(M_1)\}). \quad (2.1)$$

When DES or AES encryption algorithm is being used to provide message encryption, then it is computationally infeasible to find the correlation between $M_1$ and $M_2$.

Apparently, the energy drainage for the relay ring nodes will be faster than the normal ring nodes. To balance the energy consumption, the normal ring nodes can take turns to be the relay ring nodes. Similarly, since the energy drainage for the ring nodes will be faster than the regular grid nodes, the nodes in the selected ring grid can take turns to be the ring node.

### 2.3.3 Forwarding to the SINK

After a vehicle message arrives at a relay ring node, it will be forwarded to the SINK by this relay ring node with certain probability $p$. Here $p$ is a parameter related to the number of relay ring nodes on the mixing ring. If this vehicle message is not forwarded to the SINK by the relay ring node, it will be forwarded to the next ring node until another relay ring node is reached.

### 2.3.4 Security Analysis

We will first analyze that the proposed routing to a random intermediate node (RSIN) in phase one can provide local source-location privacy. Unlike phantom routing, which has no control over the phantom source without leaking significant side information,
in the proposed RSIN scheme, the intermediate node is determined before each data message is transmitted by the source-location, the data message carries no observable side information of the message source-location in its content. Therefore, it does not have the security drawbacks of phantom routing discussed before. It is also impossible for the adversary to trace back and identify the real message source based on an individual traffic monitoring. This is because the probability for multiple events from the same source to use the same routing path and intermediate node is very low for large sensor networks.

If an adversary tries to trace back the source-location from the message packet in the route through which the packet is being transmitted to the mixing ring, then the adversary will be led to the randomly selected intermediate node instead of the real message source. Since the intermediate node is randomly selected for each data message, the probability that the adversaries will receive the messages from one source node continuously is pretty small. As shown in Fig. 2.9, if an adversary receives $M_2$ forwarded by $I_2$, it would be led to $I_2$. However, the next intermediate node $I_3$ is far from $I_2$, so the adversaries could not receive $M_3$.

Even if one intermediate node’s location is discovered by the adversaries, the source-location is still well protected because the locations of the intermediate nodes are at least $d_{min}$ away from the real source node. Therefore, the proposed protocol can provide the local source-location privacy.

As shown in Fig. 2.9, the intermediate nodes $I_1, I_2, I_3$ forward messages to ring nodes $R_1, R_2, R_3$, respectively. This means that messages generated from one source node will not be forwarded to a specific ring node. Conversely, the data messages received from one ring node could also be transmitted from many different source nodes in the network.

The routing in the mixing ring is the second phase routing. This phase aims at providing network-level source-location privacy. This is achieved by hop-by-hop message encryption. Without hop-by-hop message encryption, by comparing the vehicle message that a node received and transmitted, the adversary can determine whether a data message has been loaded into the updated vehicle message. However, once
the hop-by-hop message encryption is implemented, it is computationally infeasible for an adversary to distinguish the message initiator and message forwarder in the mixing ring. The messages across the network are totally mixed up. As shown in Fig.2.9, a data message received by ring node $B$ could be sent to the SINK node from a completely different ring node, maybe node $E$ for instance. Therefore, the network-level source-location privacy is achieved.

2.3.5 Performance Analysis and Simulation Results

In our design, all data messages will be delivered to the SINK node through the mixing ring. While providing network-level source-location privacy, the location of the ring should be selected to ensure that the overall energy consumption and latency for
message transmission to be lowest for the normal nodes to complete these operations. We assume that each sensor node in the network has complete knowledge of its relative location in the sensor network and also some ring nodes. We also assume that the energy drainage for each transmission is proportional to the square of the distance, i.e.

\[ E = \alpha \times d^2, \]

where \( E \) denotes the energy consumption, \( \alpha \) is a constant parameter and \( d \) is the distance of the transmission. Fig. 2.11 gives an example of a target area of size 8000 \( \times \) 8000 meters. The shaded grids are selected as the ring grids. The line in the middle of the shaded area is indicated by the solid line. If the density of the sensor nodes in the sensor network is \( \lambda \), then the total energy consumption for each sensor in this area to transmit one message to a ring node can be calculated as follows:

\[
E_{total} = 8E_U = 8\alpha \lambda \int_0^{\pi/4} \int_0^{4000/\cos \theta} (r - e)^2rdrd\theta,
\]

where \( E_U \) is the energy consumption for area \( U \) as demonstrated in Fig. 2.11. It can be calculated that when \( e = 3061 \), the overall power consumption \( E_{total} \) achieves the minimum. In this way, we get the optimal ring location.

In practical application, for large sensor network, usually only a small fraction of the sensor nodes in the network has events to report. We name these nodes as active nodes. We also define two parameters in the simulation: \( \tau \), the number of data messages a normal node generates in each second, and \( a \), active nodes ratio.

Assume the network is composed of \( g \) normal nodes, and the ring consists of \( r \)
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Figure 2.13. Performance of the proposed routing and encryption scheme
ring nodes. On average, one ring node should be responsible for delivering the data messages from \( g/r \) normal nodes. Assume data messages are \( l \)-bit long, then on average, in each second, a ring node will receive:

\[
\gamma = \frac{g}{r} \times l \times a \times \tau = \frac{g l a \tau}{r},
\]

messages.

If vehicle messages are \( L \)-bit long, the number of vehicle messages generated by a ring node in one second is:

\[
\frac{g l a \tau}{r} \times \frac{1}{L} = \frac{g l a \tau}{rL}.
\]

Since only the relay ring nodes on the ring can generate vehicle messages. If there are \( n \) relay ring nodes on the ring, then each relay ring node needs to generate at least

\[
\frac{g l a \tau}{r L} \times \frac{r}{n} = \frac{g l a \tau}{nL},
\]

vehicle messages each second.

Simulation results are provided in Fig. 2.12, 2.13 to demonstrate the power consumption for both normal nodes and ring nodes, message latency and message delivery ratio of the proposed scheme. Our simulation was performed using NS2 on Linux system. In the simulation, the target area is a square field of size 8000 \( \times \) 8000 meters. We partition this field into 2400 normal grids/nodes. The mixing ring is composed of 80 grids, i.e, \( r = 80 \). There are four relay ring nodes in the mixing ring, i.e, \( n = 4 \). We assume that the randomly selected intermediate node is at least 600 meters away from the real message source. The data messages are 8-bit long, i.e,
\( l = 8 \). The vehicle messages are 16-bit long, i.e, \( L = 16 \).

From the Fig. 2.12.(a) and (b), we can see that ring nodes consume more energy than normal nodes. To solve this problem, the nodes in ring grids can take turns to be the ring nodes. It is also noticed that the delivery ratio drops exponentially when the traffic volume increases. It is primarily because of the traffic collisions and packet losses caused by the increased traffic volume. For a large sensor network, it is usually not necessary for all the sensor nodes to be active at the same time. In practice, the percentage of active nodes might be very low. The transmission frequency also tends not to be very high. In other words, the traffic volume may be low. In this scenario, we can ensure almost 100\% delivery ratio, as shown in Fig. 2.13.(d). The simulation results demonstrate that the proposed scheme is very efficient and can be used for practical applications.

### 2.4 Source-Location Privacy using STaR Routing

In this section, we propose a two-phase routing protocol to provide source-location privacy. In the first phase, the source node randomly selects an intermediate node at the sensor domain and routes the message to the random intermediate node. The random intermediate node services as a fake source when the message is forwarded to the SINK node. In this scheme, the random intermediate node would be located in a pre-determine region around the SINK node. We call this region the Sink Toroidal Region (STaR) [30]. In the second phase, the intermediate node then forwards the message to the SINK node by single-path routing.

The goal of the proposed scheme is to provide local and global source-location privacy with adequate energy-efficient routing. Local privacy is obtained by the fact that the intermediate node is expected to be neither too close nor too far away from the real source, for most cases. The STaR area would be a large area with at least a minimum radius distance \( r \), from the SINK node to provide global privacy. Also, the STaR area guarantees that the intermediate node is at most a maximum distance \( R \) away from the SINK node to limit the energy consumption in the routing paths.
Figure 2.14. Distribution of the STaR area
This routing scheme is designed to give the illusion that the source node is sending messages to the SINK node from all the possible directions. In this way, the STaR creates an effect that is similar to the totally random RRIN scheme [31] but with less energy consumption.

We assume that each sensor node only has knowledge of its adjacent nodes and has no accurate information of the sensor nodes more than one hop away. We also assume that each node has knowledge of the perimeters that is shown in Fig. 2.14. The description of the perimeters are as follows:

- $x_0, y_0$: The corresponding X and Y coordinates of the SINK node location,
- $R$: The pre-determined radius from the SINK to the outer-edge of the STaR area,
- $r$: The pre-determined radius from the SINK node to the inner-edge of the STaR area.

From these perimeters, $\{x_0, y_0, R, r\}$, the source nodes are able to generate random points within the STaR area. Since we assume that the SINK node is located at the relative location $(x_0, y_0)$, the source node selects the random location $(x, y)$ according to the following two steps:

1. Randomly select $d$ uniformly from $[r, R]$.
2. Randomly select $\theta$ uniformly from $[0, 2\pi]$.

In this way, we can calculate the coordinate of the intermediate node as

$$(x, y) = (x_0 + d \cos(\theta), y_0 + d \sin(\theta)).$$

After obtaining the random location $(x, y)$, the message can then be routed towards the grid at location $(x, y)$. Since each node only knows its adjacent neighbor nodes’ relative location, it can determine the direction that the message should be
routed to. Once the message is within the desired grid of the random location, the message is routed to the header node of the grid. The header node then becomes the random intermediate node. If the desired grid does not contain any nodes, then the last node in the routing path would become the desired location and the header node in that grid would become the intermediate node. The intermediate node then routes the received message to the SINK node using single-path routing.

The proposed scheme will provide adequate source-location privacy since it will repeat this procedure for every message sent out. In general, the source node will send out messages periodically. For every message, the source node will choose a new intermediate node within the STaR area using the procedure described above.

2.4.1 Security Analysis

In this section, we will analyze that the proposed STaR routing scheme can provide source-location privacy.

In our scheme, a random intermediate node is selected from the STaR area. We assume that the STaR area is large enough that it would be unpractical for an adversary to monitor entirely. From the probability point of view, for a large network, the chances that the messages will be routed using the same path and the same intermediate node are extremely low. Unlike the directed walk of the phantom routing scheme, our protocol does not leak direction information to the adversaries.

The security of the proposed STaR routing scheme can be analyzed based on the location of the adversarial attacks: i) the adversary monitors traffic between the source node and the randomly selected intermediate node, and ii) the adversary monitors traffic between the randomly selected intermediate node in STaR and the SINK node. For case i), the message source may be located anywhere and the intermediate node is expected to be far from the real source for most cases. The probability for the adversary to intercept a message is very low. It is virtually impossible for an adversary intercept multiple messages from the same source, as shown in Fig. 2.15. Therefore, STaR provides local source location privacy.

For case ii), the STaR area is at least a minimum radius distance, $r$, from the SINK.
Figure 2.15. Routing illustration of the STaR protocol
node and traffic will be transmitted to the SINK node from all possible directions with equal probability. Therefore, it is quite impossible for an adversary to predict the direction of the source node. It is also impractical for the adversary to perform routing traceback to figure out the source location by only monitoring and analyzing traffic patterns around the SINK node. In this way, global source location privacy can be assured.

### 2.4.2 Performance Analysis and Simulation Results

To evaluate the performance of the schemes proposed, extensive simulations have been conducted using ns-2 on RedHat Linux system. The results of the simulations are shown in Fig. 2.16, 2.17. In the simulation, 400 nodes are randomly distributed in a square target area of size \( 3360 \times 3360 \) meters, while the SINK node is located at the center of the network. We set hop count of directed walking of phantom routing to be four, which on average the phantom source was found to be 526.12 meters away from the real source. For RRIN scheme, the minimum distance between the source node and the intermediate nodes was set to 480 meters, and the average distance turned out to be 529.14 meters. We also illustrate the performance of the totally randomly selected intermediate nodes. For STaR routing, the inner radius, \( r \), was set to 480 meters, while the outer radius, \( R \), was set to 640 meters.

Through analysis and simulation results, we find that direct routing without intermediate node has the best performance while totally random RRIN has the worse performance. The performance of the RRIN scheme is better than phantom routing for comparable security since the average routing paths in phantom routing is longer than the RRIN due to the more curved routing paths. The performance of STaR is between the totally random RRIN and constrained RRIN. The delivery ratio for STaR is slightly lower than the two RRIN schemes due to the possible higher collisions ratio.
Figure 2.16. Performance of routing by single-intermediate node
Figure 2.17. Performance of routing by single-intermediate node
CHAPTER 3

Conclusions

Source-location privacy is vital to the successful deployment of wireless sensor networks. In this report, we propose three schemes to protect the source-location privacy. The first one is implemented by routing through a single randomly selected intermediate node. The second one achieves the location privacy by routing in a network-level mixing ring. The third scheme achieve network-level source-location privacy through a technique we call the Sink Toroidal Region (STaR) routing. We carried out theoretical analysis to evaluate the security and the performance of the proposed schemes and compared it with other existing schemes. Our simulation results demonstrate that the proposed schemes can achieve excellent performance in energy consumption, message delivery ratio and delivery latency.
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