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ABSTRACT

THE SPATIAL DIFFUSION OF AGRICULTURAL INNOVATIONS
IN KISII DISTRICT, KENYA

By

Ronald D. Garst

Due to the failure of the modern sector of the
economy to generate sufficient employment opportunities and
the rapid growth of its cities, particularly Nairobi, the
Kenya government has placed greater emphasis on rural
development. It is hoped that greater attention to agri-
culture and to the rural areas will increase the production
of food, create more jobs in the rural areas and thus slow
down rural to urban migration. Previous plans for employ-
ment and food production expansion based on opening new
lands have been abandoned primarily because of the high
cost. Instead, intensification of production on presently
used land will be the focus of efforts by the Kenya
government.

In order to intensify production it is necessary,
of course, to change current practices and change will
require the farmer to accept new techniques, technical

inputs or crops, all of which can be classified as
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innovations. Therefore, the study of innovation diffusion
is intimately related to the problem of agricultural in-
tensification. Geographers have generally confined their
spatial diffusion research to the developed countries, to
the neglect of the developing countries. A gap therefore
exists in the literature concerning the developing
countries.

This study is an empirical investigation of the
spatial diffusion of five new crops and grade cattle in
a densely populated, high agricultural potential area of
Kisii District, Kenya. The innovations investigated are
coffee, pyrethrum, tea, passion fruit, hybrid maize and
grade cattle. The data consist of 1935 short interviews
conducted in 93 different sampling areas to determine when
farmers first adopted the innovations in question and 485
long interviews ascertaining socio-economic and demographic
characteristics of the farmers. A total of 55 computer
maps, using the SYMAP technique, were produced to depict
the spatial diffusion pattern for each innovation over
time. These maps show the distribution of adoption per-
centage levels every two years from the time of original
introduction to 1970, plus a final map for 1971.

The general diffusion pattern is as follows:
(1) initially low levels of adoption are found at
scattered locations, (2) an outward spread at low levels

of adoption occurs, (3) the emergence of peaks of higher
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levels of adoption, and finally (4) the coalescence of
these peaks into broad areas of high percentages of
adoption. The forward edge of the diffusion wave moves
very rapidly outward to encompass much of the final area
of adoption in about half the time period. After the
initial spread, the gradient between no adoption and the
highest levels becomes progressively steeper.

Factor analysis of 57 geographic, socio-economic,
demographic and innovation-measuring variables reveals
little relationship between the innovation measures and
the non-innovation variables as the latter primarily factor
out by themselves or with the geographic variables. The
Principal determinant influencing the location of greatest
intensity of adoption and use is the place of original
introduction. Thus, the mass media communication channels
and extension services are of minimal importance while
Person-to-person communication, as exemplified by the
Personal Information Field, is the major moving force
behind the spatial diffusion process. Recommendations
for policy planners and suggestions for further research

are also given.
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INTRODUCTION

This study is an empirical investigation of the
spatial diffusion process in a densely populated, high
agricultural potential, African small-holder agricultural
area in Kisii District of western Kenya. The principal
ob jectives are: (1) to determine and map the spatial
di £fusion for coffee, pyrethrum, tea, passion fruit, grade
cattle and hybrid maize; (2) to determine if the spatial
diffusion pattern found in Kisii District corresponds to
the pattern found in the more developed countries; (3)
to determine, with the use of factor analysis, the inter-
Nal structure of a series of socio-economic, demographic,
locational and innovation-measuring variables; and (4) to
determine via multiple regression and correlation the
direction and degree of relationship between the spatial
distribution of the above-mentioned variables and the

Spatial diffusion pattern.

In addition to the primary objectives mentioned
Above the following will be undertaken. First, the role
Of rural development in the overall economic structure of

Kenya will be evaluated to determine why planners have



generally reduced their emphasis on industrialization in
favor of agricultural development and why they now favor
agricultural intensification over new extensive land
settlement schemes. Second, the growth of the Kenya
economy from 1963 to 1971 will be examined to determine
the contribution of each of the major sectors toward
foreign exchange earnings and employment generation. A
bxr ief examination of the agricultural sector will evalu-
ate the role of each of the six abovementioned innovations
towards the foreign exchange and employment problems.
Finally, the basic objectives of the 1969-1974 Kenya
Dewvelopment Plan will be discussed. Third, the literature
Oon aspatial diffusion and spatial diffusion will be re-
Viewed and an attempt made to integrate the basic concepts
Of both into an explanatory model. Fourth, recommen-
dations for policy planners and suggestions for further
Tesearch will be offered.
It is normally assumed that the adoption of inno-

Vations is ipso facto beneficial to the adopter. By
beneficial it is meant that the welfare of the farmer

And his family is improved. However, this is not always
the case. If, for example, a farmer removes a sizable
Portion of his land from food production and uses it for
Commercial crop production the overall quality of the
family diet may deteriorate. Cash earned from the sale

Of commercial crops could be used to purchase an adequate



diet, but normally an inferior quality diet is purchased.
Clearly, the adoption of commercial crops may not always
lead to an improvement in living standards. However,
this dissertation is concerned with the spatial diffusion
of agricultural innovations and not the consequences of

those innovations.



CHAPTER I

GROWTH OF THE KENYA ECONOMY:

1963 TO 1971

Introduction

An investigation of the spatial diffusion of six

agricultural innovations may, at first glance, seem to be
far removed from the more generalized problem of economic
development. Spatial diffusion is, however, closely

linked to the efforts to achieve a higher level of economic
development.

Due to problems of population growth, rural to
Urban migration, inadequate employment generation and in-

Sufficient foreign exchange earnings the 1970-74 Kenya

Qszyelqgment Plan has focused greater attention on rural

development. The commitment of the Government of Kenya

o rural development is no longer questioned. Instead,

the questions revolve around the ways to most effectively

improve rural levels of living. To help achieve that

€nd the government has established a Special Rural

Development Program (SRDP). Fourteen areas, represent-

ing differing ecological, agricultural potential and

Population density conditions were selected in which to




develop programs that will raise rural living standards
with a minimum of outside capital or personnel inputs.
Techniques devised for implementing change in the SRDP
areas must be replicable in other parts of Kenya using
only normal goverrment staff and financial resources.
Therefore, capital or personnel intensive projects will
not suffice. To help develop, test and evaluate the
techniques for affecting change the government invited
the Institute for Development Studies of the University
of Nairobi to establish an SRDP Research and Evaluation
Unit (Heyer, 1969, pp. 1-5; and Kenya, 1969a, pp. 174-178).
The process by which change is accepted has both
a temporal and a spatial dimension. The temporal dimension
has been researched rather thoroughly, but research on
the spatial dimension of change in the developing countries
is lacking. Therefore, this study focuses on the spatial
dimensions of change in a rural area.
The six innovations used in this study will serve
as vehicles for searching out the influences on the
spatial diffusion process. The underlying purpose is to
investigate the processes involved rather than the
geography of six innovations. For it is only by under-
standing the spatial diffusion process that an optimal
spatial structure of a change program can be designed.
Thus spatial diffusion research that seeks universals
can contribute to the more efficient use of scarce

developmental resources.



Population Growth and Rural to
Urban Migration

Until recently East Africa has not been considered
as a population problem area. Past rates of annual popu-
lation increase are as follows: Tanzania 1.8 percent
(1948 to 1957), Uganda 2.5 percent (1948 to 1959), and
Kenya 3.1 percent (1948 to 1962). Newer figures indicate
that the rate of increase has increased. Tanzania (1957
to 1967) is growing at 3.1 percent per year, Uganda (1959
to 1969) at an annual rate of 3.9 percent and Kenya (1962
to 1969) at 3.3 percent annually. Growth rates of this
magnitude will cause the populations of these countries
to double in 18 to 23 years (United Nations, 1971, pp.
408-409).

Annual rates of increase of this size have often
made it difficult to provide sufficient food for the
growing numbers of people. However, the demand for food
is much easier to meet than is the demand for employment.
Increased food demand first became a problem in the
developing countries after World War II, so it has
existed for some time, and has been met with reasonable
success via the use of new technological inputs that
allow greater yields and via the expansion of acreage.

There is approximately a 1l5-year grace period
between the birth of a child and the time he enters the
labor force. Thus, the current growth of the labor force

is a reflection of the birth rate of 15 years ago, and



today's birth rate will determine the growth of the labor
force 15 years hence. Unfortunately, an expanding body of
unemployed poses a greater threat to peace and stability
than does famine (Brown, 1970, pp. 121-126).

The initial thrust of development activity during
the 1950's and the early 1960's was an effort to transform
the economic structure of developing countries, that is,
to change from a rural-agricultural economy to an urban-
industrial economy. Development based on economic trans-
formation was abandoned when it became apparent that the
industrial sector would be unable to absorb adequate
numbers of workers. This failure is most evident in the
place that epitomizes the modern sector, the city: for
it is here that high urban growth rates converge with the
lack of employment generation provided by the industrial
sector. Employment generation will be considered below,
but first rural to urban migration will be examined.

Nairobi, for example, expanded between 1962 and
1969 at an annual rate of 9.5 percent. However, this
figure includes all nationality groups; African, Asian,
Arab and European. The non-African population in
Nairobi actually declined by about (24 percent) 21,000
during this time period. So it seems appropriate to
consider the growth of the African population as an indi-
cation of future growth trends for the city. During the

time in question the African population expanded from



156,246 to 407,736, or at an annual rate of approximately
14.5 percent (Kenya, 1966a, V. III, p. 21; Kenya, 1966c,
v. IV, pp. 7, 41, 58, and 70; Kenya, 1970, V. I, pp. 1
and 70).

Theoretically it is possible to slow the migration
of job seekers to the urban areas by lowering wage rates
and by decreasing urban amenities. This would have the
dual effect of making labor an attractive alternative to
machinery and would probably reduce the rural to urban
migration rate. The latter might not be true, because if
more jobs are offered it could in fact attract even more
workers, in spite of low pay and poor amenities. Un-
fortunately, policies that would tend to restrict wages
in any portion of the economy, particularly in urban
areas, are politically impractical (Harbison, 1967,
pp. 174-193).

Rural to urban migration in most developing
countries has been going on for several years at a very
high rate. The result is that urban areas, and in
particular the largest cities, are growing at two to
three times the national rate, as in Kenya. 1In an
effort to better understand why this migration has con-
tinued unabated in spite of high urban unemployment rates,
Todaro has developed a migration model that involves three
basic elements. They are: (1) the urban-rural income

differential, (2) the expected probability of getting






a job, and (3) the differences in urban vs. rural ameni-
ties that will effect one's "real" income.

Urban wage levels are normally several times as
high as rural wages, therefore even poor odds of getting a
job become favorable considering the potential income if
a job is secured. Thus the key element in the Todaro
model is a consideration of the probability of finding
employment. The probability of getting a job during time
period "t" is equal to the ratio of new modern sector
employment openings in period "t" relative to the number
of accumulated job seekers in the urban traditional sector
at time "t" (Todaro, 1969, pp. 138-148).

The real probabilities of finding employment are
not as important as perceived probabilities, for that is
what primarily influences the movement of people into the
city. For example, the 1964 tripartite agreement in Kenya
between government, management and labor unions to increase
the number of jobs by 15 percent was a failure, because it
had the effect of attracting numerous new workers into the
urban labor market. A few months later employee attrition,
not offset by new hiring, brought the total employment
back to the old levels, while total numerical unemploy-
ment increased as a result of the migration induced by
the prospect of new jobs. Thus the erroneously perceived
probabilities of employment were largely responsible for

the increased migration (Todaro, 1969, pp. 138-148).
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The migration process generally involves two steps.
First, the unskilled rural worker moves into the urban
area and spends a certain amount of time in the urban
traditional sector. That is, he is not regularly employed
in the modern wage-earning sector, but instead is either
overtly unemployed, underemployed, sporadically employed,
or earns a minimal existence in petty retail trade and
services. The second step is the attainment of a per-
manent job in the modern sector (Todaro, 1969, pp. 138-
148).

The urban bias in social services that attracts
migrants to the city can easily be seen in Kenya. Local
government operations are divided essentially into two
groups, the seven municipalities consisting of those
cities with over 10,000 people, and the 33 county councils
that are largely responsible for services in the rest of
the country. Lower levels of government, urban and area
councils, are under the authority of the county councils
for both budgetary and administrative matters. During
the period 1964-68 the expenditures of the municipalities
and the county councils were about equal, but the county
councils served about 12 times as many people, with a
resultant per capita expenditure of about 12 times as
great. Per capita expenditures in 1968 were Kb 16
(U.s. $38.65) in the municipalities and only Kb 1.30
(U.s. $3.30) for the county councils. If social services

only (education, health, housing and community development)
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are considered, then the municipalities averaged about 27
times the per capita rate of expenditure for these services

(Kenya, 1969, pp. 179-180).

The Employment Problem

The structural transformation view of development
was based on the fact that most rich countries have only
a very small portion of their labor forces in agriculture,
and therefore the way to modernize was to withdraw labor
from agriculture and move it into the industrial sector as
rapidly as possible. A corollary reason for this action
was the widespread assumption of extensive disguised un-
employment in agriculture. That is, a significant portion
of the labor force has a marginal product of labor that
is either very low, zero, or even negative. Therefore it
would be possible to remove large numbers of workers from
agriculture with no decrease in agricultural output and
utilize that labor in the modern sector (Kao, 1964, pp.
129-144).

This assumed redundant labor was seen as a free
form of capital that needed only to be organized. The
free aspect took on two forms; first, the removal of
workers from agriculture would not adversely effect agri-
cultural output (in fact, if the marginal product of
labor was negative the removal of excess labor would
actually increase output) and second, the excess labor

could supposedly be organized at little or no cost. It
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later became apparent that the removal of anymore than a
few percent of the labor force would reduce the level of
agricultural output, for the marginal product of labor was
low, but positive (Kao, 1964, pp. 129-144).

The main problem was the gross underestimate of
the time, effort and amount of resources necessary for a
structural transformation of the economy to take place.
It also assumes that the developing countries will be
able to industrialize on a massive scale, and that the
only way to improve living standards is to duplicate the
economic histories of the western developed countries.
The basic fact is that the poor countries of today are
starting with large populations, high population growth
rates and generally limited resources; problems with
which most of today's industrialized countries did not
have to contend (Nicholls, 1964, pp. 11-44).

The very process of transformation from a tra-
ditionally oriented economy to a modern economy seems to
be a generator of unemployment. Rather than responding
to supply and demand, wages increase due to government
policies, trade union pressure and the desire of multi-
national companies to make the wages of local employees
comparable to those of expatriate employees. As the rate
of production increases the poorer workers are weeded
out and those remaining become more experienced, skilled

and effective at their jobs, so the number of workers
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per unit of production decreases. Thus it is not uncommon
in the less developed countries to find production in-
creasing more than ten times the rate of employment
(Eicher, et al., 1970, pp. 8-9; Harbison, 1967, pp. 174-
193).

It is becoming all too obvious to planners that
in the modern sector of the less developed countries,
increased production per unit of investment is the goal,
thre same as in the more developed countries. Workers
b e come more skilled and effective, and the investment per
Wo xker increases. Today, for example, a factory of a
g i wven level of output employs fewer people than a factory
OFf the same output would have ten years ago. Therefore,
A s the modern sector of the urban economy grows in output,
but not in the size of the labor force, the size of the
Qxban traditional labor force grows. This leads to in-
CXx easing numbers of shoe shine boys, petty sidewalk
txraders, hand-cart operators, and hangers-on at the
Smmall shop owned by family or friends.

In an effort to stem the tide of urban migration
Pl anners now are looking to the rural areas with the hope
Of controlling migration. In order to keep people out of
the cities, they argue, it will be necessary to create
Morxe jobs in agriculture and increase rural living
St andards to a level where it no longer becomes profitable
to try the odds for an urban job. This calls for both

L ncreased rural incomes and additional rural amenities.
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Increased agricultural production can be achieved
by clearing new land or by increasing the productivity of
presently cultivated land. Opening new land for settle-
ment has not been overly successful for a variety of
reasons. In a country of already dense population in

re lation to the carrying capacity of the land, all of the
good land will usually be occupied, leaving only marginal
land to be opened by the settler. Most of the people who
move to settlement schemes are very poor, thus are unable
t o make capital investments in the land, and are often

S hort on skills. The most common result is for the
govwvernment to invest much more in the settlement scheme
than could ever be justified on purely economic criteria
(X.ewis, 1964, pp. 299-310).

Ruthenberg summarizes problems of the Kenya agri-
Cu\ ltural schemes as follows: (1) There is seldom a cash
CXrop capable of providing sufficient income to meet ex-
Penses. (2) Unjustifiably large expenditures go to
hOUSing, feeder roads, water supplies, etc. (3) Settlers
QAre usually either the poorest farmers, uninterested in
farming, or the formerly landless who possess few manage-
Ment skills. (4) Economic returns are not sufficient to
QAttract the better farmers. (5) Squatters, one group for
Whom the settlements were designed, often prefer to remain
Where they are rather than move to a new area and subject

Chemselves to new rules. (6) The agency responsible for
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the scheme often tries to do more than is technically,
economically and administratively possible. (7) When
settlers fail to practice good husbandry and agriculture
there is rarely any consistent policy of reprimand or
corrxection. (8) The number and quality of staff the
scheme could afford is generally insufficient to meet
the needs, while an adequate staff is prohibitively ex-
Pensive. (9) Little or no continuity of policy is detri-
mental to good operations. (10) The average cost for
thirteen schemes has been about Kb 312 (U.S. $800) per
family, but that figure does not include the cost of
Settlement Officers' salaries (likely to be the most
€Xpensive item), overhead costs of associated government
Units and the interest charges on the money invested
(Ruthenberg, 1966, pp. 55-56).

The repeated failures of settlement schemes in
Ot her African countries such as Ghana (Miracle and
Seidman, 1968, p. 2), Nigeria (Baldwin, 1957, pp. 166-
171), and Tanzania (de Wilde, 1967, pp. 419-420) has led
Planners to abandon this method of development. The
degree of success seldom justifies the level of expendi-
Ture. Given a limited amount of money it seems more
SXpedient to spend it on intensification of presently
Qclcupied land.

Consideration will now be given specifically to

the Kenya economy based on the problems of employment



16

generation in both rural and urban areas, and the gener-

ation of foreign exchange.

The Kenya Economy: An Overview

The purpose of this section is to examine the main
sectors of the Kenya economy in order to evaluate their
contribution toward reducing the problems of employment
and foreign exchange. A three-fold breakdown of (1) the
modern sector, with special emphasis on the role of in-
dustrialization; (2) tourism; and (3) agriculture, will
be used. Discussion will also be included on the principal
eXports as well as the principal objectives of the 1970-74

Kenya Development Plan.

T& Modern Sector

In 1964 the modern sector of the Kenya economy
QCccounted for about 64 percent of all wage employment.
The remainder consisted of employees on small-holder
farms outside the settlement schemes, employees of the
Settlement schemes and rural non-agricultural activities.
In the rural areas the distinction between wage employ-
Ment and self-employment is not always clear-cut. A farm
Owner may work occasionally for someone else, for the
9Overnment, or perhaps in a nearby town. Thus a fair
Nunmber of people probably are counted twice, as wage
el'l'lployees and as self-employeed. Altogether there were

QAbout 4,200,000 persons in Kenya engaged in economic

e
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activities in 1968, including those counted twice. All
wage employees accounted for roughly one-fourth of that
total (Kenya, 1968, pp. 119-120).

Employment (see Table 1) in the private modern
sector (wage employment in privately owned enterprises)
has actually been declining in recent years. Between
1965 and 1968 there was an overall decrease in employment
of 3.7 percent. The decline in agricultural employment
can be attributed to the transfer of ownership from the
large-scale European farms to private smallholder status,
with the former wage employees becoming self-employed.
The steady decline in commercial employment is probably
due to the departure of non-citizen Asians and Europeans.
Also the departure of these high-income people and their
Puxrxchasing power would have the effect of depressing this
industry. The only classifications accounting for a
Significant increase in number of employees are manu-
facturing and repairs, and building and construction
(Kenya, 1969, p. 121).

Had it not been for a steady rise in government
Smployment, the overall modern sector would have declined
in employment between 1965 and 1968. The public sector,
Which in 1968 accounted for about 36 percent of the modern
Sector grew by 14.9 percent between 1965 and 1968. About
Chree-fourths of the public sector employment is accounted

for the Kenya Government and local governments. When the
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TABLE l.--Employment in the "Modern" Sector, 1965-1968.

Number of Employees ('000) Percent
Private Sector Change,
1965 1966 1967 1968 1965-68

Agriculture & Forest 202.4 188.1 172.7 173.0 -14.5
Mining & Quarrying 2.3 2.3 2.4 2.9 26.0
Manufacture & Repair 52.1 52.4 56.8 58.2 11.7
Building & Con-

struction 8.7 10.3 17.4 18.1 108.0
Electricity & Water 2.5 2.7 2.8 2.7 8.0
Commerce 46.5 46.1 43.5 40.1 -13.7
Trxr ansport & Com-

munication 12.0 14.8 18.1 18.0 50.0
Other Services 75.8 79.3 75.2 73.6 - 2.9
Total Private Sector 402.0 396.0 388.6 386.8 - 3.7
Public Sector 188.2 200.4 212.2 221.9 17.9
Total 590.2 596.4 600.8 608.7 3.0

Source: Kenya Economic Survey, 1969, pp. 120-121.

€ntire modern sector, both public and private, is con-
Sidered, the increase in employment between 1965 and 1968
Qmounted to 3.2 percent, or about 1 percent per year.
c':>n.«=.iderin<_:1 that the modern sector is primarily urban,
ANndg that it employs only 14.5 percent of all people en-
Jaged in economic activity, the growth rates mentioned
QAbove are unimpressive. Indeed, the contribution to
total employment provided by this sector is minimal
(Kenya, 1969, pp. 119-122). It should be noted in
ekamim‘.ng Table 1 that while most categories showed large
pe:l:‘cent:age increases in employment for the 1965-1968

period, their contribution to employment expansion is
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not large due to the small base. The two categories
showing the greatest decline in employment, agriculture
and forestry, and commerce, were also the largest em-
ployers. Therefore employment in the private sector

declined by over 1 percent per year.

Industrialization

The potential for manufacturing expansion in
Kenya is limited by a small natural resource base that
does not show much promise for future expansion, by a
limited domestic market, and by rising unit costs that
make Kenya products less competitive in the world market.
There is no single natural resource in Kenya, such as
Petroleum, that could serve to support a major industrial
COmplex. The national market, limited in size and pur-
Chasing power, could be expanded to include all of East
Africa; but the worsening political climate between
Kenya, Uganda and Tanzania precludes basing large-scale
industrialization on such a market. 1In spite of the fact
that Kenya has a vast reservoir of cheap labor the unit
COsts of manufactured items are high. This is due largely
o lack of worker training and skill, caused by the utter
Newness of the factory discipline and rules. Unfortu-
Nately, the net result is a per unit-cost that matches or
Surpasses that of the developed countries. And consider-
ing transport costs and tariff barriers, the overseas

Market is quite limited (IBRD, 1963, pp. 153-154).
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The Kenya government remains committed to the
process of industrialization primarily because of the
need for foreign exchange earnings. The country has not
yvet exhausted the opportunities for import substitution
industries. An additional national goal is to increase
the degree of processing on raw materials produced in the
country and gradually move to the exportation of processed
goods rather than raw materials (Kenya, 1969, pp. 304-305).

As regards the annual increase in manufacturing
output, Kenya has been doing rather well. Overall manu-
facturing production rose from a 1964 base of 100 to 105
in 1965, to 112 in 1966, to 116 in 1967, and to 125 in
1968. The average growth was 6.2 percent per year
(Kenya, 1969b, p. 83). These figures suggest that while
Manufacturing output is increasing enough to make it
important as a factor in import substitution aimed at
Sawving foreign exchange, it is not nearly as successful
At employment generation.

The 1970-1974 Kenya Development Plan calls for an

8.9 percent annual increase in manufacturing production
between 1967 and 1974. Given past performance of manu-
facturing output an increase of this order of magnitude
d°es not seem unreasonable. It also calls for an annual
inC:rease of 3.7 percent in manufacturing employment,

e’ﬁactly the same as the 1965 to 1968 mean (Kenya, 1969,

B. 314y,
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No mineral wealth of great consequence has been
discovered in Kenya to date, nor are any great discoveries
anticipated in the near future. O0il exploration that
began in 1960 has almost completely been abandoned.
Almost half of the mineral production is accounted for
by soda ash. Salt makes up about one-fourth of the total
Production and gold about one-sixth. Overall, employment
in mining and quarrying amounts to less than three thou-
sand people, and in 1967 it accounted for only 1.3 per-
cent of the total exports (IBRD, 1963, pp. 146-150;

Kenya, 1969, pp. 153-156; Kenya, 1969a, pp. 93-95).

Tourism

Tourism is the fastest growing segment of the
Kenya economy. In 1963 the International Bank for Re-
COnstruction and Development mission to Kenya suggested
that because of its important contribution to foreign
e"‘C:hange earnings, tourism be given the highest invest-
Ment priority (IBRD, 1963, pp. 170-175). Importantly,
the annual increase in the number of foreign visitors is
c'~11:-rent:ly on the order of 25 percent. The total number
of foreign visitors rose from 50,000 in 1962 to 257,000
in 1968 (Kenya, 1967a, p. 66; Kenya, 1969a, p. 101). In
te3l:‘ms of foreign exchange earnings tourism ranks third
to the general categories of primary agricultural pro-
c':l"‘le‘l:ss and manufactured products. It is larger than any

sil’lgle agricultural or manufacturing export. In 1968
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foreign exchange earnings from tourism amounted to Kb 15
million (U.S. $38 million) and is expected to increase to
K& 37 million (U.S. $95 million) in 1974. The figure for
19 74 represents about 75 percent of the total income de-

riwed from tourism, the other 25 percent will go for the
co st of imported goods used by the industry and repatri-
at ion of profits (Kenya, 1969, pp. 427-428).

In terms of employment the tourist industry is not
imp ortant to the Kenya economy, for the current employment
amounts to about 20,000 people and the projected employ-
memnt for 1974 is roughly 40,000. This amounts to slightly
less than 1 percent of the economically active population
(Kenya, 1969a, p. 452). Thus tourism justifiably ranks
Vexy high on the investment priority list because of the
foreign exchange it generates, but unfortunately the same

QX gument cannot be used for employment generation.

A-&r iculture

Agriculture has been and will continue to be the
Ma jor sector of the Kenya economy. In terms of export
PX oquction for the earning of foreign exchange it is
el-'lrl':ent:ly the leader. 1In the realm of employment gener-
a'tiOn agriculture is also the most important. Largely
béeause of the latter reason agriculture has been given
the highest priority in the allocation of financial and

t
S <hnical resources (IBRD, 1963, p. 63).
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Agriculture's contribution to the Gross Domestic

Product of Kenya is the obvious reason for its high
priority position. In 1967 non-monetary agriculture
made up about 21 percent of total output and in the
monetary sector about 13 percent. About one-third of
the GDP consisted of agricultural products and about 60
pexcent of the value of commodity exports are raw or
processed agricultural products. Of utmost importance
is the fact that about three-quarters of the population
dexives its livelihood from the land (Kenya, 1969, p.
191).

The following is a brief evaluation of each of
the major cash crops and grade cattle treated in this
di ssertation in terms of the contribution to export
€arnings, and employment and the prospects for future
Fxowth.

Coffee, the leading export cash crop, faces at
tbQs.st an uncertain future. The 1962 International Coffee
‘z\sgreement set export quotas for producing countries be-
< suse of a tendency for world production to amount to
[About 130 percent of annual consumption. Therefore, in
L 964 Kenya imposed a ban on further plantings of coffee
T xees. 014 trees could be replaced and new growers could
S nter the market via the division of old plantings among
Nlew farmers. As will be seen later, the ban on further

“offee plantings has not been enforced rigorously in

=
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Kisii District. Fortunately, the Kenya-grown aribica
coffee commands premium prices on the world market, and
with a quality improvement campaign underway, it should
be possible to increase export earnings while remaining
within the quota (IBRD, 1963, pp. 116-120; Kenya, 1969a,
P. 44).

Recently an increasing percentage of coffee pro-
duction has come from small-holder plots as opposed to

estates. In 1964 small-holders produced about 40 percent

Of the total compared to about 60 percent in 1967. This
was primarily due to the breakup of European-owned estates
that were convered to small-holder African agriculture.
While it does not represent any significant increase in
the number of Africans working on coffee production, it
does show an increase in coffee-tree ownership by African
£ armers (Kenya, 1969, p. 70).

Tea acreage has increased in recent years and plans

S xe to continue the expansion. In 1968 a total of about

3 3,000 hectares (81,500 acres) of tea was divided two-
T hiras on large-scale estates and one-third on small-
}1<Dlder farms. By 1974 about 52 percent of the total
El<:reage should be on small farms. This amounts to a
1o percent increase in acreage on the tea estates and

Q120 percent increase in small-holder acreage (Kenya,

1L 969, pp. 245-246).
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The international price for tea fell somewhat when
the British devalued the pound sterling, but increased
production in Kenya caused foreign exchange earnings to
increase. However, the reduction in price may discourage
others from planting. Tea ranks second only to coffee
on the list of major exports, with K& 10 million (U.S.
$26 million) worth exported in 1968 (Kenya, 1969b, p. 43).
The Kenya Tea Development Authority does not want to ex-
bpand the area of tea production but instead to intensify

P X oduction in those areas where it is already grown.
This will allow a reduction in the unit cost of trans-
Poxt and other overhead costs (Kenya, 1969, p. 246).

Expanded pyrethrum* production will probably be
Very dependent on two international developments. First
is the great demand from the developed countries that
Want to discontinue the use of synthetic insecticides
S\ach as DDT. Second is the marketing of an inexpensive
S ynthetic for pyrethrum that is acceptable to these same
<untries. If more countries ban the use of DDT the
QAemand could skyrocket, but if an effective and cheap
SsE.Inthetic is marketed it could spell disaster to Kenya
B yrethrum producers. In anticipation of future market
W rcertainties the Pyrethrum Marketing Board is working

T o increase the efficiency of production and processing,
S ——

. *Pyrethrins, the extract of the pyrethrum flower,
1 s in great demand as it is a non-toxic, biodegradable
_QqQditive for insecticides.

T -
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foxr as prices decline that is the only way the industry
can survive. New varities of pyrethrum are being de-
veloped that will yield more flowers per acre and a higher

content of pyrethrins. The higher content will greatly

reduce the cost of extracting the pyrethrins from the
dried flowers. The higher yields and content will allow
a xeduction of about 40 percent in the pyrethrum area.
So while exports have increased in the last year or two
the Pyrethrum Marketing Board is not overly optimistic
aout the future, as it plans for declining prices and
an uncertain market (IBRD, 1963, pp. 125-126; Kenya,
1969, p. 249; Kenya, 196%9a, pp. 67-68).

In terms of foreign exchange earnings pyrethrum
€Xxtract (pyrethrins) lost ground between 1966 and 1969
When the amount exported was worth Kb 2.4 million (U.S.
$ 6.1 million) and Kb 2.2 million (U.S. $5.6 million),
T e@spectively. By 1974 the contribution of pyrethrum to
ereign exchange earnings is expected to decrease by
[|hoout 1/2 percent (Standard Bank, 1970, p. 2). The labor
ihtensive nature of pyrethrum production is borne out by
T he fact that 75 percent of the production comes from
S tnall-scale farms (Kenya, 1969, p. 249).

Passion fruit production is concentrated in the
K isii and Sotik area, but a new area of production is
S pening up in Thika, north of Nairobi, where a new

P xocessing plant is under construction. In 1965 the
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passion fruit industry was nearly wiped out by the brown
spot disease, and only in 1970 did production reach pre-
vious levels. If the North American market opens up,
production could be tripled immediately (Interview No. 5).
However, in anticipation of a slowly expanding market pro-
duction is not scheduled to triple until 1974. Even then
the total amount of foreign exchange earned will be on
the order of K& 210,000 (U.S. $540,000), a rather small
figure when compared to the other principal export crops.
Al most all production will continue to be on small farms.
In the Kisii area it is anticipated that passion fruit
Wi 11 replace pyrethrum as the relative price structure
beegins to favor the former (Kenya, 1969, pp. 250-251;
Kenya, 1969a, p. 69, and Interview No. 4).
Maize production has increased tremendously in
T'ecent years, largely due to the introduction of hybrid
V' &arijeties. In 1965, for example, some 80,000 metric tons
S £ npaize were imported from the United States, and during
tl}le first few months of 1966 another 140,000 metric tons
“Were imported (Kenya, 1967a, p. 32). By 1968 production
:kliid increased to the point where the government, through
t:}Ie Maize and Produce Board, was able to export 250,000
Meatric tons, worth Kb 4.8 million (U.S. $12.3 million)
(Xenya, 1969b, p. 65). But in order to do this the
FoOvernment subsidized the Maize and Produce Board about
KSh.0.14 (U.S. $0.02) per kilogram. In the future the

T armer will be paid less for his product as the
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efficiencies brought about by the introduction of hybrid
varieties lower costs. Also, more efficient bulk handling
facilities will lower the cost of transporting the maize
from farm to dockside by about KSh. 0.07 (U.S. $0.01) per
ki logram. The amount of maise exported is expected to
ri se to 430,000 metric tons, wroth Kk 7.6 million (U.S.
$19.5 million) by 1974. However, at that time there will
be no government subsidy, thus the value to export earn-
ings will be much greater than before. Currently most

f axmers grow some maize and in a few years nearly all of
them will be growing hybrid varieties. Some use will
hawve to be found for excess production. In anticipation
OFf this, maize will increasingly be used for stockfeed
(Kenya, 1969, pp. 237-238).

Approximately four-fifths of Kenya is too dry for
Su\altivation so the government is looking to cattle as a
Way to intensify the utliization of this land. Of the
< stimated 7 to 7.5 million cattle in the country, only a
Sxall portion are being raised for commercial purposes.
Most are owned by semi-nomadic herders who do not raise
 he animals specifically to be sold or to produce milk.
QI.xrrent:ly most of the cattle are not of a sufficient
Yuality to be sold on either the Kenya urban or the
i nternational market. Also, they do not produce enough
™M jilk to be of great value to the owner. Today, through-
Sut the country, efforts are underway to increase the

Tuality of the cattle. This is done either through the
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introduction of grade cattle to replace the local cattle
or through a program of upgrading via artificial insemi-
nation (Kenya, 1969, pp. 251-268).

About 25 percent of the total cattle slaughterings
are marketed through the Kenya Meat Commission and about
ha lf of this es exported while the remainder is sold in
the urban areas. There is a ready market, both local and
international, for beef, so the limitations on the growth
of the industry are on the supply side. As for the dairy

j—rldustry, there are two trends. One is an effort to in-
Crease the amount of milk available for the urban areas
and for the Kenya Cooperative Creamery, Ltd. to process
into cheese and dry milk. The other is to expand the
Availability of milk for consumption by the rural African
Population. In order to accomplish these goals grade
<ows are replacing the zebu cows that produce only about
One-tenth as much milk. With higher production per cow
T he number of animals in the more densely populated areas
Should go down. In this way, with virtually no change in
Aand requirements, milk could be made available to the
docal people (IBRD, 1963, pp. 126-132; Kenya, 1969, pp.
<=251-268; Kenya, 1969a, pp. 74-78).

Principal Exports

The respective roles of agriculture, manufacturing
|Qnd tourism in the export economy of Kenya can be ascer-

tained from Table 2. As far as commodity exports are
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TABIE 2.--Exports of Commodities and Services, 1967 and
1974.

Share of Total, %

1967 1974

A g x icultural Primary Products
Coffee
T ea
Maize
Wheat
Rice
Sisal
Cotton
O+ther Agricultural Products
1. Total Agricultural Products

(]
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P xrocessed Agricultural Products

Meat Products 2.6 1.9
Dairy Products 1.7 0.5
Canned Fruits & Vegetables 0.9 1.5
Pyrethrum Products 2.2 1.8
Wattle Products 0.7 0.3
Animal & Vegetable 0Oils & Fats 0.3 0.3
Other Processed Agricultural
Products 1.2 1.1 R
2. Total Processed Agricultural
Products 9.6 7.5
3. Total Primary & Processed
Agricultural Products (1&2) 35.9 34,1
4. Forestry, Hunting & Forestry 0.5 0.4
S. Minerals 1.3 0.8
St her Manufactured Products
Beverages and Tobacco 0.7 0.4
Textiles 1.8 1.5
Clothing & Footwear 1.6 2.0
Wood Products 1.0 0.9
Paper and Printing 1.7 1.5
X.eather Products 0.2 0.5
Rubber Products 0.3 1.1
Chemical Products 2.8 4.3
Petroleum Products 9.0 7.0
Other Mineral Products 1.5 1.6
Metal Products & Machinery 2.3 1.6
Miscellaneous Products 0.4 0.5
€. Total "Other" Manufactured
Products 23.4 22.9
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TABIE 2.--Continued.

Share of Total, %
1967 1974

7 - Total All Manufactured
Products (2+6) 33.0 30.3

8 . Total Commodity Exports
(1+4+5+7) 61.2 58.2

Exports of Services
F'reight and Insurance 7.4 7.3
O+ther Transportation 12.3 11.4
Foreign Travel (Tourism) 11.3 18.0
O+ther Services 7.9 5.1
9. Total Services 38.8 41.8
1. 0. Total Exports of Commodities

& Services (8+9) 100.0 100.0

S ource: 1970-74 Kenya Development Plan,

pPp. 153 and 157.



32

concerned, the relationships between the various cate-
gox ies will remain substantially the same. Primary and
P X o cessed agricultural products will continue to dominate
w At h about 35 percent of total exports for the period 1967
t o 1974. Coffee and tea will continue to dominate agri-
<\ 1 tural exports, but tea will gain and coffee will de-
< 1 ine in relative position. Maize will climb to 3.7
Pexcent of all exports by 1974. Manufactured products
“Wi 11 decline slightly from 23.4 percent of total exports
in 1967 to 22.9 percent in 1974. This seeming stagnation
i s largely due to more of the products being kept in
I<<Enya as import substitutes. By far the biggest gain in
T he balance of payments account will be made by tourism.
W ith an anticipated annual gain of 14.1 percent this
& tegory will bring in fully 18.0 of all foreign exchange
A1 1974, or Kb 37 million (U.S. $95 million). This com-
P ayes with 9.7 percent and 7.7 percent, respectively, for
<< ffee and tea. Another service category, simply labeled
- S ther transportation" is expected to bring in K& 23.5
IT‘-‘i-llion (U.S. $60.2 million) in 1974 or 11.4 percent of
T otal exports (Kenya, 1969, pp. 153-156).

Principal Objectives of the Kenya
Development Plan, 1970-74

The basic objective of the 1970-74 Kenya Develop-

PQ\Q nt Plan can be summed up in the following quote:
e

<~ .« .« rural development should not be seen as a special

LRSS g~

e
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pxogramme but as the underlying strategy of the whole
P 1 an" (Kenya, 1969, p. 2). The reasons for the emphasis
o rx2 xural development are three. First, is the desire
.o attain a more uniform and equitable distribution of
t I e national income between economic sectors, individuals
arnd areas of the country. Second, by creating better

A i wing conditions, higher incomes and more employment

O pportunities in the rural areas it is hoped that the
mMassive movement to the urban areas will be reduced.
‘Third, it is recognized that the modern sector, and
EP>arxticularly the industrial sector, will not be able to
TFenerate sufficient employment opportunities, so efforts
|| xe now directed to the rural areas to achieve that end

(Xenya, 1969a, pp. 1-4, 11-12, 15-16).

Due to its small portion of the total economy,
wage employment in industry and commerce will not be a
s:ignif:i.cant generator of employment, even at the highest
S nceivable growth rates. Therefore the Plan is geared
tQWard the creation of self-employment opportunities in
the rural areas on large-scale farms, small-holder farms
th in rural non-agricultural activities.
An important goal of the Plan is free and uni-

\’Qtsal primary education. But the very achievement of
thet goal can exacerbate problems. An urban, or at least
= Xon-agricultural bias in education is a large cause of

llt‘ban migration. Curriculum changes could do much to

=y
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3 e s ssen urban and wage employment aspirations and strengthen
a x> ural orientation.

Rural development is more than just agricultural
A e~ elopment. It is also the improvement of rural amenities
s\ cch as health care, housing and water supplies. These
imp rovements will not take place in the rural areas them-
S e 1 ves during the plan period, but will be located in
N\merous small urban centers and what are classified as
mMi&a jor rural centers. Efforts are being made to increase
T he attractiveness of major urban areas other than Nairobi
=14 Mombasa. The principal method will involve the placing

< £ new factories and other enterprises in designated

A xDban growth centers to act as a stimulus to concomitant
T T owth. Over the Plan period Kb 43 million (U.S. $111
l-"-‘:Lll:i.on) will be spent on improving the secondary feeder
road system to tie into the already adequate primary road
network. This will help to alleviate the rural-urban
diSparity in living conditions.

Import substitution industries and controls on
the importation of luxury items will help to keep the
b'e~lance of payments deficit to a minimum. A major com-
le‘lent of the future foreign exchange picture will be
tg\lrism, for it significantly lowers the country's
Qe . .

¥>endence on foreign capital for development. To meet
QQ" 1 t needs not met by domestic savings, foreign
elopmen s Yy gs, g

i
h\"estment will be encouraged. The government has
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P rovided guarantees on the repatriation of profits and
c— ap>ital, and on compensation in the event of nationali-

= ation (Kenya, 1969, pp. 1-19).

Conclusion
The above examination of the Kenya economy should

mMia ke clear the reasons why the government is turning more
Tt owards rural development rather than towards accelerated
Y xrban development. Problems engendered by urban growth
QX e simply exacerbated by attempts to solve them by the
|application of resources to the urban areas. New urban
3 ©bs often increase, rather than decrease, urban unemploy-
™Ment as they may attract a greater number of migrants.
L £ the ability of a city to adequately accommodate more
EF>eocople is increased that new-found ability is frequently
> erwhelmed by masses of new migrants. The shift in
STnphasis towards rural development is an attempt to

S ©1ve some of the problems of production, employment
I Qq the provision of social amenities at their source
th‘i reduce the concentration of these problems in the

Qal‘ties of Kenya.

—a
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CHAPTER II

SPATIAL AND TEMPORAL DIFFUSION PROCESSES:

A REVIEW AND INTEGRATION

Introduction

The purpose of this chapter is to (1) review the
X" elevant literature on the diffusion of agricultural inno-
“ations as it pertains to social characteristics of
A dopters, innovation characteristics, and sources and
T ypes of information; (2) review recent spatial diffusion
L i terature commenting specifically on the relationships
B etween spatial and temporal diffusion; and (3) attempt
to integrate the basic concepts of temporal and spatial

<24 ffusion into an explanatory model.

Temporal Diffusion

The social system in which innovation diffusion
© akes place is a collection of interacting and function-
=2 ly differentiated units. The intensity of interaction
|[ng the distance over which it takes place are directly
e lated to the degree of functional differentiation be-
Qa-‘use each spatial unit may tend to perform functions

ansiderably different from neighboring spatial units.

36
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Thus, in a more modernized society individual spatial units
have more functional differentiation so there will be more
interaction over space. Increased functional and spatial
differentiation will cause a lessening in intensity of
local interactions and an increase in wide-ranging re-
lations. In a more traditional society where each spatial
unit performs the same basic functions the intensity of
interaction will be most intense with those units in close
Propinquity and less intense with non-adjacent units. For
éX ample, in a densely populated agricultural area of 100
Square miles where any single square mile is nearly identi-
€& 1 in character to any other [square mile] there will be
13 ttle need for interaction between non-adjacent units
Sdince they all perform the same basic functions. So the
Sharacter of the local milieu strongly influences the
Process of diffusion (Timms, 1971, pp. 138-140; and

Wi 1 son and Wilson, 1945, pp. 24-44).

Adopter Categories

Most diffusion research on agricultural inno-
VAatijons starts with the readily observed notion that
improved farm practices are not uniformly accepted within
a Population. The basic hypothesis posited is that differ-
ing personal characteristics lead some people to adopt
inhovations more readily than others. Considerable
L@ search has been directed toward dividing a population

Into groups according to the relative date of adoption as
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compared to others in their social system. The most common
set of adopter categories is that postulated by Rogers
(Robers, 1971, pp. 183-185). They are: (1) innovators,
(2) early adopters, (3) early majority, (4) late majority,

and (5) laggards.

Figure 1
ADOPTER CATEGORIES

Early Majority Late Majority

Early Adopters

2%%
] 13% % i

Laggards

|
|
|
Innovators H
1

34% 34% 1 16%

TIME OF ADOPTION OF INNOVATION ——s=

Through the use of field surveys and data
Annalysis it was determined that earlier adopters in India
belonged to higher casts (Bose, 1961), were more literate
(Rahudkar, 1962; Savale, 1966), had more education, were
©f & higher social status, had larger farms, and were
MOxr e wealthy (Shetty, 1966). While most studies seem to
ind jcate that young people are more prone to adopt some-
thirxg new, Chaudhari and others (Chaudhari, 1967) found
the opposite tendency (see also, Marsh and Coleman, 1955;
Sross, 1949; Graham, 1956).

Earlier adopters have greater exposure to both
interpersonal and mass media communication channels than

later adopters. Thus, earlier adopters will have a wider
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spatial range of personal contacts, whereas later adopters

tend to have highly localized personal contact patterns.
Also, earlier adopters rely more heavily on mass media
communication channels than later adopters, and later

adopters require more interpersonal communication before

they will adopt an innovation. The communication pattern

of earlier adopters is thus characterized as being more
cosmopolite while the later adopter is more localite

(Rogers, 1971, pp. 188-191).

Characteristics of Innovations

Simple logic would suggest that the overt charac-

teristics of an innovation should have an influence on

the rate of adoption, and indeed, such is the case. Most

characteristics of innovations can be categorized accord-

ing to the system suggested by Rogers. The five cate-
dOxrijies are: (1) relative advantage, (2) compatibility,
(3) complexity, (4) trialability and (5) observability
(Rogers, 1971, pp. 137-157).

Even though different researchers have generally
|9 xeed on the major characteristics, there is not agree-

Ment on the relative influence of each. As regards farm

practices, one of the most important controversies started

when Griliches (Griliches, 1957, pp. 501-522) examined
ngional differences in the rates of adoption and use of
lF)“l’l:»rid seed corn in the United States. He argued that

t}le delay in the development of hybrids suitable for a

o e — . s e gy
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particular area and the delay of seed producers in pro-
viding seed for those areas was explained by varying
profitability. Profitability here was defined as the
density of the potential adoption market, costs of the

innovation and marketing costs. Differences in the maxi-

mum potential rate of adoption and the rate of adoption
over time were explained, in part at least, by differences
in profitability between hybrid and open pollenated
varieties.

Later Havens and Rogers (Havens and Rogers, 1961,
pp. 409-414) stated that an innovation must be economically
profitable even to be considered by most farmers, but the
interaction effect (defined as the informal pressure to
adopt caused when those who have adopted an innovation
influence those who have not yet adopted) was the most
important variable in explaining the rate of adoption over

time. Every acceptance of the innovation served as a

St imulus for the non-adopters to accept. They maintained
that if the only variable were profitability, the rate
of adoption would be as rapid as profitability could be
Qemonstrated.

Griliches responded (Griliches, 1962, pp. 327-330)
With a comment critical of the Havens and Rogers article
Sn the interaction effect because, he claimed, rather
t:}lan ignoring the interaction effect, his model was based

S . . .
T2 jt, and that the differences in the average rate of

=
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adoption between different situations could not be ex-
plained by interaction. Finally, Rogers and Havens
(Rogers and Havens, 1962, pp. 330-332) wrote a rejoinder
to Griliches explaining that the argument was over the
relative importance of profitability versus interaction.
Griliches contended that profitability was the most im-
portant factor while Rogers and Havens contended that
profitability was necessary for adoption to take place

at all, but interaction explained the rate of adoption

from year to year, and perhaps even spatially.

Unless the innovation in question provides a
significant increase in return, (Desai and Sharma, 1966,
Pp. 141-154), no matter what the initial cost, it will
not be adopted. Desai agrees with Rogers and Havens in
that regard but not with Fliegel and Kivlin, and Jones
(Fliegel and Kivlin, 1962, pp. 364-370; Jones, 1967, pp.

1-34). 1n separate statements they contend that high-
CO st practices are adopted at least as fast as low-cost
innovations. However, four years later Fliegel and
Kiwviin (Fliegel and Kivlin, 1966, pp. 197-206) reversed
T henselves on the basis of new evidence and maintained
tha.t cost was a factor. Cost effects the adoption rate
aeCQrding to the size of the farm in question primarily
because the medium- and large-scale farmers perceive ex-
P ensive items as investments whereas the small-scale

fﬁrmer sees only the cost.
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Day (Day, 1971, pp. 68-76) has further postulated
a series of economic factors that will influence the

adoption of new techniques. These could be subsumed under

the rubric of relative advantage of the innovation in the
(1) The

Rogers schema. Briefly, they are as follows:

magnitude of the capital investment necessary for adoption

is directly related to the economic return expected. Often

a gradual decline in further adoption is caused by the
lowered expected profitability of additional investment

because new techniques may lead to increased output which

can saturate the market. (2) Uncertainty of economic re-

turn may reduce the adoption rate or the extent to which

an individual firm or person adopts. Also, there may be

the desire to save capital to invest in new and improved

techniques as they come along, thus reducing the adoption

rate for the old innovation. (3) The availability of the

innovation may not be sufficient to allow all who want to

A opt to do so. (4) The supply of financial capital may

No+t be sufficient to allow all desired adoptions to take
P lace. (5) Given the fact that managerial skills tend to
be normally distributed there will be laggards who refuse

to adopt until almost everyone else has done so. (6) A

Social system in a state of change induced disequilibrium
n“fiy lead to a decline in enthusiasm for a new product or
B xocess. (7) Newer technologies may replace the old

kb!afore the old is fully adopted.

P M et LT
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Innovations that are highly compatible with
existing practices tend to be adopted more rapidly
(Fliegel and Kivlin, 1962, pp. 346-370). A change that
requires a complete reversal from the current practice
has a lower probability of adoption than one that requires
only a minor change. For example, the replacement of
local maize with hybrid maize requires a minimum of change
on the part of the farmer and therefore hybrid maize
usually has a high rate of adoption. However, if the

new maize has a taste or consistency that is incompatible
with established preferences it will very likely have a
Slow rate of adoption, have a high rate of discontinuance,
Or it may even be rejected outright (Rogers, 1971, pp.
117-118).

The social system through which the innovation is
diffusing is related to the impact of innovation complex-
ity (Fliegel and Kivlin, 1966, pp. 235-248). Thus, if the
SOciety is western and highly mechanized a new practice
SAa&an be quite complex with no reduction in the adoption
T'Aate, but in a non-western non-mechanical society the
irlnovation could not be very complex before the rate of
EléiOption was reduced.

The possibility of trying an innovation on a
Small scale generally has the effect of improving the
E)<Dssibilities of adoption, but occasionally such is not

tz}le case, as Fliegel and Kivlin found no relationship

P T P
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between the two (Fliegel and Kivlin, 1962, pp. 364-370).

An important variable in the adoption rate is the obser-
vation of good results obtained by neighbors. Seeing
others succeed with the innovation apparently is an in-
centive to adopt (Lindstrom, 1958, pp. 171-183). There-
fore, it is logical to assume that physical objects will
be more readily adopted because of their readily observed
attributes. A visible physical innovation leaves little
doubt as to its use or potential; however, non-material
innovations, such as a new farm practice, may not have
this favorable characteristic (Burnett, 1967, pp. 351-363).
An individual's overall perception of an inno-
Vation is the sum of each of these categories of inno-
Vation characteristics. Total innovation perception
Tanges on a continuum from highly positive to highly
Negative. The way an individual perceives an innovation
Wi 11 determine the character of the message he passes by
irlterpersonal channeis. It is hypothesized that the more
PO sitive the composite of innovation characteristics the
More likely an adopter will communicate that message to
a non-adopter. Thus, the overall character of an
Eic'1'Dpter's experience with an innovation is directly

T elated to the type of message he relays via interpersonal

< o©mnunication channels.

YTy
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Sources of Information
Information sources on innovations can be divided

into two groups: (1) informal, consisting of friends

and neighbors; and (2) formal, consisting of mass media

sources and agents of formal organizations, such as agri-

cultural extension services. As would be expected, farmers

in the United States and REurope learn more about inno-

vations from formal sources than do farmers in developing

countries. In Iowa (Smith, 1958, pp. 51-57), for example,

21 percent of the farmers learned of hybrid seed corn from

radio and farm journals, while 15 percent learned from

neighbors. All formal sources, such as newspapers, agri-

Cultural extension agents, and salesmen, would push this

figure towards 85 percent. By way of contrast, in India

76 percent of all farmers used informal sources to learn
about farm innovations while 24 percent used formal sources.
Al so, in the Indian case fully 87 percent of the laggards
WU s ed informal information sources, illuminating the great

importance of local sources of information for the laggard

X oup (Dasgupta, 1965, pp. 330-337).
In a related study of information sources that

X X lystrates differential media exposure Belcher found
1:l'lere was no relationship, contrary to expectations, be-
tween the acceptance of Salk polio vaccine and socio-

Ql-"l-‘l.tural factors considered important in the acceptance

L= Lo
T farm practices. The finding that rural blacks, who

yew
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are almost always low on socio-economic measurements,

exhibited a high rate of adoption of Salk polio vaccine

seemed surprising. In retrospect the reasons are clear

as there was widespread publicity about the vaccine using
all media sources and ample time for word-of-mouth communi-

cation to be fully operative. A controversy arose about

the safety and effectiveness of the Salk vaccine, but as
blacks did not have a high level of newspaper readership

they were less aware of the controversy and thus presented

themselves for innoculations at a higher rate (Becher,

1958, pp. 158-170). Similarly, studies have revealed

that among physicians information diffused via friend-

sShip networks that allow word-of-mouth communication

(Coleman, 1957, pp. 253-270). This illustrates that in

Virtually all situations information transmitted by
di xrect contact is a very important influence on the

AAQoption rate, even though exposure to mass media sources

Mi ght suggest otherwise.
It appears that as farmers approach a decision
A bout whether or not to adopt an innovation they seek out
™More authoritative sources such as an agricultural exten-
S ion agent or a neighbor with a reputation as a good

The important consideration is that these more
Thus, the

fa.rmer.
S \thoritative sources are all interpersonal.

chation of the information source in relation to the

:Eﬁrmer becomes important. If a perceived authoritative

<y
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information source is in close propinquity to the inde-
cisive farmer the probability is high that he will decide

to adopt. On the other hand, if an authoritative source

is not readily available the skeptical farmer probably

will not adopt (Mason, 1967, pp. 40-52; Rogers and Beal,

1958, pp. 329-335).
Knowledge can be divided into three types: (1)

awareness, that an innovation exists; (2) "how-to" knowl-

edge; and (3) prirciples knowledge. "How-to" knowledge
refers to the information needed to acquire and utilize
an innovation. Principles knowledge deals with the
underlying principles of the innovation. Awareness
knowledge must exist first, and principles knowledge is
Not necessary for successful adoption. That leaves "how-
to" knowledge as the most important when the decision to
Adopt is made. Two generalizations hold as regards "how-
to "™ knowledge. First, the more complex the innovation the
MoOre "how-to" knowledge required for a person to adopt.
SEE<:ond, earlier adopters require less "how-to" knowledge
|t the time of the adoption decision than later adopters.
At the time an innovator acquires an innovation there is
\'iirtually no "how-to" knowledge available from other than
™Mass media sources because few other local adoptions exist.
Ang mass media sources generally will not carry a great

[QUeal of highly localized "how-to" knowledge. Later

il<iopters secure most of their information from
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interpersonal sources, which at the time they adopt would

Possess abundant "how-to" knowledge because of the high

level of adoption nearby. Thus, the types of information

Sources available at different times in the adoption
Process provides a clue as to the degree of "how-to"

kKnowledge required by earlier or later adopters (Rogers,

1971, pp. 106-107).

In summary, a combination of the four basic com-
POnents of the diffusion process discussed here, acting

in concert, appear to have a major impact on the spatial

Aspects of diffusion. The interlocking interrelationships

Are as follows: (1) Areas with a minimum of functional

differentiation between spatial sub-units require little
horizontal interaction, therefore short distance communi-

Cation about an innovation results. (2) Earlier adopters

Utilize more mass media information sources whereas later

Adopters make more use of interpersonal communication

Channels. (3) Earlier adopters will adopt with a mini-

Tum of "how-to" knowledge, but later adopters require

Considerable "how-to" knowledge. (4) Earlier adopters

therefore will adopt with very few local information
Sources while later adopters require a higher level of

information from propinquitous sources. The nature of

information channels and the type of information required

thus effects the spatial diffusion process. (5) The sum

total of all innovation characteristics determines the
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positive or negative nature of the messages communicated

about the innovation.

Spatial Diffusion

Spatial diffusion seeks to add a spatial dimension
to temporal diffusion in an effort to complete the here-
tofore partial picture of the diffusion process. Until
Hagerstrand published his initial work on spatial dif-
fusion in 1952 (Hagerstrand, 1952), geographers generally
Considered only the particular item being diffused and not

the process involved, nor the degree to which the item was

found in an area. It was only with the introduction of

Quantitative techniques and behavioral interests that the
Xate of diffusion and the degree of intensity of occur-

X'ence could be considered. Hagerstrand argued that changes

in the spatial distribution of cultural elements were not
Yandom events, but followed certain identifiable patterns.

He also insisted that the principles controlling changes

Could be discovered. 1In the search for those principles

it becomes necessary to use certain selected surrogates

for measurement, but the surrogates are not the subject

Of the investigation. The subject is the process of

Spatial change and the influencing cultural processes.
Thus, geographic research on spatial diffusion has less
to do with the selected objects than with the geography

©f cultural behavior (see also Brown and Moore, 1969, pp.
119-157).
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Spatial Diffusion Research
by Non-Geographers

One of the most important forerunners of modern
sSpatial diffusion research was Pemberton, a sociologist,
wWwho attempted to explain the effects of culture contacts
On the rate of culture diffusion within a spatial frame-
WOrk. He found that the probability of contacts resulting
in the transfer of a culture trait are highest near the
Center of diffusion (Pemberton, 1938, pp. 246-251).

Even earlier, in 1932, Bossard analyzed five
thousand consecutive marriage licenses where one of the
Partners was a resident of Philadelphia to determine if
there was a relationship between a person's place of resi-
dence and the residence of the marriage partner (Bossard,
1932, pp. 219-224). This study, and other marriage studies
that followed (Davie, 1939, pp. 510-517; Abrams, 1943, pp.
288-294; Ellsworth, 1948, pp. 444-448; Clarke, 1952, pp.
17-22) showed that at least one-third of the couples lived

Within five blocks of each other. The two principle

factors associated with propinquity in marriage within
the urban area were distance and social segregation. All
other things being equal a person was most likely to
select a person living nearby for marriage. With vari-
ations in socio-economic characteristics being less
within a neighborhood than between neighborhoods, it was
Mmost likely that marriage would involve a person from

One's own neighborhood. However, there is a slight
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tendency for an increase in marriage partner selection
from greater distances simply because of the increase in
the numbers of potential partners.

Rural sociologists have been concerned with
neighborhood norms rather than the effects of distance
in the diffusion of farm practices (see, for example,
Lionberger and Hassinger, 1954, pp. 378-385; Marsh and
Coleman, 1954, pp. 385-389). The basic assumption is
that long-term personal associations among farmers will
Af fect their decision making. Farmers tend to be less
Mobjile than urban members of the population so they will
therefore interact with their neighbors for an extended
Period of time; thus mutual expectations and norms
develop that influence the behavior of the persons in-
Volved, and the individual does not act independently of
these norms and expectations. Young and Coleman have
Suggested that neighborhoods differ in the degree to
Which they use advanced agricultural practices, the
influence of neighbors and in the use of information
Sources (Young and Coleman, 1959, pp. 372-380). It is
9pparent that the interface between the spatial distri-
bution of socio-economic characteristics and the spatial
diffusion process has so far not been investigated to
any great extent.

Group formation is caused and facilitated by dis-

tance, because people in the same group or area tend to
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have more cultural traits, experiences, values, opinions

in common and contacts with each other than with more

distant individuals. Thus, for persons living in a given

area the mechanisms that would tend to define for them a
Personal contact field of limited range are as follows:

(1) the probability of unintentional contact declines with

di stance, (2) opportunities for intentional contact de-

Clines with distance, (3) knowledge about contact oppor-

tunities declines with distance, (4) group and area

homogeneity declines with distance, and (5) possibly
there are norms against distant personal contacts (Young

and Coleman, 1959, pp. 372-380).

Biologists and medical researchers have been in-
Volved with spatial communications through their research

On the spread of disease (Rapaport, 1951, pp. 85-92;

Landahl, 1953, pp. 367-383). The prime effort has been

to construct a spatially structured predictive model of
€epidemic spread where the probability of contact depends

on the distance between individuals. Every individual is

considered a point in a random network with the proba-
bility that there exists a communication route between
any given point in the network and any other point a

function of both point density and the distance between

the points. Using models, it is possible to predict the

Spread of a disease on the basis of its virility, point

density and the probability of contact between points.
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Types of Spatial Diffusion

Geographers have generally considered spatial
dif fusion from two viewpoints. First, differences in
cultural traits from place to place and the generalized
movements that have caused a particular distribution
(Stanislawski, 1946, pp. 105-140; Kniffen, 1946, pp.
549-577; Deshler, 1965, p. 612). Second, the processes
inwvolved in the movement are investigated, with the item
di ffused being relatively unimportant.

Later, expansion diffusion will be discussed in
detail, but first the other types of spatial diffusion
Will be briefly introduced.

Relocation Diffusion.--The most obvious example

OFf relocation diffusion is migration, where the item
being diffused actually transfers location (see, for
©xample, Demko and Cassetti, 1970, pp. 533-539; Carol,
1971, pp. 369-373; Villeneuve, 1970, pp. 369-375). Mi-
Jration research concentrates primarily on the source
Yegions, destination regions, migration routes, incentives
to migration, communication channels between source and
destination regions, and the characteristics of persons
Migrating. Diffusion of this type does not lead to an
increase in the number of items being diffused, but
Movement to a new set of locations.

Hierarchical Diffusion.--Bowers in 1937 described

t he movement of inventions from city to city. Even
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though his approach was descriptive rather than analytical,

he was in fact dealing with diffusion downward through a

Central place hierarchy. In contrast to other types of

Spatial diffusion, straight line distance is not always

the most important consideration in hierarchical dif-
fusion. 1Instead the most important variable is the move-
Mment downward from the highest level in the central place
hierarchy to the second highest level, and so on to the

lowest level (Hagerstrand, 1966, pp. 27-43; Hudson, 1969,

Pp. 45-58; Brown, 1969, pp. 189-211). Most hierarchical
diffusion research has been confined to one country, but
Pederson gave his research an international scope by
Qnalyzing the movement of innovations between capital or
leading cities of separate nations and between cities

Within the nations (Pederson, 1970, pp. 203-254).

Linear Diffusion.--In certain instances the item

being spread by the expansion diffusion process is con-
fined to a linear corridor, such as a highway, and cannot
expand at right angles from that corridor for any
appreciable distance (Colenutt, 1969, pp. 106-114).
Linear diffusion can be a combination of relocation and
expansion diffusion in a highly confined environment,

for some items will actually move to a different location
on the corridor and in other cases there is an expansion

in the number of items along the corridor, as shown

in Figure 2.
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Figure 2
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Also referred to as contagious spread because of
its similarity to disease diffusion, this type is the most
thoroughly investigated. Hagerstrand was the first re-
Searcher to systematically investigate the way inno-
Vations spread across the landscape (Hagerstrand, 1953).
The diffusion pattern is generated principally by the
Spread of information from one person to another by
interpersonal or word-of-mouth communication channels.

It is assumed that a person will adopt the innovation
after learning about it, with the exact time of adoption

being a function of his resistance to change. Due to

the limited spatial range of personal contacts, caused by
the friction of distance, a person adopting an innovation
Will tend to be located close to a previous adopter.
Therefore, expansion diffusion causes the innovation to
move gradually across the landscape, modified by differ-

€nces in population density, ecological conditions,
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receptivity to innovation, infrastructural variations,

and political, ethnic, linguistic and physical barriers.

Hagerstrand was able to identify four stages in

the expansion diffusion process in southern Sweden

(Hagerstrand, 1952). The four stages described the

differences found in the process as the innovation went

from introduction to saturation. Stage I, the Primary

Stage, a few isolated centers of innovation acceptance
develop. None of these innovation centers, or diffusion
Nodes, has reached more than a moderate number of adoptions.
Stage II, the Diffusion Stage, there is a reduction in the
Xelative difference between the diffusion nodes and the
X'est of the area as the increase in outlying areas gain

On the diffusion nodes and as new diffusion nodes appear.
The differences between the adopting and non-adopting

Qreas found in the first stage are reduced as adoption

has taken place to at least a limited intensity in nearly

all areas. Stage III, the Condensing Stage, the inno-

Vation has spread to the entire area and all potential

adopters know about it. The rate of intensification is

about equal in all areas. Stage IV, the Saturation Stage,

is a slow but general increase in the percent of the
population that has adopted the innovation, moving toward
the maximum possible.

The spatial diffusion pattern found in southern

Sweden is exemplified by an outward spread at low
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intensity of adoption, followed by an increase in intensity
up to the maximum possible percent of adoption. Assuming
that the spatial pattern of innovation diffusion is largely
determined by the spatial arrangement of communication
channels and modified by the physical and cultural en-
vironment, it is logical to assume that differences in
these factors will produce a different spatial diffusion
pattern. The analytical portion of this dissertation

will investigate that proposition.

The work of Pyle points up some of the inter-
connections between the contagion diffusion spread and
diffusion within an urban hierarchy. Because of a virtu-
ally nonexistent transportation system and no urban
hierarchy, the first United States cholera epidemic of
1832 spread across the country in the contagious fashion.
However, by 1849 when the second epidemic struck, the
transport system and the urban hierarchy system were both
better developed, thus the spread was different. First,
the disease filtered down the United States urban hier-
archy, beginning with the largest cities first, and
later, the smaller cities adjacent to the larger cities
contacted the disease after the primary centers. The
1866 epidemic moved even more clearly down the urban
hierarchy (see also, Bowden, 1965; Brown, L. A., 1967,

P. 783; Redlich, 1953, pp. 301-322; Witthuhn, 1968, pp.
5-20).
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Personal Information Field

Even though early sociological researchers dealt
with marriage partner selection they were in fact using
the concept of the personal information field, that is,
the probability of contact with another person will de-
cline with increasing distance (Gould, 1969). Later,
others began to deal more directly with the phenomenon
of distance (Boalt, 1957, pp. 73-97; Miller, 1947, pp.
276-284). They have defined the probability of contact
as that of a "J" shaped curve. The probability of select-
ing a person for contact declines with distance from the
chooser, while the distance decay gradient varies with
personal characteristics, the communication and trans-
portation system available, and the density of population.
The curve was described as having a "J" shape because the
probability of contact increases at long distances due to
the greater numbers of potential contacts resulting from
the expanded area. In places with high population den-
sity the distance decay gradient is steeper as the number
of propinquitous potential contacts increases.

Geographers have taken the "J" curve concept and
made it omnidirectional as opposed to unidirectional.

The concept has been set into a stochastic framework and
labeled either the Mean Information Field (MIF) or the
Personal Information Field (PIF). Mean Information Field

Yefers to the mean probability of contact as distance
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increases and does not allow for different probabilities
of contact according to different personal characteris-
tics. The Personal Information Field is more versatile
because it allows for more cosmopolite persons to have a
wider contact field than more localite individuals.

The Personal Information Field graphically depicts
(see Figure 3) the declining probability of communication,
in all directions, as distance increases. The magnitude
of the distance-decay function for any given area can be
determined by empirical investigation (see, for example,
Hagerstrand, 1953, pp. 165-241; Marble and Nystuen, 1963,
pp. 99-109; Morrill, 1963, pp. 75-84; Morrill and Pitts,

1967, pp. 401-422; Warntz, 1966, pp. 47-64).

Figure 3

PERSONAL INFORMATION FIELD
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Innovation Waves

Morrill, while recognizing that the use of the
wave analogy to describe human spatial phenomena is less
than completely accurate, considers it an effective tool
in the interpretation of the diffusion process (Morrill,
1968, pp. 1-18). The basic idea is that an innovation
is introduced in some location by either chance or design,
after which the diffusion process causes an outward move-
ment in a wave-like pattern such that over a series of
time periods places farther away will begin to adopt the
innovation at the same time close-in places are increas-
ing the rate of use. Depending on a variety of circum-
stances the impulse of the wave will diminish with in-
céeasing distance, and will eventually disappear entirely
(Hagerstrand, 1952). Figure 4 illustrates how the waves
decrease in intensity over increasing distance and

increase in intensity with time.

Figure 4
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The structure of the innovation waves suggested by
Morrill are based on two assumptions. First, a Mean
Information Field as opposed to a Personal Information
Field is assumed so that no differences in the areal
extent of personal contacts are allowed for. The Morrill
model of innovation waves is based on every person having
the same distance-decay function of personal contact
probabilities. Second, this model assumes that all indi-
viduals require the same type and amount of information
before deciding to adopt. The combination of these two
assumptions will produce an innovation wave that moves
outward and upward (as in Figure 4) at a uniform rate.

Morrill's implicit assumptions will now be modi-
fied. First, Personal Information Fields are used to
provide for a wider range of contacts for earlier adopters
and a more narrow range for later adopters. Second,
differential receptivity is introduced such that earlier
adopters will accept an innovation with fewer tellings
than later adopters. These assumptions will produce
innovation waves characterized by non-uniform outward
and upward movement (see Figure 5). The new wave will
tend to move outward rapidly at low levels of adoption
as earlier adopters throughout the entire area rapidly
acquire the innovation. Then a localized intensification
Will occur at the locations of original introduction as

the later adopters accept in those places where a
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sufficient number of tellings are generated. Additional
tellings are required because later adopters require
more interpersonal communication and more "how-to" knowl-
edge than earlier adopters. The conditions required by
later adopters are only met in locals with a high inten-
sity of adoption. Finally, the more intensive levels of
adoption will move outward from the original areas of
introduction. At this time the gradient of the forward

edge of the diffusion wave will be rather steep.

Figure 5
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The "S" Shaped Growth Curve

The "S" shaped growth curve can be seen in the
context of both time and space. In the temporal sense
the original phase of the curve is associated with
€arlier adopters, the middle phase with the majority of

Adopters, and the final phase with the later adopters.
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When an innovation is initially introduced into an area
the first adopter will tell a few non-adopters about the
innovation, they will tell a few others, and so on, with
the result being exponential growth. When half of the
potential adopters have adquired the innovation, the "S"
shaped curve begins to level off because each new adopter
finds it increasingly more difficult to find a non-adopter
to tell about the innovation (Rogers, 1971, pp. 176-179).

In the spatial context the first phase of the
growth curve is represented by a few scattered adoptions,
the second phase is a period of rapid adoption and the
third phase is a slow and gradual increase leading to the
maximum possible level of adoption (Brown and Cox, 1971,
pp. 551-559; Dodd, 1955, pp. 392-401; Hagerstrand, 1966,
pp. 27-43).

Figure 6 illustrates the "S" shaped growth curve
in time and space. The curves are reversed here to allow
both the time and distance zero point to be in the same
location.

The percent of the population who have adopted,
increases from the time of introduction. Two things
happen simultaneously in the spatial sense: the percent
of persons adopting at the original point of introduction
increases and the percent of adoption decreases as dis-

tance from the innovation center increases.
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Figure 6

"S" CURVE IN TIME AND SPACE
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If the "S" shaped growth curve plotted over time
represents earlier adopters in the first phase and later
adopters in the final phase, then it should be logical to
assume that when plotted over distance it represents a
similar distribution of adopter categories. Therefore,
at a long distance from the point of introduction only
the earliest of adopters have acquired the innovation
while at the point of introduction the latest of adopters
have it. An anamolous situation is revealed here. Persons
with the personal characteristics of early adopters,
located far from the innovation center, will adopt the
innovation at the same time as individuals near the
innovation center but with the personal characteristics
of late adopters. The seeming anamoly can be resolved
by dividing the area into numerous sub-units. Each sub-

unit, if there is a normal distribution of adopter
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characteristics, will tend to operate as a separate entity,
such that the movement of a diffusion wave into the sub-
unit acts much like the original introduction. So the
determining factor is the relationship between the
location of the innovation wave and the location of the
sub-unit.

As regards the spatial distribution of adopters,
Cassetti has suggested the following postulates: (1)
persons adopt when they are brought under the influence
of previous adopters in the course of direct personal
contacts, (2) potential adopters exhibit different levels
of resistance to adoption, and (3) resistance to change
breaks down only when there are a sufficient number of
messages about the innovation (Cassetti, 1969, pp. 101-
105). These postulates would suggest that those adopters
at the outer edge of a diffusion wave are innovators and
early adopters (i.e., persons fitting the socio-economic
characteristics associated with innovators and early
adopters), and those in the second phase of the growth
curve are early and late majority adopters while those

in the third phase are the laggards.

Simulation of Diffusion

Computer simulation models, both aspatial and
spatial, have generally been of the Monte Carlo type,
that is, they are constructed within a probabilistic

framework and powered by a random numbers table. The
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aspatial models attempt to simulate the cumulative percent
of adoption of the innovation within a population, while
the spatial models try to simulate the spatial distri-
bution of adopters for a series of time periods, called
generations. Both types of models have a certain heuris-
tic value in that the very construction of the model
forces the designer to consider the magnitude and
direction of a variety of influences affecting the
diffusion process.

An example of an aspatial computer simulation
model is SINDI 1 and 2 (for Simulation of Innovation
Diffusion) developed by Carroll and utilized by Hanneman
(Carroll, 1969; Hanneman, 1969, pp. 36-45; Hanneman, 1969).
These models incorporate a number of non-spatial con-
straints and influences such as communication within and
between cliques in a social system, social distance,
extension agent influence, cosmopolite influence, the
impact of print and electronic mass media information
flows, word-of-mouth message transfers, community organi-
zation meetings, individual resistance to adoption, and
the cumulative influence of repeated messages. As would
be expected, considering the number of constraints in-
corporated into the models, they can simulate the real
world rather accurately.

Spatial models attempt to simulate both the

cumulative rate of adoption and the distribution of
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adopters over space. The Hagerstrand model II (Hager-
strand, 1953, p. 246) is based on four assumptions: (1)
initially only one person in the population is informed
about the innovation, (2) as soon as a person hears about
the innovation he accepts, (3) information can only be
received by a pair-wise telling, and (4) information is
passed on only once per time interval (generation) to
another person (see also, Gould, 1969, pp. 28-38; Hager-
strand, 1965, pp. 43-67; Anderson, 1970, pp. 9-14).
Obviously such assumptions are unrealistic, but it does
have the advantage of simplification, and later, if the
assumptions appear to be inadequate they can be modified.

Modifications of the original Hagerstrand models
have been made by Hagerstrand and by Pitts (Pitts, 1963,
PP. 111-122). These models include new constraints and
controls that make the model more sophisticaled and flexi-
ble. The most important of the variations is the inclusion
of a means for deciding if there is a barrier between the
teller and receiver, and if so, to what degree (Yuill,
1964; Misra, 1966, pp. 149-155). Another variation is
the inclusion of a psychological resistance factor based
on adopter categories. Those highly resistant to the
innovation will have to be told a number of times before
adopting.

Most empirical studies that have used simulation

techniques have investigated agricultural innovations.
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Tiedeman and Van Doren (Tiedeman and Van Doren, 1965)
studied the spatial diffusion of hybrid seed corn in Iowa
and performed several simulation runs, but could not com-
pare their results with reality as they did not have
information on the names and addresses of the actual
adopters in the study area (Cassetti and Semple, 1969,
pPp. 254-259).

Bowden and Ramachandran examined the spatial
diffusion of irrigation wells in eastern Colorado and
southern India, respectively, and were able to simulate
the process rather well (Bowden, 1965; Ramachandran,
1969). In fact Bowden's simulation was remarkably
similar to the real world in terms of overall patterns,
intensities, and distributions. De Temple simulated the
diffusion of Harvestore Systems in northeastern Iowa,
utilizing contact fields and a central place hierarchy,
while Johansen simulated the diffusion of strip cropping
in Wisconsin (De Temple, 1970; Johansen, 1971, pp. 671-
683). It can be easily seen that the simple model used
by Hagerstrand in 1952 has evolved into a series of highly

complex spatial simulation models.

An Integration

This section will attempt to integrate some of
the basic elements of spatial (expansion) diffusion with
those of temporal diffusion. The model developed is

general with no specific parameters, so it is explanatory
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rather than predictive. It attempts to give an indication
of the probability of adoption for a person residing in
one cell in a lattice of "n" cells. There are four basic
elements in the proposed model: (1) The characteristics
of the adopter. The probability of adoption in any time
period is minimum at the laggard end of the continuum and
maximum at the innovator end. (2) Combined innovation
characteristics generate a level of desirability that
ranges from a maximum negative for an undesirable inno-
vation through neutral to a maximum positive for a de-
sirable innovation. The five characteristics of relative
advantage, compatability, complexity, trialibility and
observability combine to form the overall characteristics
of the innovation. (3) The intensity of adoption in any
lattice cell refers to the percent of potential adopters
who have acquired the innovation in the time period in
question. (4) The type of interpersonal knowledge
generally available varies from awareness knowledge to
specific "how-to" knowledge and is positively related to
the intensity of adoption.

Positive innovation characteristics will cause
favorable messages to be passed that will facilitate
adoption. Since the messages will be passed only a short
distance, due to the nature of spatial communication as
exemplified by the Personal Information Field, adopters

will tend to become concentrated in specific locations.
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Increased adoption intensity will produce a Regional
Information Field, that is defined as the probability of
an individual receiving a positive (i.e., favorable)
message about an innovation that contains specific "how-
to" information. Around each adopter is a Personal
Information Field that indicates the declining probability
of the adopter passing a message to another person as
distance increases. Theoretically every person in the
world is a potential contact for the adopter, but after
a short distance the probability of contact approaches
zero. As the number of adopters in a confined area in-
creases the combined probabilities of contact caused by
numerous overlapping Personal Information Fields virtually
guarantees that the non-adopter receives a message about
the innovation. The number of messages successfully
passed from an adopter to a non-adopter may decrease
with increased adoption intensity because non-adopters
become increasingly scarce, but the probability of a
telling remains high. However, high contact probability
may not be sufficient for the later adopters require
more than one message due to their resistance to inno-
vation. Resistance, more than unsuccessful tellings is
the probable cause of the upper inflection of the "S"
shaped growth curve.

Another element enters at this juncture. A higher

percent of use in an area will insure a high level of
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specific knowledge. Non-adopters can easily observe the
innovation and have ample opportunity to discuss its use
with a person using it. In this way "how-to" knowledge
becomes common to all persons in an area. Thus, the three
elements (innovation characteristics, adoption intensity
and information type) acting together produce an intensi-
fied Regional Information Field which in turn increases
the probability of adoption. Adopter characteristics will
enhance the rate of adoption in the early stages and re-
tard it in the later stages.

To summarize the model, assume that an inno-
vation with desirable characteristics is introduced at a
specific location. Those positive features will insure
adoption by innovative people, and thus increase the
intensity of adoption from zero to a positive value.
Slowly the local level of information about the inno-
vation intensifies and changes from general to specific.
The increase in "how-to" knowledge in turn causes more
adoption, forming a positive feedback loop. A positive
feedback loop is defined as a return of the effects of
a process (adoption) to its source (here, in the form of
a more intense Regional Information Field) so as to
reinforce or modify the prior condition (produce more
adoption) (Carroll, 1968, p. 3; Meadows, 1972, pp. 31-33).
The Regional Information Field could be referred to as

spatial variation in the diffusion effect (see Rogers,
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1971, pp. 161-164) or a modified version of the neighbor-
hood effect (Hagerstrand, 1953, pp. 158-163).

Assume that each lattice cell contains approxi-
mately the same distribution of ideal adopter types.
Since innovators are willing to adopt with less specific
"how-to" knowledge, then one could assume that these indi-
viduals would adopt as soon as practicable. A pattern
develops where a few adopters are found over a wide area.
Later the intensification of adoption in certain lattice
cells and the concomitant intensification of the Regional
Information Field results. The reasons for the initial
intensification in a given cell may be spatial variations
in the advantages of the innovation, specific efforts on
the part of a change agency, or random variation. The
end result, however, appears to be a varying level of
information from one cell to another caused by the
generation of a more intense Regional Information Field
in that area, resulting in variation in the spatial

diffusion of adoption.



CHAPTER III

KISII DISTRICT: BIOPHYSICAL AND SOCIO-ECONOMIC

BACKGROUND TO THE DIFFUSION PROCESS

Introduction

In southwestern Kenya, about 400 kilometers (250
miles) west of Nairobi and 50 kilometers (30 miles) east
of Lake Victoria is Kisii District (see Figure 7), home
of the Gusii. The political unit of Kisii District, which
does not correspond perfectly with the physical unit of
the Kisii highlands, is 2217 square kilometers (856 square
miles) and in 1969 had a population of 675,000. Included
1s the former European settlement area, now Borabu
Location, of 653 square kilometers (252 square miles)
(Kenya, 1970, p. 39).

The economy is basically small-holder cash crop
and subsistence agriculture. On the small farms are
grown a variety of food crops, both for home consumption
and sale at the 75 local markets, and cash crops, such
as coffee, tea, pyrethrum, and passion fruit. These
crops are the mainstay of the Kisii economy for there
is little else besides agriculture to bring in money from

outside the district.
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The district ranges in elevation from about 1525
meters (5,000 feet) to over 2135 meters (7,000 feet) above
sea level. The resultant cool temperatures, plus abundant
rainfall, give the region an appearance that does not con-
form to the stereotype of East Africa (see Figures 8 and
9). The verdant green landscape is more reminiscent of
what one would expect in Europe or parts of Asia. Popu-
lation pressure has necessitated the utilization of nearly
all suitable land for agriculture. Thus one will find
very little of the original forest covering remaining.
What is left is confined to small woodlots, watercourses,
or along roads. Farms average about six acres in size,
with the individual fields separated by hedgerows. The
highlands are a dissected uplifted peneplain which now
has steep sided valleys with broad flat bottoms that are

frequently swampy.

Physical Geography

The physical unit of the Kisii Highlands (see
Figure 10) occupies some 3250 square kilometers (1250
square miles) of territory and can be divided into two
parts. The eastern two-thirds is a deeply dissected
Cretaceous peneplain with steep ridges up to 2160 meters
(7,200 feet) separated by deep, often flat-bottomed
valleys that are occasionally chocked with swamp grass
and papyrus. In this section the main ridges show a

westward sloping summit level grading from the previously
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Figure 8

Kisii Farmland

In the left foreground is tea and in the right
foreground is a passion fruit vine. The light-
colored fields in the middleground are planted
to pyrethrum. 1In the background is flat-topped
Itumbe Hill, 2,075 meters (6,800 feet elevation,
a remnant of the Cretaceous dissected peneplain.
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Figure 9

Kisii Hillside

Located near Keroka, this area has over 575
persons per square kilometer (1,500 per square
mile). Farms seldom have over one piece of
land and extend from the bottom of the hill to
the top. Hybrid maize and tea are the main
crops.
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Figure 10

KISt DISTRICT
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mentioned maximum of 2160 meters (7,200 feet) in the east
to 1950 meters (6,400 feet) in the west. These ridge
tops probably represent the remains of an ancient tilted
peneplain. The western one-third is lower and more
gently undulating country of a sub-Miocene peneplain
(Kenya, 1952, pp. 4-5).

There are three primary rock systems that make up
the Kisii highlands. They are the Nyanzan System, the
Kavirondian System and the Bukoban System. The rocks of
the Pre-Cambrian Nyanzan System occur mainly in the west-
ern portion of the area. Acid volcanic lava material
makes up by far the largest portion of the system, along
with a few unweathered outcrops of basalt. The Pre-
Cambrian Kavirondian System, made up of massive boulder
conglomerates with subordinate sedimentary materials is
well developed in several localities in the west-central
part of the highlands. Their angular unconformity with
the underlying Nyanzan rocks is manifest by strong vari-
ations of dip and strike. The thickness of the Kavirond-
ian rocks is unknown but it appears to be greater in the
north, where it is estimated to be 1500 meters (5,000
feet) or more thick. 1In the south the thickness is not
more than 1050 meters (3,500 feet).

Most of the district is overlain by the Bukoban
System, Kisii Series. Some 1950 square kilometers (about

750 square miles) of the eastern portion of the highlands
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is built up of the Kisii Series, a variation of the
Bukoban System found in Uganda and Tanzania, which con-
sists of almost flat-lying basalts, quartzites and lavas.

Pleistocene deposits are all of a superficial
nature and nowhere do they attain any great thickness.
The composition of the material is sparse terrace gravels,
lateritic ironstone cappings, semi-consolidated river
alluvium, quartz rubble, recent river alluvium and swamp
deposits. Many of the valleys of the Kisii highlands
are extremely steep-sided but have wide, flat-bottoms
filled with decomposed vegetation and silt. The swamp
vegetation effectively reduces the speed of the streams
and thus assists in arresting erosion (Kenya, 1952, pp.
6-36) .

A general east to west drainage pattern of the
Kisii highlands is controlled by the westward slope of
the ancient tilted peneplain into which the river system
is embedded. Most rivers are still actively down-cutting
as evidenced, for example, by the rapids that appear in
several places on the Kuja River. There is also active
cutting back in the headwater areas of most streams.
Most streams in the northern part of the district, when
debouching from the highlands, swing to a general north-
westerly direction towards the Kavirondo Gulf. After
leaving the highlands the Kuja River turns south-westward
toward Lake Victoria and meanders sluggishly over the

gently sloping plains of Luo country.
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The drainage of the Kisii highlands is accom-
plished by three principal river systems: the Sondu
River, the Mogusi River, the Kuja (Gucha) River, and their
respective tributaries. The drainage of the whole high-
land area eventually flows into Lake Victoria. The Sondu
River, and one of its principal tributaries, the Kibsonoi
River, drain much of extreme northeastern and eastern
Kisii District. The Kibsonoi is primarily outside the
district but its small tributaries reach into the district.
The Mogusii, the smallest of the three rivers, and a tribu-
tary of the Awach Tende River, drains approximately 20
percent of the northwest portion of the district. Most
of central and southern Kisii District is drained by the
Kuja River and its minor tributaries; while the extreme
southern edge of the district is tapped by a major tribu-

tary of the Kuja, the Migori River (Kenya, 1952, pp. 4-5).

Climate

Temperature in an equatorial region such as Kisii
District is largely a matter of elevation, whether it is
the wet or dry season, and the time of day. The mean day-
time temperature in Kisii town is 28.9 degrees C. (84
degrees F.) while the mean night temperature is 12.8
degrees C. (55 degrees F.). The highest temperatures of
the year occur during the months of January, February
and March; the latter part of the dry season before the

long rains. No temperature records are available for any
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place in the district outside of Kisii town, and even
there the records are scanty. But due to elevation
differences it can be assumed that Keroka, at 2040 meters
(6,800 feet) above sea level, will average about 2.8
degrees C. (5 degrees F.) cooler (Kenya, 1970b, map).

Precipitation is distributed throughout the year
so that no month receives less than 6.4 cm. (2.5 inches).
As the rainfall diagram for the Kisii Seed Farm, located
at the edge of Kisii town, indicates, there are two
distinct wet periods (Figure 11l). March, April and May
comprise the so-called long rains. July forms a reason-
ably well-defined break before the short rains of August
and September. Following that period is a rather steady
dimunition of rainfall from October to January. The
amounts of rain falling in a given month will vary within
the district, but the pattern of seasonality is everywhere
the same.

The distribution of precipitation (Figure 12)
within the district corresponds very roughly with the
occurrence of the highest elevations. The highest rain-
fall stations are found at about 2000 meters (6,000 feet),
at the western edge of the highest section of the district.
This is due, in part, to the moisture-laden winds coming
from Lake Victoria. Most of the central portion of the
district receives in excess of 160 cm. (70 inches)

annually. Only the extreme northern and southern portions
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Figure 11

ANNUAL PRECIPITATION
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Figure 12
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of the district receive less than 150 cm. (60 inches)
annually.

The predominant influence on the seasonal distri-
bution of rainfall in Kisii District are the two main wind
systems; the northeast and the southeast trades. The
passage of the intertropical front over the district
coincides with the wet seasons. Kisii District has an
added advantage in being close to Lake Victoria, for when
the prevailing wind is from the southwest it has the
opportunity to pick up moisture from the lake which is
subsequently received by the highlands (Hichman, 1960,

pp. 6-7).

Vegetation and Soils

Due to population pressure and the resultant in-
tense cultivation Kisii long ago lost its original natural
vegetation. Nyangweta Forest, in the southern part of
South Mugirango Location, indicates that the original
vegetative cover was a moist montane forest. Black
wattle, along with some cypress and eucalyptus, can be
found along watercourses, roads, and in scattered wood-
lots. The 2000 meter (6,000 feet) contour is the rough
dividing line between the highland Kikuyu grass zone and
the lowland Star grass zone. Both of these grasses are
indicative of good soils, adequate rainfall and moderate
temperatures. Of the two zones, the Kikuyu grass area

offers the greater potential; hot because of the grass,
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but due to the coincidence with the better soils and
generally heavier rainfall. The Star grass zone, due to
its lower elevation, is marginal for pyrethrum and tea but
completely adequate for coffee, maize and bananas (Uchendu,
1969, pp. 7-8).

Unfortunately, no detailed soil survey has been
undertaken in Kisii District, so only gross generali-
zations can be made. Three soil types have been identi-
fied, each divided by one of the major ridge formations
of the district. First are the Kisii Red Loams that are
underlain by red loam sub-soils of inferior quality,
which occupy most of Borabu Location and parts of the
rest of the district slightly to the west of the ridge
that generally runs north from Keroka towards Sondu, just
north of the northern edge of Kisii District. The second
type is the Kisii Highlands Loam, found over much of the
district. Two distinct sub-types, dependent on slope,
can be distinguished. 1In the flat valley bottoms the
soil is reddish brown to red and is quite deep due to
deposition. On the hillsides and hilltops the soil is
much more shallow and stoney, with an occasional rock
outcrop interspersed. The third soil type, found largely
in the lower western part of the district, is the Kisii
Savannah Loam. A very rough location guide would be west
of the main road entering Kisii from the north, going

through Kisii town and then south through Ogembo to
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Nayngusu. This soil is usually shallow and variable in
color from reddish-brown to gray. Rock outcrops are
common, erosion can be severe, and runoff is quick. The
best agriculture is confined to pockets of deep soil on
the valley bottoms (Uchendu, 1969, pp. 5-6). There is
no relationship between the land-use and land-ownership
patterns among the different soil types. Population
density, however, is related to rainfall and the former

settlement area.

The Population of Kisii District

By far the most striking characteristic of Kisii
District is the number of people residing there. Within
Kenya this district has the second highest level of popu-
lation density and is growing considerably faster than
the country as a whole. The following table gives the
estimated annual growth rates from 1900 to 1948 and the

calculated growth rates from 1948 to 1969.

TABLE 3.--Kisii District, Population Growth Rates.

1900-1930 0.5 percent annually (estimate)

1930-1940 1.2 " " "

1940-1948 3.7 " " "

1948-1962 5.7 " " (author's calculations

based on census data)
”

1962-1969 3.6 " "

Source: Uchendu, 1969, p. 12; Kenya, 1966, p. 20; and
Kenya, 1970, p. 39.
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The estimated annual growth rates from 1900 to
1948 seem completely plausible, but the rate of 5.7 per-
cent annually is open to question. If one can assume that
the 1962 census is the more accurate, then it appears that
the 1948 census undercounted the Gusii people. The more
current growth rate of 3.6 percent annually makes Kisii
District one of the fastest growing places in Kenya, if
not in Africa. Such a growth rate will cause the popu-
lation to double in twenty years.

But growth rates alone do not present the total
picture. Another facet of the population mosaic is age
structure. Two main factors emerge; one is the size of
the dependent population and the other is an indication
of future growth. Table 4 gives a breakdown of the per-
cent of the population in each age group. Fully 55.2
percent of the people are age 14 or under. The dependent
population, that is, the percent of the population under
15 years and over 60 years old, is 58.7 percent. Thus
the 41.7 percent in the productive years must support the
remainder of the population. And not all of the people
in the so-called productive years are contributing to
output. The size of the population under age 15 indicates
a possible increase in the overall growth rate in the

near future as these children reach reproductive age.
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TABLE 4.--Kisii District, Percent of Population by Age

Group.
Cumulative

Age Male Female (Male and Female)
0- 4 21.4 20.7 21.0

5- 9 18.9 18.5 39.7
10-14 16.0 15.0 55.2
15-19 11.1 10.5 66.0
20-24 7.2 7.5 73.4
25-29 5.3 6.7 79.4
30-39 7.9 9.2 88.0
40-49 5.2 5.0 93.1
50-59 3.1 3.1 96.2
60 & over 3.7 3.5 99.8*

*Does not total 100% due to rounding.
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