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ABSTRACT

The assumption that all presuppositions are of the
same strength and that Internal and external negation are
dlscrete categories Is examined empirically. Using evidence
from judgments of degree of contradiction resulting from
conjunctlion of a sentence and a denial of its
presuppositions, It 1Is established that presuppositions
differ In strength depending upon the surface presupposer,
upon depth in the presuppositional structure of the
sentence, and upon the surface negator of the sentence.
Also, it 1Is shown that there 1Is a range of negators along
the continuum from Internal to external.

The exposition takes the form of positing certain
definitions for such commonly used semantic relations as
negation and seml-entatlment, then producing evidence which
shows how the definitions must contalin allowance for
nondiscreteness to account for Intuitions about language,
and, finally, the definitlons are altered to take such

consliderations Into account.
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Chapter One

INTRODUCTION

During the development of the transformational
approach to grammar, quite complicated arguments were often
based wupon certain assumptions held to be true by those
tnvolved. In more recent years, it has turned out that some
of these assumptions were open to emplrical testing, and now
a large body of literature dedicated to thelr examination
has been brought forth. This 1is very Important to
linguistic theory, since an immediate goal of endeavor Is to
describe what an adequate grammar must look 1lke, and a
grammar based upon false assumptions has no chance of
achieving adequacy.

In this chapter, several areas are briefly discussed
which indicate the shape this trend toward careful
examination of assumptions has taken. This provides an
orientation to the framework within which this thesis Is
written.

First Is the observation that only declarative
sentences have truth values. Sentences with other forces,
such as questions, requests, and promises, do have sincerlity
conditions, but It 1Is Impossible to evaluate the truth of,

say, a question. This seems obvious, yet the implicatlions






for grammar are Iimportant, For example, one of the most
common and most Important tools used by grammarians In
determining the derivation of sentences 1is the test of
paraphrase. Chomsky (1965) characterizes this relation
(using the euphemism cognitively synonomous) as (p. 22):
"(Two sentences are mutual paraphrases iﬁ) one Is true if
and only If the other is true." |If this characterization is
adhered to in the grammar, then (1) and (2) would not be

paraphrases:
(1) Did Jack call up Mary?
(2) Did Jack call Mary up?

Yet, Intuitively, It seems obvious that (1) and (2) are

related just as (3) and (4):
(3) Jack called up Mary.
(4) Jack called Mary up.

Most speakers agree that (3) and (4) are paraphrases
(ignoring for present purposes differences In pragmatic
Information). Thus the grammar Is weakened at the level of
descriptive adequacy by the assumption that all sentences
have truth values. Lakoff (1973b) has discussed a formal

means of accounting for paraphrase (and other truth-based



relations) in sentences with nonassertive forces. In his
system, the relevant value is fellcity. That 1is, two
sentences are paraphrases of one another If one Is
felicitous if and only 1If the other is felicitous. A
sentence Is uttered fellcitously only when (it Is uttered
sincerely and nondefectively. See Austin (1962) for an
introduction to the concepts 'feliclity," "defective," and
"sincere," as used by Lakoff.

Second, there are elements In the derivation of a
sentence which have to do with Its 1ingulstic and
nonlinguistic context or environment. Examples of such
factors are: beliefs about the world on the part of the
speaker, koctal class of the speaker,zage,3 percelved soclal
class of the addressee, formality of the situation, and so
on. In many of these cases, decisions about the
grammaticality of a sentence must be deferred until such
information 1{s known. That 1Is to say, grammaticality
judgments cannot be made (in some of these cases) on
sentences out of context. Thus the grammar would be
weakened at the 1level of descriptive adequacy If an
assumption were maintalned that context free judgments were
sufficient.

Third, it Is easy to demonstrate that not even all
sentences of declarative form have bivalent truth values.
Certaln surface forms are conventionally used to Indicate
that the speaker presupposes that certaln materlal Is true.

If It should be the case that these prasiuppdrsttions are no:



true, then 1t Is Impossible to evaluate the sentence for
truth. For example, (5) and (6) both iIndicate, through their
use of a proper name, that the speaker intends to mark (7)

as presupposed:

(5) The present King of France is bald.

(6) The present King of France Is not bald.

(7) There Is presently a King of France.

That Is to say, If 1t should not be the case that (7) Is
true, then clearly (5) 1Is not true. A 1little reflection
will show that (6) cannot be true efther. In a bivalent
logic, all propositions which are not true are false, and
the negation of a false proposition Is true. Thus If (7) Is
not true, then It is Impossible to uniquely determine the
truth of elther (5) or (6). One way to remedy the problem
Is to Introduce a third value for truth such that
propositions with false presuppositions are nelther true nor
false, but void. In any case, a bivalent 1logic |Is
Inadequate to account for [Inulitlions about the truth of
sentences with presuppositional faillure.

Fourth, John Robert Ross has been concerned with
evidence suggesting that grammatical categories such as NP
are nondiscrete. In Ross (1973), for example, evidence Is

given that there iIs a continuum of noun-phrasiness from real



to fake NP's., He shows that certain rules which refer to
the category NP in thelr structural description result iIn
sentences which are more acceptable when the NP in the
sentence Is more real than when the NP Is more fake. One of
his examples Involves the rule PROMOTION, which relates

sentences llke

(8) Harpo's belng willing to tune surprised me

to sentences llke

(9) Harpo surprised me by being willing to tune.

Real NP's (1ike Harpo and other animates) allow PROMOTION to
operate freely, but as MP's get faker (less 1lke animate,
concrete NP's), sentences produced by application of

PROMOTION get progressively less grammatical:

(10) a. My cat surprised me by knowing how to yodel.
b. The heat surprised me by making the tar soft.
c. The concert surprised me by lasting two weeks.

d. This tack surprised me by belng taken Infrequently.

If the facts reported by Ross accurately reflect his
Intuitions, then this constitutes fairly strong evidence
agalnst making the a prlori assumption that grammatical

categorlies are discrete.



Another plece of evidence against the assumption of
discrete grammatlcal categories is that certaln
generallizations about 1language usé* and also judgments of
grammatlcalltf must Incorporate relative frequency Iin the
description of what has been called free variation In the
past. Changes 1In the frequency of such variation can be
correlated with such factors as style, social context, and
pragmatic conditions. A descriptively adequate grammar must
have some means to Include Indications of relative frequency
of use and grammaticality.

Both Ross (1973) and Labov (1972a) among many others
have utilized the concept of serial Implicatlion to describe
this kind of generalization. This Involves 1isting
sentences or other grammatical variables In order along some
continuum. For example, the sentences of (10) are arranged
along the continuum of grammaticallity, such that each step
down the continuum corresponds to a lessening of
grammaticality. G. Lakoff (1973a) suggests a way to formally
Incorporate such generalizations into the theory of syntax.

G. Lakoff (1972) discusses another nondiscrete topic:
fuzzy truth and presuppositional satlsfaction values.
Suppose we are Interested In the set of all tall men. It
seems clear that (it 1is Impossible to make a concrete
decision ahout membership In such a set, since men are tall
to different degrees. Thus the set TALL is a fuzzy set, a
set In which membership Is to a degree. Suppose there are

three men, with the following helght:



(11) John: 5tav
Bill: s5tg"

Chet: RUu"

Clearly, dJohn is not a member of the set TALL to any
sfgnificant degree, in fact, John 1Is rather short. Bill is
sort of a member, and Chet Is definitely a member. This
seems obvious. However, the Interesting result is when
membership fn such a set Is predicated upon Individual

members (or nonmembers):

(12) a. John is tall,
b. BI1l Is tall,

c. Chet Is tall,

How may we determine the truth of (12)? Suppose we decide
that (12a) 1Is false and (12c¢) Is true. (12b) 1Is clearly
more true than (12a), but less true than (12c). To resolve
this dilemma, Lakoff postulates a scale of truth values,
from 0 (false) to 1 (true). Using this device, It s
possible to assign truth values In such a way that the
intuitive relatlions among the sentences Iin (12) are
preserved. This has Interesting grammatical implications.
One of the surface forms alluded to above which

speakers use to Indicate that they presuppose certaln



material to be true Is the factive verb, first discussed by
the Kiparskys (1971), and worked on since by many others,
including Karttunen (1970) and Givon (1972). Factlve verbs
mark their complement as presupposed by the speaker of the
sentence. If sentences 1like those 1iIn (12) are embhedded
under factive verbs, then two Interesting things happen.
First, sentences 1in which the presuppositions are
relatively 1less true are relatively less grammatical.
Second, sentences which have relatively untrue
presuppositions have relatively lower maximum truth values.

For example, consider

(13) a. Sam knows that John is tall.
b. Sam knows that BIl1l is tall.

c. Sam knows that Chet Is tall.

In (13), gliven the heights of Julin, Dill, and Chet listed In
(11), sentences are ordered along two implicational
continua. Example (a) has the 1lowest maximum truth value
and Is the least grammatical, example (c) Is the highest on
both scales, and (b) is In between.

To account for thls observation, Lakoff postulates a
nonsense value, agaln varyling from 1 (fallure of
presuppositions) to 0 (presuppositions satlsfied). The
degree of nonsense depends on the truth of the presupposed
proposition (nonsense= l-truth of presupposition). Once thls

value Is determined, the maximum value of true (or false) lIs



equal to 1 minus the nonsense value. A possible valuation
for (12) 1Is given In (14), where the first element of the
ordered palr is the truth value and the second Is the

nonsense value:

(1) a. (.1, 0)
b. (.5, 0)
Ce. (.g' 0).

Given these valuations, the range of valuatlions for (13) is

shown in

(15) a. (0 to .1, .9)
b. (0 to .5, .5)
Ce. (0 to og' 01)-

As the nonsense value Increases, sentences are progressively
less grammatical, and vice-versa.

Labov (1972a) discusses the problem of using
uncontrolled intuitions 1In justification of a grammar. He
concedes that It would now be Impossible to consider a
methodology which did not allow the use of 1lngulsts'
Intultions to treat the subtle distinctions and abstractlions
which hold the central position in contemporary linguistics.
However, claims Labov, unless these Iintuitions are given
support from the speech community, they are meaningless. He

cltes two studies In support of his position,
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First, 1in a discussion of a paper by Grinder and
Postal, Labov notes that grammaticality judgments made by
two different groups of linguistics graduate students
depended upon the theoretical position prevelant in thelir
departments. This Indicates that theoretical blas might
Influence the data upon which the theory is to be based.

The second study Is that of Spencer (1972), In which
150 example sentences taken from the literature were given
to 60 subjects: 20 graduate students 1in lingulstics, 20
graduate students In other flelds, and 20 non-university
community members. Subjects were asked to make judgments of
acceptabllity for the sentences. There was considerable
disagreement with the original authors of the studies from
which the sentences were taken: in u44 out of 150 cases, the
author falled to get a majority of the subjects to agree
with him. But when there was dlisagreement among the judges,
the non-1inguist graduate students regularly sided with the
judges from town, leaving the 1linguistics students by
themselves.

Labov concludes, "As linguists become more deeply
Involved in . . . theoretical 1Issues, it 1Is likely that
thelr Intuitions will drift further and further away from
those of ordinary people and the reality of language as it
Is used 1In ordinary 1life (p. 199)." This possibility Is
strong reason to question any assumption that linguists may
base thelr analyses upon thelr intuitions alone, with no

reliable and valid means of outside verification. |t seems
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essential that linguists be trained In such methods, since
It Is now uncommon to find support for Intuitions 1In
theoretical papers In lingulstics.

To sum up briefly, recent work 1In lingulstics has
often centered on demonstrations that language cannot be
adequately described by a theory of grammar which assumes
any of the following: (a) all sentences have truth values
(and the paraphrase relation can be defined on the basis of
truth values), (b) sentences may be analyzed out of context,
(c) all declaratlive sentences have truth values, (d) truth
is btvalent, (e) grammatical categorles are discrete, (f)
frequency data 1Is irrelevant, (g) truth 1Is discrete, (h)
pragmatic Information 1Is not part of grammar, and (1)
intuitions alone are an adequate source of basic data.
Hopefully this thesis makes none of these assumptions.

The alm of this thesis Is to demonstrate yet another
area in which nondiscrete variation occurs: the Interaction
of presupposition and negation. Evidence 1Is given which
indicates that various of the surface markers of
presupposition result 1In relatively stronger or weaker
presuppositons. Also, evidence 1Is gliven that different
surface markers of negatlion result In different degrees of
cancellation of presuppositions, and that strength of
presupposition depends In part upon complex presuppositional
relations In the sentence. An attempt Is made to integrate
the data Into a descriptive (and hopefully explanatory)

model.
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In the next chapter, certain basic terms are defined
In a way consistent with thelr current use. In Tlater
chapters, evidence showing the necessity for changing this
usage (and the definitions) is given, and speclific

suggestions for the changes are made.
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NOTES TO CHAPTER ONE

1. Borkin (1971) shows that bellefs of the speaker
are necessary to account for the use of polarity Items In
questlons, R. Lakoff (1969, 1970a, 1970b, 1971, 1972a,
1972b, 1973) discusses bellefs of the speaker In such cases
as modallty, politeness, questions, tense, polarity ltems,
and passlves.

2. In Labov (1972a), the effects of soclal class are
discussed In many connectlions. One of the more Interesting
was the study of the pronounciation of /r/ on the different
floors of Macy's department store In New York City. It was
found that there Is a correlation between the soclal status
of a floor and the deletlion of final /r/ by the people who
worked there.

3. Stokes (1974), 1In a study deallng with sentences
of the type discussed 1In Carden (1972), found that one
predictor of abllity to see more than one reading 1In
potentially amblguous sentences was age and educational
level.
4L, See Labov (1972a, b), Cedargren (1972), Cedargren
and Sankoff (1974), and Laberge (1972) for other examples.

5. The llterature on quantifier negation abounds with
this. See Carden (1970, 1972) and Labov (1972b).



Chapter Two

SOME RELATIONS BETWEEN SENTENCES

If logic is the study of relations between sentences,
then natural logic 1Is the study of relations between
sentences In natural language. This thesis Is essentially an
exploratory essay In natural 1logic. In thls chapter, an
orientation is given to some of the more Important terms
currently used hy natural logiclians. Since one of the more
sallent aspects of literature published In the field is the
confusing proliferation of terms often used to describe the
same (or very similar) concepts, the present chapter's aim
Is to provide a coherent, Integrated account of certain of
these concepts, rather than reviewing the literature per se.
Specifically, the terms to be discussed are semi-entailment,
internal and external negation, full entallment,
presupposition, and pragmatic presupposition. (Note:
throughout the thesis, "presupposition'" means '"loglcal
presupposition.") In the Appendix, a 1listing is given of a
large number of definitions for these terms, taken from the

linguistic and philosophlical literature.

14
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SEMI-ENTAILMENT

The basic relation between sentences is

semi-entallment:

(1) Sentence A semi-entails sentence B if and only if
for all speakers S who belleve A to be true, S

must believe B to be true, and B is synthetic.1

Some examples of sentences between which this relatlon

obtalns are

(2) a. A: All men are mortal
B: Some men are mortal
b. A: John's wife has two apples
B: John's wife has at least one apple
c. A: John's wife has two apples
B: John has a wife
d. A: John sincerely sald "The cat Is on the mat"

B: John belleves that the cat Is on the mat.
A sentence which is analytic is true by definition, that is,
it may, by valld rules of Inference alone, be reduced to an

identity. An example of this lIs

(3) It Is snowing or It Is not snowing.
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Regardless of the truth of "it 1is snowing," I.e., no matter
whether it Is true or not true, (3) is true. Thus (3) is a
tautology, and analytic.

This is not the case In

(4) Chicago 1s in I1linols,

however. In order to determine the truth or untruth of (&),
It Is necessary to have knowledge about the world, For
example, if the boundaries of the state of Il1linols were
changed, (4) might become false. Synthetlcally true
sentences are different from analytic sentences, since (1)
knowledge about the world Is necessary to determine the
truth value of the former, but not the latter, and (11) the
former are falsifiable, but not the latter.

The reason for the inclusion of the constraint on
seml-entailment (that the semi-entalled sentence must be
synthetic) iIs to make the relation conform more closely to
Intultions about relatedness between sentences. As Katz
(1973) observes, 1in a discussion of presupposition (which,
as we shall see below, Is a subset of semi-entalilment), an
analytlc sentence Is Implied (in the logical sense, which Is
roughly equivalent to semi-entallment for present purposes,
but without the restriction on syntheticity) by every

sentence. Thus, If not for the restriction, (5) would be
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Included as a semi-entailment:

(5) A: John's wife has two apples

B: If someone Is rich, then someone is rich.

In order to constrain relations in the natural logic so that
they correspond more closely to the Intuition that the
sentences In (5) have no relation to one another, the
possibility that analytic sentences can be seml-entalled Is
excluded.

The relation semi-entallment is of such a fundamental
nature that It may be used to define all of the other
relations in this chapter, with the Inclusion of the

primitives true, false, and sincere.

INTERNAL AND EXTERNAL NEGATION

It Is Important to grasp the distinction between what
has been called Internal and external negatlion. The terms

may be defined as

(6) Sentence A is the Internal negation of sentence B If

and only if "A is true" semi-entails "B Is false"

(7) Sentence A Is the external negation of sentence B if

and only if "A is true" semi-entails "B Is not true"

and "B is false" semi-entails "A is true."
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An example of Internal negation Is

(%) A: John's wife doesn't have two apples

BR: John's wife has two apples.

If one believes that A is true, then one must belleve that B
Is false. Thus "A Is true" semi-entalls "B is false."

An example of external negation Is

(9) A: The sentence "John's wife has two apples" is
not true.

B: John's wife has two apples.

If someone believes A to he true, then he must believe B to
be not true, and If he helieves B to be false, then he must
believe A to be true. The reason for the (Inclusion of the
second condition In Internal negation 1Is to exclude pairs

1tke the following:

(10) A: There is no present King of France

B: The King of France Is bald.

In the case of (10), one who bellieves A to be true must
helieve B to be not true, vyet Intultively, while there Is a

relation between A and B, It is not the same relation that
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Is commonly thought of as negation. However, one who
believes B to be false needn't belleve that A Is true, and
this condition suffices to exclude such cases. This
possibility does not arise for Internal negation, for
reasons which will become more clear after presupposition is
discussed.

There are various surface means of marking a sentence
as being Internal or external negation. However, It should
be made clear that Internal and external negation as | have
defined them here (and as they are usually defined
elsewhere) are semantic and/or pragmatic concepts, and It Is
Impossible to give an adequate surface-only characterization
of them. This will become even more clear during the
discussion of nondiscrete variation In negatlion. However,
internal negation iIs usually indicated at the surface level
by the presence of a negative particle (not, un-, in-, no,

etc.) within the negated sentence, as In

(11)  a. [ Y]
[? not i)

az==) Internal Negation
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b. BI11 Is a crook
Bi1l tsn't a crook

Bill Is no crook

c. BI1l stole some money
BI111 didn't steal any money

Bi1l stole no money

d. BI1l is tall
BI1l Is not tall

Bi1l Is short (lexlical Incorporation).

In (1llb-c), the first sentence of each triple 1Is to be
viewed as an "A" sentence In the definition, and each of the
others Is to be viewed as a '"B" sentence. (11d) shows that
In some cases the negative particle Is (Incorporated at the
surface level In a lexlcal item with the meaning (roughly)
"not X."

External negation, on the other hand, Is characterized
by the presence of a negative marker outside the negated
sentence, wusually 1In a higher sentence with Internal

negation:
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(12) a. x v
W not Z [} j}

b. Bill Is a crook

====) External Negation

It Is not the case that Bill is a crook

The sentence "Bi11l Is a crook" Is not true

c. Bill stole some money
It Is not true that Bi1l stole some money

The sentence '"Bill stole some money" Is false.

Notice that the external negations in (12b&c) can be

paraphrased as the internal negations of

(13) It is the case that ...
The sentence ... Is true

It Is true that ... .

This Indicates that the relation is functional rather than

just syntactic.
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FULL ENTAILMENT AND PRESUPPOSITION

The closest counterpart 1in the present system to the
traditional loglical relation called "entailment" or

"Implication" Is full entallment:

(14) Sentence A fully entalls sentence B If and only If
A seml-entalls B and the Internal negatiosn of 8

sani=2a¢catls Chae interaal negation of A,

Although this relation will not be discussed in detall, some
examples are given In

(15) A: John's wife has three apples

B: John's wife has at least two apples

C: John's wife has at least one apple

-B: John's wife doesn't have at least two apples

-A: John's wife doesn't have three apples.

Notice that A semi-entalls B, since a believer of A must
believe B as well, and also that the internal negation of B
(-B) semi-entails the iInternal negation of A, (-A). Also
notice that full entaliment Is transitive, since If A fully
entalls B and B fully entalls C, then A fully entalls C,
Perhaps the most Important of natural logic relatlions

for the present discussion 1Is presuppostion, which s
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defined as

(16) Sentence A presupposes sentence B If and only If
A semi-entails B and the Internal negation of A

semi-entails B.

An example of presupposition is

(17) A: John's wife has some apples
B: John has a wife

-A: John's wife has no apples.

If one belleves A to be true, then one must believe B to be
true, and If one believes -A to be true, then one must also
believe that B Is true.®

An Important feature of presupposition Is that
presuppositions may be presupposed by other presuppositions.

That Is, presupposition 1Is a transitive relation. This 1Is

11lustrated iIn
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(18) A: BI11 knows that John's wife has two apples
: John's wife has two apples

B
C: John has a wife,

An examinatlon of (18) will show that A presupposes B, B
presupposes C, and A presupposes C, by way of B, so to

speak. This will be discussed in more detalil In Chapter 3.
PRAGMATIC PRESUPPOSITION

It Is fallure to distinguish between presupposition of
the type defined In (16) and pragmatic presupposition which
results In much of the confusion about presupposition which
exists In the literature (see Katz 1973 for an example of
thls confusion). Pragmatic presupposition may be defined as

in
(19) Sentence A pragmatically presupposes sentence B if
and only If "X sincerely says A" seml-entalls "X

belleves B" and B Is synthetic. ’

Some examples of this relatlion are In
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(20) a. Does John's wife have two apples?

John has a wife

b. Give John's wife an apple
John has a wife

c. John's wife Is happy
John's wife Is happy

d. The cat Is on the mat
The cat Is on the mat

e. Please give me an apple

I want an apple.

Notice that for declaratlves, any sentence A pragmatically
presupposes Itself (¢ and d). Of course, all of the
seml -entailments of A must be believed true for A to be
believed true, including trivially all full entallments and
presuppositions. Therefore, any sentence which s
seml-entailed by A Is pragmatically presupposed by A.

In the other cases (questlons, requests, etc.),
pragmatic presuppositions are what have been called
sincerity conditions by Austin (1962), Searle (1971a&b), and
Gordon and Lakoff (1971). Heringer (1971) makes use of this
fact in a different velin.

One thing which [Is apparent throughout the present
chapter is that all of the discussion has tacitly assumed
that truth 1Is discrete, as Is falsity, that the relation

presupposes Is dlscrete, and that all negation is elther
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internal or external. Yet 1in the first chapter, much space
was devoted to Indicating that the trend 1In much of
lingulstics Is to question such assumptions. In fact, the
purpose of the present chapter was to set the stage for
further discussion, to Include careful examination of such
assumptions. The terms Introduced 1In the present chapter
have been explained In a manner consistent with thelr
present use In the 1literature. In the next chapter, an
attempt Is made to go beyond this level, by examination of
facts which suggest that in an adequate natural loglic, the
definitlons and conceptualizations as given here must be

extended to account for nondiscrete variation.
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NOTES TO CHAPTER TWO

" l. For "must p" read "it Is logically necessary that

g W°r X Is committed to the truth (belief in the truth) of

2. The idea of predicating "analytic" of a sentence

can be traced to Carnap In Meaning and Me Quine

(1960) discusses analyticity and defines it interconnectedly
with synonymity:

Sentences are synonymous if and only if thelr
biconditional (formed by jolning them with a
biconditional) is analytic, and a sentence Is
analytic iIf and only if synonymous wlith
self-conditionals ("if p then p"). (p. 65)

Quine states that the intuitive notion of analyticity Is
that a sentence Is true (if analytic) purely by meaning and
Independent of collateral information, and gives '"no
bachelor is married" and 'pigs are pigs' as examples.

3. As it happens, A must be synthetic as well, but it
Is unnecessary to Include this in the definition, since it
follows from the fact that if A 1is analytic, then all
speakers must belleve It, but since B is synthetic, not all
speakers must belleve it.

4., This condition may be too strong, since it blocks
pairs llke

A: John knows that it is elther snowing or not
snowling.
B: It Is elther snowing or not snowling.

There does seem to be some relation between A and B, at
least more of one than In (5) In the text. But since any
speaker must believe B regardless of hls bellefs about A,
this is probably properly excluded.

5. | mean to use the terms true and false In a way
corresponding to the following tests:

a. |If the sentence may be used to make a sincere
assertion, then It Is belleved true.

b. If a sincere answer of '"'no" may be glven to
a simple yes-no question made of the sentence,
then it Is believed false,

c. |If a sentence cannot be used to make a sincere
assertion, and If a simple yes-no question made
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of it cannot be answered sincerely with "no,"
then the sentence is not true and not false.

An example 1Is the following story. Suppose there are two
people talking, John and Mary (who else?). John belleves
that Bil1l doesn't have a wife. Mary believes that Bill's
wife is pregnant. The following statements are lIssued:

d. BIll's wife Is pregnant
e. Blll1's wife Isn't pregnant
f. Bill isn't married

For Mary, sentences (e) and (f) are false, and (d) Is true.
However, for John, (d) and (e) are not true, and (f) is
true. For him, neither (d) nor (e) are false, while for
her, both (e) and (f) are not true. Notice that to answer as
in

g. N: Is Bi11's wife pregnant? A: No.

Is insincere for both, but in addition for Mary it would be
a lle. For a detalled discussion, see Shenaut (1974).

6. It may now be seen why It was unnecessary to
include a condition like "B Is false" semi-entalls "A is
true" In the definition of Internal negation. The reason a
similar condition was included for external negatlion 1Is to
block palrs 1like

A: There is no King of France
B: The King of France Is bald,

This type of palr Is blocked for iInternal negation, since
whenever A Is true, a presupposition of B Is false, making B
not true and not false.

7. The condition on syntheticity 1is included for the
reasons mentlioned during the discussion of semi-entaliment.



Chapter Three

VARIATION IN PRESUPPOSITION
AND NEGATION

In the previous chapter, several concepts of much
current Importance were introduced, In this chapter, two of
these concepts will be focused upon (In more detall:
presupposition and negation. Obviously, these two concepts
are related, since It Is necessary to refer to negation to
define presupposition. In fact, in much of the 1llterature
(e.g. Horn 1972), the distinction between Internal and

external negation Is characterlized as follows:

(1) Internal negation shares the presuppositions of the
unnegated sentence; external negation cancels the

presuppositions of the unnegated sentence.

Clearly, there is a very intimate connection between the two
relations.

This close Iinteraction between the two has been
pointed out before, and has even caused some 1linguists to
questlion the usefulness of the notion "presupposition." One

such lingulst 1Is Wilson (1972)., Ve will have more to say

29
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about this approach later.

FUZZY CONTRADICTION

In Chapter One, G. Lakoff's (1972) description of a
fuzzy presuppositional loglic was briefly Introduced. In
that system, truth and nonsense are nondiscrete, and vary
along a continuum from 0 to 1. Nonsense Is the degree to
which the presuppositions of a sentence are not true. Thls
framework will he extended here to describe another
continuum, contradiction, which is dependent In part upon
truth and presupposition.

In Lakoff's paper, "hedges" are described as
predicates which decrease the degree of truth required of
some proposition for some given degree of truth for the
assertion. An "intensifier" has the opposite effect. For

example:

(2) a. John is 5'2" tall.
Mack is 5'6" tall.

Jim 1s 6'4" tall,
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b. John Is tall.
John Is very tall.
John Is sort of tall.
c. Mack Is tall,
Mack Is very tall.
Mack is sort of tall.
d. Jim Is tall,
Jim is very tall.

Jim Is sort of tall.

Given the tallnesses of (2a), it can be seen that "sort of"
can act to increase the truth of a sentence which was not
very true, while '"very" can serve to decrease the truth of
relatively true sentences. In Lakoff's terms, "sort of" Is
a hedge and "very" Is an Intensifier.

Contradiction, in general, results from the

conjunction of some proposition and its negation:

(3) p and (not p) (or "p but (not p)").

For example, consider the following contradictlons:

() a. It's snowing and it's not snowing.

b. John ts a bachelor but he's married.

In (4a), the contradiction is direct, since the first
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conjunct Is a proposition and the second its negation. The
contradiction in (4b), however, is 1less direct, slince the
first conjunct semi-entalls a proposition, and the second
conjunct Is the negation of the semi-entalled proposition.
(4b) Is contradictory due to application of modus ponens.
Now consider the effect of inclusion of hedges and

intensifliers:

(5) a. It's sort of snowing and not snowing.
It's snowing 1ike a bitch and not snowing
at all.
b. John Is sort of a bachelor, but technlically
he's married.

John Is a strict bachelor, but is very married.

It seems clear that when hedges 1like '"sort of" and
"technically" are included, the previous contradiction 1Is
improved; that 1Is, It becomes 1less contradlictory. On the
other hand, inclusion of Intensifiers like "1ike a bitch,"
"at all," "strict," and '"very" seems to Increase the amount
of contradictlon. In Lakoff's system, this might be
accounted for by simply adding the minimum degrees of truth
for the contradictory propositions, so that the conjunction
Is contradictory to the degree that the sum exceeds 1.
Using this measure, the scale of contradiction extends from
0 to 1, as do the scales of truth and nonsense. This fact

can be used to examine the hypotheslis that negation and
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presupposition are not discrete.

CAUSAL CONJUNCTION

There is a test for presupposition Involving
contradiction. The test involves conjoining some
proposition with some other proposition, and also conjoining
the negation of the first proposition with the other
proposition. I f both of these conjunctions are
contradictory, then the first propositiasn presupnos2s  th»
second. (Note: although internal negatlon 1Is used 1In the
usual version of this test, any negation can of course be
used If desired. However, failure to find contradiction
with an external negation does not mean that the first

proposition does not presuppose the second.) Here Is an

example with the factlive predicate "resent':
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(6) A: Mary resented that Fred left.
B: Fred left.
A&™B: Mary resented that Fred left, and Fred
didn't leave.
(TA)&™B: Mary didn't resent that Fred left,

and Fred didn't leave.

In the example, both of the conjunctions are contradictory,
so A presupposes B.

We are concerned here with a subset of sentential
conjunctions, namely, the set of "causal" conjunctions. In
application of the above test, one of the causal
conjunctions Is substlituted for "and.'" A causal conjunction

may be defined as follows:
(7) A conjunction C is causal If and only If for all palirs
of sentences (A, B) such that C(A, B), B Is a reasonfor

the truth of A, and C(A, B) semi-entalls "A and B."

Some examples of this are:
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(8) a. Ford Is president hecause Nixon appolnted him and
then stepped down.
b. Since all men are mortal and Socrates was a man,
Socrates was a mortal.
c. You've had too much to drink, so you should go

home now.

Notice that all of these conjunctions have the flavor of the
conditional in 1logic. |In fact, there Is some similarity,

but

(9) If p, then q

does not semi-entafll

(10) p and q.

That 1Is, while material implication may connect any two
well-formed sentences, causal conjunctions may only connect
sentences which the speaker Intends to 1Indicate that he
belleves are true.

The Interesting fact about this type of conjunctlion is
that In sentences of the form C(A', B'), where A' 1Is the
negation of A, B' Is the negation of B, and A presupposes B,
B' is a reason for A' when A' Is an external negation, but

Is not a reason (and ts contradlctory) if A' Is an Internal
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negation of A, Example:

(11) a. Tom didn't marry Fred's sister, because Fred
doesn't have a slister.
b. The sentence "Tom married Fred's sister" is

not true, because Fred doesn't have a sister.

Fxample (1la), with Internal negation, Is contradictory, but
(11b), with external negatlion, seems quite reasonable. We
now turn to the use of this test to examine the discreteness

of presupposition and negation.

DIFFERENCES IN TYPE OF PRESUPPOSER

Suppose we hypothesize that different surface markers
of presupposition have different requirements for
satisfaction. That is, marker ml requlires that the
presupposed proposition be true to degree dl1, and marker m2
requires that the presupposed proposition be true to degree
d2. If d1 Is not equal to d2, then we would expect to find
a difference In the degree of contradiction resulting from
the causal conjunction test. In fact, this Is what we find.

Conslider the following sentence:
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(12) a. Bill doesn't know that someone robbed the bank,

because no one robbed it.

b. BIi11 doesn't realize that someone robbed the bank,
because no one rohbed It.

c. It wasn't Bll1l who robbed the bank, because no
one robbed It.

d. BI11 Isn't the one who robbed the bank,

because no one robbed It.

A1l of the above sentences are of the form

(13) A' because B!
A presupposes B

A' Is an Internal negatlion of A.

The only difference 1Is in the surface means of marking the
presupposition. (12a) uses a factlve predlcate, (12b) uses a
semi-factlve,1(12c) uses a cleft sentence, and (12c) uses a
pseudocleft sentence. Most iInformants agree that for the
four surface markers of presupposition in (12), there Is a
decreasing degree of contradiction from (a) to (d). This
may be seen as indicating that there are four different
degrees of truth required by the presupposers of the
presupposed proposition.

Another pailr Is seen In (14):
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(14) BIil1l1's wife Isn't the one who wrecked my car, because
a. Bil11 doesn't have a wife.

b. my car hasn't been wrecked.

Agaln, most informants agree that possessives like (lka) are
less contradictory in the test than pseudoclefts 1ike (1luib).
This indicates that the surface possessive does not require
as great a degree of truth. To sum up, we have shown some
examples of presupposers which apparently demand different
degrees of truth of their presuppositions. The order in

terms of decreasing degree of truth required is:

(15) a. factlive predicates
b. semi-factives
c. cleft sentences
d. pseudocleft sentences

e. possessives.

That 1[Is, there seem to be at least five different
levels of strength of presupposition shown by the results of
the contradiction test. This Is strong evidence that the
relation "presupposition" obtains to a degree rather than
categorically, In the next section, we apply the

contradiction test to negation.



39

DIFFERENCES IN TYPES OF NEGATION

In Chapter Two, internal and external negation were
defined, and examples of some of the more common surface
markings of these categories were glven. It was observed
that the distinction Is actually semantic and/or pragmatic,
and that the surface form does not always match the
predicted meaning. In thls section, evidence Is given that
what may be going on Is that It Is the categories which are
not useful, rather than the surface forms which are
inconsistent. But flirst we introduce some more terminology.

Karttunen (1973b) explored the effects of different
types of predicates on the presuppositions of complex
sentences. He <classified all of the predicates into the

following categorles:

(16) a. Plugs: predicates which block off (cancel) all
of the presuppositions of the conplenent sentricce
b. Holes: predicates which let all of the
presuppositions of the complement sentence become

presuppositions of the matrix sentence
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c. Fllters: predicates which, under certain
conditions, cancel some of the presuppositions

of the complement. (p. 174)

In this framework, internal negation is a hole, and external
negatlon is a plug.

If we hypothesize that some negators approach the
hole, and others approach the plug (rather than falling
discretely Into either), then we would expect differing
results from the contradiction test depending on the negator
present in the sentence. There Is some evidence that this
Is indeed the case.

Consider the sentences of (17):

(17) No one kicked my dog, so
a. The sentence "It was Bil11 who kicked my dog"
Is not true.
b. It Is not the case that it was BI11 who
kicked my dog.

c. It isn't BiI11 who kicked my dog.

In all of the sentences in (17), the form Is
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(19) "B, so A'
A presupposes B

A' Is a negatlion of A.

A1l of the presupposers are the same (cleft), and the
presupposed proposition 1[Is the same. What varies Is the
negator. Both (a) and (b) are what we identified before as
external negatlions, and (c) Is an Iinternal negation. As
predicted, (c) Is more contradictory than elther (a) or (b).
The unexpected result (If Internal and external negations
are discrete categories and all negations fit into one or
the other) Is that (b) Is more contradictory than (a). That
Is, there are three 1levels of negation (in terms of
cancellation of presuppositions) In (17) where there should
be only two under the old classification.

Another example Is shown In

(19) Bi1l Isn't married, so
a. It's not the case that Bill's wife has a Swiss
bank account.
b. Bill's wife doesn't have a Swiss bank account.

c. BIl11's wife has no Swiss bank account.

This time, (b) and (c) are Internal negation and (a) Is
external negation. As expected under the traditlional

account, (a) Is 1less contradictory than either (b) or (c),
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but agaln we see a difference within a category. Example (b)
is less contradictory than (c), even though both are in the
traditlonal "internal" <classification. Thus, there s
reason to belleve that neither Internal nor external
negatlon are discrete categories, and that negation, like
presupposition, Is nondiscrete.

To extend Karttunen's plumbing analogy, negation seems
to function like a valve rather than as a plug or a hole.
Of course, in plumbing, the limlts of a valve are the hole
and the plug (except in the case of drippy faucets when the
plug 1imit is never reached), but there is plenty of room in
between.

Another example will suffice to make the point. |In
Shenaut (1974), misleading evasion was discussed. Without
going Into detall about the content of that discussion, we
observe that there are different degrees both of misleading
and of evaslion which are possible. This results 1In a
nondiscrete category of speech act (one of the
circumlocutionary acts) which 1Is called '"misleading
evasion." It works like this. In order to make an evasion,
the speaker must have been asked a question (or otherwise
been requested to tell something). The speaker must say
something (or do something) Iinstead of responding to the
request for Information. |If the speaker actually 1lies or
issues (or attempts to Iissue) a misleading utterance, then
he has not evaded the question, but has only answered it

insincerely. However, since there are degrees of
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misleading, It Is possible for the speaker to both evade the
question, sort of, and mislead the hearer, sort of, but do
neither to a full degree. If either 1Is done to a full
degree (or not at all), then the act does not qualify as a
misleading evasion. However, there is a range of degrees of
misleading and evasion which do qualify. The following

story should make this more clear:

(20) Bi111 and Mary are talking. Bi11 belleves that Tom Is
not married, and never has been. Mary, on the other
hand, thinks that the girl Tom lives with Is his
wife. Bill knows that Mary would be offended If she
knew that Tom and his convivant were "living In sin."
Mary thinks that Bil11 Is trying to move on Tom's
wife, and this is upsetting her. She wishes to find
out for once and for all what Bill's intentlions are.
Bill, of course, wants to evade the question and at
the same time iIndicate that he has no Interest in the
girl. There are several ways he could reply:

(Mary): You're Interested In Tom's wife, aren't you?

a. Tom isn't married. (truthful, evasive)

bh. | have no interest In Tom's wife. (misleading,
not evasive)

c. No, Its not the case that I'm Interested In
Tom's wife. (less misleading, more evasive)

d. No, It's not true that I'm interested in Tom's
wife. (stil1l less misleading, more evasive)

e. No, It wouldn't be true for you to say that...
(even less misleading, more evaslive).

Notice that as one goes down the list from (b) to (c), the
degree of misleading decreases, and the degree of evasion
Increases. This can be taken to show that the
presuppositions of the possessesive are weakened to
different degrees by the different negators used In the

replies. In other words, as one reads down the 1ist of
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replies, the valve becomes more closed, approaching a
plug-like state. But even (e) Is misleading to some extent,
so some of the presupposition that Tom has a wife iIs present

in all of them.

WILSON'S HYPOTHESIS

Wilson (1972) observed that 1In almost all cases of
negative sentences with material markzd as presupoosed, 114
Is possible to get the so-called external reading,
cancelling the presuppositions of the sentence. This would
imply that all negations are potentially external as far as
presuppositions are concerned, and that therefore, the
notion of presupposition as a relatlon maintalned after
negatifon Is not correct. An example Is the syllogism, which

seems to force the external readlng, at least for Wilson:

(21) If it was John who rohbed the bank, then someone
robbed the bank.
No one robbhed the bank.

1 1t wasn't John who robbed the bank.

Wilson uses the relative acceptability of such
syllogisms as evidence to support the hypothesis that there
Is no difference hetween what we have called semi-entallment
and presupposition, since the only difference has to do with

the maintenance of the relation under negation. If the
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"external" reading Is possible in every case, then clearly
the distinction Is not viable. WIllson suggests that certain
forms mildly indicate that the speaker tends toward belief
of the semli-entalled material even under negation, but the
indication Is not the same as the commitment or '"necessary"
belief as In semi-entallment.

The present account suggests another explanation of
Wilson' facts.

If there s indeed a continuum of negation in terms of
presuppositional cancellation, and iIf contradiction 1is
nondlscrete, then one might expect to find differences In
the amount of contradiction In the sylloglisms, just as In

the contradictlion test. In fact, this seems to be the case:

(22) If it was John who robbed the bank, then
someone robbed the bank.

No one robbed the bank.

a. it wasn't John who robbed the bank.
b. It tsn't the case that John robbed the bank.
c. The sentence "It was John who robbed the

bank" Is false.

There Is an increase In acceptability as one proceeds down
the 1ist. This 1Indicates that the speaker of cleft
sentences commits himself to the truth of the complement

even under negation, although to different degrees depending
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on the type of negation used. This does not hold for all

seml~-ental Ilment:

(23) |If John is a bachelor, then he Is not married.

John 1Is married.

a. John Is not a bachelor.
b. It Is not the case that Yohn is a bachelor,

c. The sentence "John is a bachelor" Is false.

There Is no difference in acceptability among the syllogisms
of (23).

Under Wilson's account, there is no way to account for
(a) differences in acceptabllity of syllogisms which depend
upon the surface form of negation used, and (b) differences
In degree of contradiction resulting from type of negation
and type of presupposer. The present account handles both
of these differences. This suggests that it 1Is still
meaningful to include the notion '"presupposition'" In
linguistic analyses, but that It is merely a nondliscrete
relation, as 1is negation., It 1is this nondiscreteness that
results In the facts reported by Wilson.

In Chapter Two, It was pointed out that presupposition
Is a transitive relation, that 1Is, presuppositions may be
presupposed by presupposlitions, resulting In complex
presuppositional structure. The next section gives evidence

that there are differences in the strength of
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presuppositions due to their 1level 1In presuppositional

structure.

DIFFERENCES DUE TO DEPTH OF PRESUPPOSITION

G. Lakoff (1970) claims that secondary presuppositions
are impossible to qualify (il.e., suspend or cancel by means
of an 1if- phrase), where a secondary presupposition 1Is a
sentence presupposed by a presupposition of the matrix

sentence:

(24) a. Few men have beaten their wives, iIf any men have
beaten them at all,
b. Few men have stopped beating thelr wives, If any

have ever beaten them at all,

In (a), use of the quantifler "few" presupposes ''some men
have beaten their wives." This presupposition Is qualified
by the 1if- clause, which 1Is sort of a hedge on the
presupposition of the first clause. In (b), on the other
hand, use of the verb "stopped" presupposes "a few men have
beaten thelr wives," which 1In turn presupposes ''some men
have beaten their wives." This secondary presupposition Is
qualified by the If- clause, but only at the cost of a loss
of grammaticality for the sentence. Lakoff concludes from
this and other facts that only primary presuppositions nay

be qualified.
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There Is, however, another possibility, not considered
by Lakoff, namely that there 1Is a hilerarchy such that
secondary presuppositions are harder to qualify than primary
ones, and tertiary presuppositions are harder to qualify
than secondary ones, and so on. It is possible to use the
contradiction test to determine whether this is true.

That Is, It might be the case that the reason why the
decrease in grammaticallty occurs is that emhedded
presuppositions have more strigent requlirements on truth for
satisfactlion. Therefore, use of a qualifler with a
proposition marked as very true might not be able to
diminish the truth requirements of the presupposition enough
to avold contradiction.

Consider the following examples:

(25) John didn't know that it was Bil11 who married
Fred's sister, because
a. It was Jack who married her.
b. no one married her.

c. Fred doesn't have a sister.
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(26) It Isn't John who knows that Bi11 married Fred's
slister, because
a. no one knows it (vet).
b. Tom married her.

¢c. Fred doesn't have a sister.

In both cases, there Is an Increase in contradiction as one
descends the list of alternatives. The presuppositional

structures of the sentences are

(25") (NOT) FACTIVE>>CLEFT>>P0OSS=5S1Y/T
726°') (NOT) CLEFT>>FACTIVE>>POSSESSIVE ,

where ">>" Is to be Interpreted "presupposes." There is a
very obvious Increase In the degree of contradiction when
lower-level presuppositions are denfed. This Is In support
of the hlerarchy proposed above. For further support of

this hypothesis, conslider

(27) Few feminists know that some men have stopped beating
their wives, If
a. any feminists know It at all,
h. any men have stopped beating thelr wives at all.

c. any men have ever beaten them at all.

This example, which seems very similar to that of Lakoff
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(cited above), shows that the same Increase in
ungrammaticality obtains for qualification of n-ary
presuppositions as for contradictlion of them.

To sum up, 1in this chapter, we present evidence that
(a) presupposers are of different strengths In terms of the
degree of contradiction resulting from their direct denfal,
(b) negators act 1lke valves In that they diminish the
presuppositions of a lower sentence to different degrees,
depending  upon the surface form used, and (c)
presuppositlions appear to (Increase In strength as a result
of being presupposed by a higher presupposltlon.2 We have
used this evidence to suggest changes in the hypotheses of
Wilson (1972) and Lakoff (1970). In the next chapter, we
shall discuss the definitions of Chapter Two In the light of

the facts In the present chapter.



NOTES TO CHAPTER THREE

1. Karttunen (1970) divides factive predicates into
two sub-classes:

a. Semi-factlves predicates are those for which the
following relation obtalns:

p Is a semi=factive If and only If for all
propositions A, p(A) semi-entalils A and the
internal negation of p(A) semi-entalils A,

b. True factlves are deflined as:

p Is a true factive If and only If for all
propositions A, "p(A) Is possible" seml-entalls
A, and "the Internal negation of p(A) lIs
possible'" semi-entails A.

Karttunen also suggests that something 1ike the definition
(b) is the proper definition for all presupposition, and
that therefore semi-factives are not presupposers. Since
all predicates meeting (b) also meet (a), and since (a)
corresponds to the usual definitlion for presupposition, | do
not see anything to be galned by this proposal.

2. As was noted In the Introduction, there 1Is good
reason to doubt linguists' Intultions when they are glven as
the sole support for an analysis. To this end, several
attempts were made to gather support for the Intulitions
reported here. Some of this evidence Is reported In Shenaut
(1975) and Shenaut and Warren (1973). In general, it would
bhe falr to say that all of the intuitions Included here were
supported by this experimental data.



Chapter Four

FUZZY RELATIONS BETWEEN SENTENCES

In the previous chapter, evidence supporting the
hypothesis that the relations "negation" and
"presupposition" are nondiscrete is presented. If this
hypothesis Is correct, then the definitions gliven In the
first chapter must be altered In such a way as to maintaln
thelr original correspondence with Intuitions, but at the
same time account for the new data reported here. It is only
necessay to amend the origlinal definitions slightly to
accomplish this. In the case of negation, it Is possible to
actually replace a concept (Internal negation) with another
one (valve). Some of the changes are not explanatory, In
that they allow a range of varliation, but make no attempt to
account for this variation. This Is not true In the case of
complex presuppositions, however, since It Is possible to
glve a relatively stralightforward explanation of the facts
there. The order of presentation follows roughly that of

Chapter Two.

52
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SEMI -ENTAILMENT

Semi-entallment may be redefined as follows:

(1) Sentence A semi-entalils sentence B (to degree d0 =
dl - d2) if and only If for all speakers S who belleve
A Is true to degree d2, S must belleve B Is true to

degree d2, and B is synthetlic.

In other words, for a sentence to semi-entall another, the
latter must be belleved to be as true or more true than the
former. The degree of semi-entallment 1Is the extent that
the minimum degree of truth of the latter sentence must

exceed that of the former. Here are some examples:

(2) a. John knows Bil1l Is tall.
Bi1l Is tall.
b. BI1l just found out that Nixon Is popular.

Nixon Is popular.
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C. Some
Quite a few Arkkites are mothers.
Most
All
Some Arkkites are female.
some
d. No Arkkites are female, but quite a few
most
all

Arkkites are mothers.

In (a), (b), and (c), the first sentence(s) semi-entall(s)
the second. In (c), however, the strength of this
semi-ental Iment varies as seen by the increase in
contradiction resulting from the different surface markers
of semi-entallment as one goes down the list In (d).

At this point, it Is useful to note that, while for
the relation "semi-entall" to obtain between two sentences,
the degree of truth d2 of the semi-entailed sentence must be
greater than or equal to the degree of truth of the
seml-entalling sentence, It Is logically possible for
another relation, which might be dubbed '"sort-of entallment"

to hold between two sentences:
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(3) Sentence A sort-of entalls sentence B if and only if
for all speakers S who belleve that A is true to some
degree dl greater than 0, S must believe that B Is

true to degree d2 greater than 0, and B Is synthetic.

That is, iIf A Is believed to be even partially true, B must
be believed at least partially true, but it Is not necessary
that d2 be greater than or equal to dl. Extent of sort-of
entallment 1Is equal to d2, Clearly, sort-of entallment
Implies (in the loglical sense) semi-entailment. Sort-of
entaliment might be what obtains between sentences which
have had their presuppositions valved down by negation. For
present purposes, we wlill not go Into this distinction any

further, but merely point it out as a possiblility.

NEGATION

As was observed in Chapter Three, negation Is a valve.

At thls point, we make that notlion more expliclt:

(5) For all sentences T of the form p(q) where q
semi-entails r to degree d greater than or equal to
0, and p Is some abstract predicate with surface
reallzatlions p',p'',..., and for all S who belleve
T to be true to degree tl S must belleve r to be

true to degree t2;
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a. [f t2=0, then p Is a plug.
b. if t230, then p Is a hole.
c. If for some T and for all p, t2=0, and for some
T and for all p, t2)0, then p is a fllter.
d. If t2 Is located at several different polnts on
elther side of tl1 for different reallzatlions of
p, then p Is a valve.
Since It Is desirable to have the value of the valve
vary In the same range as the other fuzzy varlables, l.e.,
from 0 to 1, this value can be conceptuallized as the

difference between t2 and tl, or

(6) min(t2-tl, 0) .

In other words, the value of the valve 1Is the extent to
which the semi-entallment Is reduced. When the value is
equal to 1, then the predicate is a hole; when the value Is
equal to 0, then the predicate is a plug. Intermedliate
values are expressed by location along the interval.

As an example, consider



57

(7) It wasn't John
It's not true that It was John who robbed the bank.

(etc.)

which has the following presuppositional structure:

(8) T: o) q r
(NOT) (it was John who robbed the bank)>someone
did)

When NOT Is a plug, T may be true to any degree regardless
of the truth of r. When NOT Is a hole, r must be at least
as true as T. And when NOT 1is In between, r must be at
least partlally true, but needn't be as true as when NOT is
a hole.

Since on the Initlal definitlons for internal and
external negation, external negatlion Implies (In the loglcal
sense) Internal negation, It 1Is possible to define all
negation by applylng the definition for external negation.
Once the set of all palrs of sentences (A, B) such that A Is
a negation of B has been so defined, the value of the
negator for some subset of the pailrs In terms of
presupposition cancelling Is determined by testing, as was
carried out for several negators In the previous chapter.
Since Internal negation under this system reduces to a

theoretical endpoint to the hypothetlical valve continuum, It
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seems that there is no use to continue to maintain the
distinction between It and external negation In the natural

loglc.

PRESUPPOSITION AND FULL ENTAILMENT

Since Internal negation was used in our definittons of
both presupposition and full entaliment, and we have
discarded internal negation from the natural logic, It now
becomes necessary to redefine these definltlions to include
the changes. In the case of full entallment, this may be

accompllished stralghtforwardly:

(9) Sentence A fully entalls sentence B if and only if A
semi-entalls B, and for all palirs (A', B') such that
A' is a negation of A, B' Is a negation of B, and
value of the negators of A' and B' are equal (in terms
of cancellation of presupposition), B' seml-entalls

A,

Since It is probably impossible to determine the actual
value of some surface negator, much less decide whether two
such negators have the same value, In practice, the only
cases whlch can be decided with any real confidence are
those In which the surface negators are Identical. Thus the
test for semi-entallment involves comparison of sentences

with the same surface form:
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(10) a. A: Mary's sister has two apples.
B: Mary's sister has at least one apple.
b. B': Mary's sister doesn't have at least one apple.
A': Mary's sister doesn't have two apples.
c. B': It's not the case that Mary has at least one
apple,

A': I1t's not the case that Mary has two apples.

The problem 1Is somewhat more compllicated for
presupposition. There seem to be two alternatives. We
could simply alter the old definition to read "negation with
a value of 1" instead of "internal negation." This would
preserve the old distinction exactly. The problem with this
alternative 1Is that 1t might be the case that some (or
perhaps all) speakers are lingulstlic counterparts to leaky
faucets; that Is, thelir valves never open or close all the
way. Thus, for these speakers, there might not exist
negations with the value 1. Yet It would be stupid (in the
sense of Ross 1972) to infer from this that for these
speakers, presupposition does not ever obtain.

The second alternative involves quantifying over

negations, as In
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(37) Sentence A presupposes sentence B If and only if A
semi-entalls B to some degree dl greater than 0, and
there exlsts some A' such that A' Is a negation of A
and A' seml-entalls B to some degree d2 greater

than 0.

This seems to correspond more closely to the facts.

A measure of the strength of a presupposition is the
degree of semi-entallment which remalns under some negation.
Figure (1) sums up some relations between presupposers and
negators In terms of this measure.

In Figure (1), the ordinate axis represents the values
of the negators considered, running in order from 0 (plug)
to 1 (hole). The relative position on this scale for
varlous surface negators 1Is In the key. The abclssa
reprasaants scroenTih 07 seni-entaiinent  restliting fior tlo
Lerc e sentence. Tlotted o e coordinctes cre  orvers?
surface presupposers. |t should be remarked at this point
that not all of these combinations have been tested, and
that the relation might be more complex than suggested here.
Also, the relation might not be linear. However, Figure (1)
represents my Intultlons about the Iinteraction of flve
surface negators and flve surface presupposers.

So far, we have modifled the definitions of
semi-entallment and presupposition to allow for

nondlscreteness, and have done away with the concept
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"internal negatlion," replacing it with the more general
"valve." Thls allows us the flexibllity to represent certaln
emplrical observations which were Impossible (or difficult)
to deal with under the old system.

One problem remalins. As we have observed,
presuppositions increase In strength as a result of being
embedded in the presuppositional structure of a sentence.
Ve have seen how surface negators and presupposers Interact
to glive rise to different degrees of semi-entailment. The
account we have gliven of this Interaction suggests a natural
explanation of the facts for complex presuppositions.

If we compute the increment of truth assoclated with
the primary presupposer, use it to compute the minimum truth
for Its presuppositions, then compute the Increment of truth
for the secondary presupposer, use It to compute the minimum
truth of 1Its presuppositions, and so on, then the proper
result [Is automatic. This follows because whenever the
minimum truth of the presupposing sentence is higher, the
minimum value of Its presuppositions s higher, since the
latter are lower bounded by the truth of the presupposer.
Thus a simple recursive algorithm such as Figure (2) Is
capable of representing the observed facts.

In Figure (2), the matrix sentence is denoted P(0),
the primary presupposition as P(1), and so on. The process
represented In the flow diagram 1Is: (1) determine the
Iimmediate presupposition; (2) wusing the truth of the

presupposer as the lower bound, wlith regard to the strength
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P(0) =T

\:

I =1

< I = 1+1

find P(1)
2

t(P(1)) = s(1)(1 t(P(I = 1))) + t(P(I = ))

no P(1) yes
divide:
?

Figure (2): Hypothetical routine for computing the minimum
truth for satisfactlion of the presuppositions of a sentence
T. "t(x)" means '"minimum truth of x'"; '"s(1) means 'degree

of semi-entallment at level I."
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of the presupposer, compute the minimum truth of the
immediate presupposition by adding a proportion of the
difference between the minimum truth of the presupposer and
1 to the minimum truth of the presupposer; and (3) If the
presupposition has presuppositions, go on to the the next
level, otherwise exlt.

In this chapter we have examined certain fuzzy
relations between sentences. Motivated by evidence from
Chapter Three, we changed the definition of semli-entallment,
presupposition, and full entallment from the Initlal forms
in Chapter One. \le explicitly deflne the notion '"valve,"
introduced In Chapter Three, and used this concept to
motivate the abandonment of "internal negation" as a useful
natural loglc concept. Finally, we suggest a means of
accountling for an Increase In strength of seml-entallment
for higher order presuppositions using a simple recursive

process.
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NOTES TO CHAPTER FOUR

1. This Is based upon G. Lakoff's (1972) treatment of
material Implication In a fuzzy system:
"p-=>Q" will hold In all cases where there Is a real

logical Implication relation between P and Q, that lIs,
where 1t Is necessarily the case that (the truth of P)

{ [the truth of Q] .

2. See Haviland and Clark (1974) for some remarks on
real-time processing of simple presuppositions.



Chapter Five

SUMMARY AND DISCUSSION

The aim of this thesis has been to demonstrate that
nondiscrete varlation occurs 1In the Interaction of the
semantic relations 'presupposition" and "negation." To do
this, first the terms were defined In a manner roughly
reflecting thelr current usage, but in a way which was
internally consistent, allowing a careful examination of the
interactlion between them, and the theoretical implications
of this interaction. Part of this definlng involved making
explicit the distinctions internal/external negation, full
and semi - entallment, and pragmatic and logical
presuppositlion.,

Next, It was shown that contradiction can be indirect;
that 1Is, it can result from the conjunction of some
proposition and the negation of some semi-entailment of the
proposition., Also, it was shown that contradiction 1is not
categorlcal; that 1Is, It 1is possible for there to be
different degrees of contradiction. Finally a test, called
the causal contradiction test, was defined. This test
involves conjolining a negated proposition and a negation of
one of Its presuppositions, using a '"causal"™ conjunction
(so, slince, because), The resulting degree of indirect
contradiction was used to examine the status of negation and

presupposition as discrete phenomena.

66
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The filrst result was the finding that there are
differences between different surface presupposers (e.g.
cleft, pseudocleft, factives, semi-factlves, and
possessives) In terms of the degree of contradiction
resulting from the causal contradictlion test. This result
was Interpreted as showing that there are differences in the
strength of presuppositions resulting from different
presupposers.

The next result was the similar finding that there are
differences In degree of contradiction resulting from the
test due to surface negator. That is, some negations seem to
diminish the presuppositions of a sentence to a greater
degree than do others. Following the plumbing analogy of
Karttunen (1970), who referred to Internal negation as a
"hole" (presuppositions of the complement pass freely Into
the matrix sentence), and to external negation as a "plug"
(presuppositions of the complement are blocked), the data
were Interpreted as Indicating that negation seems to be
more like a valve. This means that some negators are
relatively open (to 1lower presuppositions) and some are
relatively closed, but there are many degrees in between
these two endpoints.

The final result was the finding that when a
presupposition Is presupposed by presuppositions, Its
strength Is Increased. This was accounted for formally by
means of a top-to-bottom recurslve process which determines

the minimum degree of truth for each presupposition of a
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sentence (Figure 2).

There might be disagreement with some of the facts
presented In support of the analysis, but it 1Is only
necessary to find a single instance of nondiscrete variation
concerning one of the varlables to prove that such varlation
exlsts, It 1Is believed that more than ample evidence has
been presented to support this thesis.

What 1Is iInteresting, especially in the 1light of a
burgeoning trend toward functional explanation in
lingulstlics, 1Is to speculate about the vrole that this
nondlscreteness might play In the actual use of language for
communlcation.

One Implication of the process in Figure 2 for
assigning degrees of truth to the presuppositions of the
sentence Is that perhaps the truth value of presuppositions
(and, one might add, especlally of deeper presuppositions)
Is usually unimportant to the understanding of the sentence.
That Is, It might be the case that the normal function of
presupposition Is to Identify the 1location of some mental
storage so that the stored Information might be accessed,
allowling the new Information (or, in the case of speech acts
with other than declarative force, speaker propositional
attitude), to be added to (or conflated with) the store.
There 1s experimental evidence for this position (at least
for simple presuppositions). For example, Haviland and
Clark (1974) report that It takes less time to understand a

sentence If the presuppositlions are known than ({f they are
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not. That is, if Tom happens to know that Sue has a
brother, 1t would take him less time to understand the
sentence (said by Sue) "My brother has red hair" than if he
did not have this information. Haviland and Clark dub this
(and other related phenomena) the '"given-new contract."
This Implles that 1In normal conversation, the speaker
follows a convention (or "contract") to mark as presupposed
(by clefting, pseudoclefting, use of anaphora, etc.) only
materlial which he belleves is shared by both himself and
the hearer. This contract allows the hearer to disregard
the content of the presupposed portion of the utterance,
except as an indication of reference and topic, speeding
comprehenslon of the sentence. Given this analysis, the
present results lead to several predictlions.

First, It seems that the results with embedded
presuppositions show that deeper presuppositions may be
processed (for truth value) only after all less embedded
presuppositions (and the nonpresupposed material)., That Is,
when presuppositions are more deeply embedded 1In the
presuppositional structure of the sentence, they are marked
(In the above sense) as being bellieved more "given" (in some
sense) by the speaker., Since the hearer is following the
glven-new strategy, he will tend to "take the speaker's word
for 1t" unless there 1Is some Indication to the contrary.
This prediction can be tested by application of the
Haviland-Clark methodology, which involves measuring

comprehension time tachlistoscoplcally,
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Second, there needs to be some way for the speaker to
Indicate to the hearer that he 1Is not following the
contract. That Is, even though there is some presupposer in
the sentence, It is not the speaker's intention to Imply
that he belleves its presuppositions. This might be the
function of what Karttunen (1970) calls "plugs." The
present results on negation suggest that the function of the
differences In presupposition-cancelling by the various
negators might be to indicate the level of belief 1In the
presuppositions of a sentence held by the speaker. For
example, a relatively plug-1ike negator (l1ike "It Is not the
case that...") would Indicate that the speaker iIs saying the
sentence, but does not necessarily go along with Its
presuppositions. The prediction In this case 1is that it
would take longer to understand such sentences than
sentences with relatively hole-like negators, and also for
the former that pre-knowledge of the "presupposed" material
would not speed comprehension time. This predication also
seems amenable to testing using the Haviland-Clark paradigm.

Another area which seems relevant to the examination
of the function of presuppositional nondiscreteness Is
politeness. Attempts have been made to develop
semantlic/pragmatic explanations of Intuitions about level of
conventional politeness in requests (see R. Lakoff 1973 and
B. Mohan 1974). However, these attempts have not been
totally satisfactory (In our opinion) due to the essential

nondiscreteness of politeness judgments and the lack of a
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fuzzy theoretical apparatus In semantics and pragmatics.

For example, consider the following Indlrect requests:

(1) a. Can you sweep the floor?
b. Can't you sweep the floor?

¢c. You can sweep the floor.

Clearly, the conventional politeness decreases from (la) to
(1c). How Is this fact to be accounted for?

Gordon and Lakoff (1971) state that one way to
conversationally convey a request Is by questioning a
hearer-based sincerity condition (in our framework,
sincerity conditions are pragmatic presuppositions). One

such conditlon Is

(2) The hearer Is able to carry out the request.

That 1Is, a request cannot be sincere unless the speaker
belleves the hearer is able to carry It out. Both (la) and
(1b) question (2). Normally one does not ask questions
about that for which he already knows the answer (or at
least does not ask such questions sincerely). Thus since
the speaker indicates by the question that he does not know
the answer, and indicates by the fact that he Is making a
request that he does know 1it, It seems that (la&b) are
paradoxical. That Is, they must be insincere If they are to

be sincere. This account, which seems to follow from the
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consideration of sincerity conditions on questions and on
requests, is clearly flawed, since no one would judge (1la&b)
as elther necessarlly Insincere or as paradoxical. The
explanation of this state of affalrs comes from
consideration of the function of asking questions to convey
requests. Questions, as was pointed out above, normally
pragmatically presuppose that the speaker does not know the
answer. But It Is possible for different types of questions
to Indicate different 1levels of sureness about the answer.

This Is shown by the different degrees of contradiction in

(3) | don't think you can do It, but
a. you can sweep my floor.
b. can't you sweep my floor?

c. can you sweep my floor?

That is, (3a), a nonquestion, Is more contradictory than
(3b), and (3b) Is more contradictory than (3c). Now, If (2)
Is false, It 1Is possible for the hearer to refuse the
request with no Impoliteness at all. This suggests that the
function of questlon-requests of the type In (1) could be to
make the request less strongly, leaving the hearer a way (at
least nominally) out of doing the request without actually
refusing to cooperate. And further, the function of the
negative questlon seems to be to weaken the pragmatic
presuppositons of the requests, but not to the degree of

nonnegative questions.
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The research reported here, then, seems to provide a
means to examine some of the traditional problems of
linguistic description from a broader base. Now it appears
possible to dlscuss questions and explanations which would
have been much harder to consider under previous accounts.
While this seems to represent genulne progress, It Is not an
endpoint, but only a rung In the ladder which hopefully will

lead us to an adequate theory of grammar.
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ALTERNATE DEFINITIONS

As was pointed out 1In the preliminary remarks to
Chapter Two, there exlists a certain amount of confusion
concerning terminology In the literature. What follows is a
list, by no means complete, of definitions given by various
writers for some of the concepts we have been dliscussing
here., The purpose of this Appendix is to allow the reader
to relate the findings of the thesis to other viewpoints
concerning semantic relations. Some of the definitions were
garnered from secondary sources, as noted.

SEMI-ENTAILMENT

Horn (1972) p. 11

Semantic entallment: P |- Q =df Q 1[Is true under every
assignment of truth values (i.e., In every possible world)
under which P Is true.

Givon (1973) p. 99

An Implicative verb is a verb Implying the truth of Iits
complement . . . @ negative Iimplicative verb Impllies the
falsity of its complement.

Karttunen (1970) p. 58
P I> Q iff whenever it Is true that P, It is true that Q.

——_(1971b) p. 6
P Iimplies Q Iff whenever P is asserted, the speaker ought to
believe that Q.

(1973b) p. 177
A semantically entalls B iff B is true . . . whenever A is
true.

Keenan (1971) p. 255

A sentence 1Is a loglical consequence of (logically implied
by) a sentence S' just In case S 1Is true under all the
condltions under which S' is true.

FULL ENTAILMENT

Austin (1962) p. 47, L9

"Al1l men blush" entalls "some men blush" ., . . If p entalls
q then -q entails -p: If "the cat 1Is on the mat" entalls
"the mat Is under the cat," then "the mat Is not under the
cat" entalls "the cat Is not on the mat."

Horn (1969) p.98
If (S ===> S') and (TS' ===> 7S) then S ||- S'.

L



75

PRESUPPOSITION (LOGICAL)

Austin (1962) p. 50

Both "John's children are bald" and "John's children are not
bald" presuppose that John has children . . . the statement
that "John's children are bald," If made when John has no
children . . . (ls usually said to be) not false because it
is devoid of reference . . . the utterance Is void.

Chomsky (1972) p. 100 ff
The truth of the presuppositions Is a prerequisite for the
utterance to have a truth value.

Givon (1973) p. 105
Neg-factlve verbs . . . presuppose the falsity of their
complements.

Horn (1969) p. 98
If (S ===> S') and (TS =-==> S') then S >> S°',

(1972) p. 12
P> 0 =df (P |=-0) & (TP |- Q). (see Horn's definition of
"1-" above)

Frege (1892) p.69(w)

If anything Is asserted there 1Is always an obvlious
presupposition that the simple or compound proper names
(f.e., all singular referring expressions or definite
descriptions: Garner's note) used have a reference.

Karttunen (1970) p. 67 ff 8

A presupposes B Iff M(A) |> B & M(TA) |> B, (M Is the modal
possibility operator. See Karttunen's definition for |>
above.)

Keenan (1971) p. 256

A sentence S is a logical presupposition of a sentence S'
just In case S Is a logical consequence of S' and also a
logical consequence of the logical denial of S!', (See
Keenan's definition for '"logical consequence'" above. No
definition given for "loglcal denial.")

Van Fraasen (quoted In Karttunen 1973 p. 169)
Sentence A semantically presupposes another sentence B just
in case B is true whenever A is true or false.

Strawson (1952) p. 207-8 (=)
A statement S presupposes a statement S' Iff the truth of S'
Is a precondition on the truth or falsity of S.
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PRAGMATIC PRESUPPOSITION

Austin (1962) p. 48
My saylng "the cat Is on the mat" implies that | believe it
Is.

Chomsky (1972) p.100

In many cases It seems that . . . the focus Is a phrase
containing the the Information center, the presupposition is
an expression derived by replacing the focus with a
variable.

Filimore (1971) p. 380
The presuppositions of a sentence . . . (are)

« « « those conditions which must be satisflied before the
sentence can be used . . . (for asking questions, giving
commands, makling assertions, etc.)

Givon (1973) p. 105 :
A person using a factlve verb presupposes the truth of Its
complement.

Heringer (1971) p. 73

. « « A speaker performing a propositional act presupposes
« +« o for a speaker to presuppose something 1Is for him
necessarily to believe that another proposition Is true.

Jackendoff (1972) p.73

« « o Information In the sentence that Is assumed by the
speaker to be shared by him and the hearer (is the
presupposition of the sentence).

Karttunen (1971b) p.3
P presupposes Q just In case that iIf P 1Is asserted, denied
or questioned, then the speaker ought to believe that Q.

(1973a) p. 1
Sentence A pragmatically presupposes sentence B iff A can be
felicltously uttered only in contexts that entail B.

(1973b) p. 169-70

« « o« "The sentence pragmatically presupposes B" can be
understood as an abbreviation for ". . . whenever A is
uttered sincerely, the speaker of A . . . assumes B and
believes that his audlence assumes B as well,"

Keenan (1971) p. 49
A utterance of a sentence pragmatlically presupposes that Its
context Is appropriate.

G. Lakoff (1972) p. 14
SINCERE(x, STATE(x, y, P)) --> BELIEVE(x, P)
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Sellars (1954) p. 207-8 (=)

An utterance of '"the table over here Is large" does indeed
presuppose that there Is one and only one table "over here."
To say that the utterance presupposes this is to say that it
Is correct to make the utterance . . . only if one belleves
there Is to be one and only one table "over here'" and that
this bellef Is shared by the listener. Furthermore, to say
"that's false" when told that the table is 1large equally
presupposes that the uniqueness condition 1is satisfled:
where this in turn means that It Is correct to say "that's
false" only iIf one believes the unlqueness condition to be
satisfied and that the original speaker shares thls bellef.
But even though the original utterance and the reply
presuppose that the uniqueness condition Is satisfied, the
utterance Is nevertheless false If the uniqueness condition
Is not satisfied even though it Is not correct to say it is
false unless one belleves that the condition is satisflied.

*Note: the quotations from Frege, Strawson, and Sellars were
taken from Garner (1971).
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