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ABSTRACT
HUMAN MEMORY STRUCTURES
By

Kenneth Lowell Salzman

This study set out to investigate the nature and {orm of human
memory structures. It was hoped that an understanding of these
structures would facilitate the development of computer simulations
of human memory. Three models of human menory were proposed ond an
attenpt was made to determine whether these models were related to
real memory structures. The task, then, was to diilerentiate and
identify the structures used by individualse 3ubjects were asked to
memorize spy networks which were presented as lists of message senders
and receciverse For each network, the subjects were given a series of
timed tosks which required the recall of the network information in
different forms. Each subject was also interviewed ot the end of the
experiment to obtain introspective datee. 3y inspection of the response
data, it was found that three distinct memory systemns had been used
by tlie subjectss Several assunptions in the original models were
found to be inaccurate and revisions of the models were made to
correspond with actual memory structures found. The data was g¢rouped
according to type of structure used, and the three groups were comparecd
with each otlier. Several implications for learning and cognitive
performance were brousht out, and an argument was presented against

the stimulus — response explanation of serial learninge.
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IHTRODUSTION

Increasingly, psychologists study human langunge in an effort
to discover something about the processes involved in the human mind.
As a part of this study there have been a large number of attempts
made at developing semantic learning machines. These are usually
in the form of computer programs which can accept some approximation
to the English language as input and, in turn, produce appropriate
and correct English sentences as output.

The memory reauirements for a semantic learning machine are
particularly strong. In basic English there are &850 words, each
pair of which is either directly related or indirectly related through
other words in one or more wayse. Quillian (1968) found that for any
given pair of words taken from a sample of only sixty words, there
were two or more distinct indirect relationships to be found. Even
with a small sampling of words the number of relations, or links,
between words is extremely high. To represent full understanding,
one must store, in addition to the individual words, the relationships
between pairs and groups of words, ultimately amounting to every bit
of information and knowledge known to man. To add to the difficulties,
each one of these bits of data must be made and kept accessible to
the memory user.

The number of bits of information present and the added bits
of referencing and locating data needed far exceed the capacities

1



of every known computer and may exceed the storage copabilities of
the human mind as well., Lindsay (1963) has inferred from this thnt
people must develop structures from which bits of information mov
be inferred, thus foregoing the neced to store those bits. How is
this done? Perhaps the information is stored in some structure or
format that is more efficient than a simple list.

This study was an attempt to probe the question of memory
format with the hopes of developing the basis for a model of human
memorye. In particular two structures will be defined below: the
directional and bidirectional '"graph'". The central cuestion for the
empirical work was: Can subjects store information in the form of
a bidirectional graph? The following chapter will focus on the defi-
nition of structures that are related to graphs and review the
various structures that have been studied in computer simulation.
The next chapter will review liayes' (1968) experiment on human
memory structure in remembering spy networks. The succeeding
chapters will then present the design and results of the present

study.



MEFORY STRUCTURES IN COLPUTZERS:
RELATIONS A.LD GRAPIIS

A memory structure may be defined as a system in which facts
or data of some sort are stored and from which these facts may be
retrievede In order to be usciul, however, a memory structure rust
also be reasonably efficient by several criteria. First, it should
permit the data to be stored fairly easily. It should not require
an extensive encoding unit which would recuire its own separate
meriory structure in the form of tables, rules or some other complex
system. DBy requiring such a unit, the form and development of the
memory structure becomes secondary to the form of the encoding unit,
making the main memory dependent on the development of some "innate!
processing unit for its effectiveness. Sccond, the data should be
easily retrievable. Items of information, once stored, should not
be made inaccessible through '"forgetting' or by virtue of the enormity
of the data base which is to be searched. The search itsecll should
not require excessive cues from ''outside'" sources, nor should it
require excessive time to locate the information or to determine
that the information is not presently held in memory. The search
efficicncy is not only a {unction of the mecmory structure, but also
of the secrch program or the search process itself. Finally, tie

he

information storace should be spaticlly eflficient, permitting t
storage of a maxinum amount of information in a ninimum zmount of

space. Though this has often been considered purely a hardware

2
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issue in computer models, the technologry has now zdvanced to the
point where enormous storare spaces can be put in relatively small
machines, thus allowing and requiring more cfficient storane
procedures if {ull use of the available spuace is to be made.

lany writers have noted that the basic unit of understanding
in human communication is the sentence. Ilathicnatically most sinmle
sentences are rclations between two noun phrases. The relation is
the meaning gciven to the connection betwecn the two noun phrascs.
There are four parts to such a relation=:l scntence: the [irst noun
phrase, the second noun phrase, an indicator showing thnat the first
phrase is related to the sccond phrase (without implying that the
second is related to the first) and a label describing the type or
meaning of the relation. For instance, the sentence 'y uncle's
best friend despises acts of violence'" may be partitioned into
noun and verb phrases as (liy uncle's best friend) (despiscs) (acts
of violence)e. The first noun phrase is (liy uncle's best {riend),
the second noun phrase is (acts of violence). The first is related,
by this sentence, to the sccond, but there is no information present

f violence) are related to

concerning the monner in which (acts o
(ly uncle's best friend) if any such relction exists at all. The
nature of the relation is (despises). A scntence of the form,

"The house is red'" can be rewritten as "The speciiic house indicated
is a red house" and partitioned as (The specific house indicated)
(is) (a red house). Similarly, most compound sentences can be
separated into multiple sentences of the described forme.

lany sentences could be grouped so that all of the scntences

in & given group would have the secme label attached to the indicctor



of the relction. Within such a group the label is redundant. Thus
the label could be made an implicit picce of inlormation. Only

the other three parts of the sentence would have to be made explicite.
One way of doing this is to make a visual diaccram of the aroup of
sentences in which each noun phrase is represented by a point in

the diagram. If a noun phrase is related to a sccond noun phrase,

an arrow is drawn {rom the first noun phrasc to the second noun
phrase to indicate the presence of a relation.

In Figure 1 the noun phrases are gcographical locations and
the implicit label or meaning for each relation is (is north of).
Thus, Figure 1 is a visual representation of a network composed
of a group of sentences, each sentence having the form (X) (is north

of) (Y) where X and Y are noun phrases. Mathematically, such a

GAYLORD

Figure 1. Graph for the Relation (Is North Of)



network is called a "graph". The points representing noun phrases
are called '"nmodes'" and the arrows or connections are called "links'".

Since most sentences can be written as relations, it is
possible to group these sentences as described above and create a
graph for each network thus produced. In this way, a large memory
structure could be developed to store sentences. As a large number
of interrelated nodes, or noun phrascs, are introduced to a single
network, the number of links required between nodes becoiies extremely
large. In Figure 1, for example, the nine nodes of the nctwork
require thirty-six links in order to completely relate cach pair of
nodes. It would be useful, in such a situation, to have some means
of representing the information with a smaller set of links. One
approach is to notice that the label (is north of) for the araph
in Figure 1 has the property of "transitivity'". That is to say, if
A is north of B and B is north of C, then A is north of C. The
relation betwcen A and C, then, can be inferred from the relctions
betwecen A and B, and B and C. Elliott (1965) has defined nine
properties, including transitivity, which can be used to make infer-
ences about relations which are not linked directly in the graph.
If, in Figure 1, we removed all links which could be inferred from
some combination of other links, the resulting graph would look like
that shown in Figure 2, which requires only eicht links.

In the discussion above, it was assumed that the memory
consisted of a multiplicity of '"small' graphs, one graph for each
relatione. OSuch a system reauires an enormous amount of storare
space. Is there a way to combine thesc smaller craphs into a sinrle,

more compact structurce? A single network could be made which conteins
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Figure 2. Reduced Graph for the Relation (Is liorth Of)

all of the nodes and links found in the smaller graphs, but the
implicit labels for the links in the smaller graphs must be replaced
by explicitly labelled linkse T ese labels must be made e:xplicit
by "attaching" the labels to the links themselves.

A graph in which each link is given an explicit label is called
a '"labelled" graphe A labelled graph structure would require fewer
total nodes than the multigraph structure, since no node is listed
twice. Furthermore, if two nodes were linked on more than one of
the smaller graphs, then the labels from ecach of these graphs could
be collected into a list which could thien be "attached" to a sincle
link between the nodes in the labelled graph structure. Thus a
set of links with various labels could be replaced be a2 sinnle link

vhose label is a list of labelse. Furthermore, il the input oi data
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is clustered, i.e. containing nultiple reclations from a single node,
the labelled graph system allows a more rapid input of this data
than does the multicraph systems Dtultinle relations from a given
node require only a single search for that node in a labelled craph,
while in a multigraph system the node must be re-located for each
new relation listed.

However the most important g¢ain made by reducinn the structure

to one graph is that new, previously undeiined or unconnccted rela-

—

tionships can be inferred as cuickly aos familiar reletionships.

For example, the question, 'Who is your uncle's best fricnd?'" is
handled more easily in the labelled graph structure than in the
multigraph structure. In the multigraph structure, 2 "kinship"
graph must be accessed to identify the uncle, then a "best fricnd"
graph must be accessed to identify the best friend of tiie man
identified as the uncle. In the labelled graph structure one neced
only scarch the set of links to find the uncle, then scarch the sct
of links at that node to identify the best friend.

A labelled graph becomes very complex if a great amount of
information is stored. Eventually, it becomes advantagcous to
develop auxiliary devices to aid in the use of the labelled graph.
One method of simplification capitalizes on relations dezling with
groups of nodes. As an example, consider the group of all men,
and the sentence 'Men dislike swecet colognes.'" In a labelled graph,
one might locate each node which represents a man and link it to the
node (sweet colognes) with the label (dislikes)e. It would be much

sinpler if there were a means by vhich a single link could connect

the group of men to the node (swect colognes). That is, one would



introduce the node (men) to represent the subgsraph of the labelled
graph whose nodes are men. A link from (nen) to (sweet colorsnes)
then inmplicitly indicates the existence of links from 211 individual
men to (sweet colognes).

A node such as (men), which represents a subpraph of the
labelled graph, is called a '"hierarchicel" node. A lzbelled grapn
which has hierarchical nodes is called a "hierarchical' labelled
graph. Making use of hierarchical nodes as an auniliary device will

increase the time recuired to process information, but it greatly

reduces the amount of storagse space required.



REVIEW OF EJISTING SullilTIC 1iCpulsS

The following is a repid review of somc of the models and
systems presently developed or under development which deal with
semantic information processing, with an emphasis made on the approach
taken towards the memory structure used.

llunt, Marin and Stone (1966) developed a system aimed at
making inductive decisions about set inclusion. The memory space
consisted of a p x q matrix. Each column of the matrix represented
a "dimension'" or "attribute set'j each row represented an object.

The entries in the matrix determined the description of the object

by specifying for each object - dimension combination which attribute
of that dimension applied to that object (if any). The use of the
matrix format, while being expedient for the computer system, may

be extremely wasteful in terms of storage space. 4As each new object
or attribute is added to memory, an entire new row or coluin rwust be
added to the matrixe. If every dimension applics to every object,
there is no waste. But if (as in human memory) most dimensions

apply to only a few objects, then the motrix would soon consist
almost entirely of wasted zeroese.

Green's (1963) BASEDALL was developed to answer questions
regarding certain statistics related to a season of baseball gancse.
All data was stored in a strict list format wherc each list contained

all the informotion for a given single game, including items such

game serial number, teecms, and scores. The system

O

&s month, day,

10
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responded to questions by first translating the question into a

specifications list having a siwmilar format to the stored lists,

then matching the specifications list to the Jlists in memory until

an answer was found. The body of this system was in the processing

units which read, translated and soupht ansvers for the cucstionse

Because it was a heavily proccssor oriented system, this systenm

was inflexible. It could not decal with large amounts of data and

it could not learn to answer new qucstions «about the old dutae.
Simmons' (1963) PROTCSYHTIEX I was a very ambitious system

which aimed at allowing a very wide ran:e of questions in a cuestion -

answering machine. lle stored the entire Golden ook Encvclonedia

into memory. le then developed a reference system for each '"content"
worde. A content word was define: -s any word not contained in a
list of junction words which consisted of words such as '"the'", "and",
"but'", "if'", "for", etc. Each content word was given a list of
references citing numbers for the volume, article, paragraph and
sentence in which the word was found. As a cquestion was rcad, its
content words would be extracted and their reference lists accessed.
An answer would consist of those scntences found in wihiich all the
content words occurred, i.ec. the interscction of the recference lists
of all the content wordse. %Wnile this system could, indced, answer
an amazing rance of auestions, it could only parrot back the sen-
tences it held in memory. This often produced inappropriate responscs
to questionse.

Lindsay's (1963) SAD Saii utilized a kinship graph structure
to store statements and respond to fquestions regarding familial

relationships between individualse Liost of the efiort in this
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study went into parsing the sentences and questions to develon =
machine which could read and understand Englishe. DPBecause the memory
storaze and structure was ol only secondary importance, thcre was

a scvere limitation of tihe kinds of {acts and hence sentences which
could be used. liowever, the prosram was able to utilize its memory
space cifectively, especially by the use of routines which could
directly connect graph segments as new information was added. This
eliminated inconsistency and "lost'" or '"misfiled" inform:ation.

Quillian (1968) developed a system which was primarily ainmed
at storing information in the form of definitions. In his model,
each word had a "symbolic plane" on which its definition was estab-
lished by linking the main word, called the '"patriarch of the plane",
to the various words of the definition. Each subsidiary word, in
turn, could be the patriarch of its own plene. In this way, (uillian
made maximal use of hierarchical ordering of nodes. The unique
functions in Quillian's system were those of comparison and contraste
Although the system demonstrated considerable ability in producing
correct sentences as responses, an enormous cmount of encoding end
processing of information wes required prior to its input into the
system.

Raphael (1968) combincd a labelled graph structure with a
logical relations processor to develop a semantic information retrieval
system which he called SIR. lle defined scven relationships between
objects: (equals), (is part of), (is a member of the set), (is owned
by), (is to the right of), (is just to the right of), and (single (x))
or '"x has exactly onec member'. Each object was stored and paired

with a property set list which contained the adjcctives describing
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the object. The property set also listed the relations betwecn the
object and other objects in memory in the form of relation - object
pairs, e.g. (loves, wife). Furthermore, if object A hed a reclation
to object B on its property sct list, then object B would have a
relation to object A on its property sct list, i.c. the converse
of the relation of A to B. 2y using properties such as transiti-
vity, the relations processor then was uscd to mcke infcrences
about the relations between objects not directly related. Thus,
the information:

(John is to the right of the chair)

(Jill is to the right of John)

(The table is to the right of Jill)
and the question:

(Is the table to the right of the chair Q)
produced an affirmative response. The SIR system is, actually, a
complex list structure which simulates a graph structure, but this
difference is significant only to the programmer. The use of only
seven given relations puts severe limitations on the information
that can be storede There is also a limitation on the kinds of
conceptual groupings available to the systen.

Elliott (1965) devcloped a system which was sinmilar to SIR,
but considerably more powerfule. Ilis system, GRAIS, used a label -
linked graph format structure. The labels or rclations could be
defined at will by the user. Relations werce processed by GRAIS
according to combinations of nine reletional propertics developad
by Elliott. Thesc properties are defined in Table 1 which also
contains excmples. Elliott noted that there are oniy thirty-tvo

logically consistent combinations of thesc nine properties and
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Table 1

Elliott's Nine Properties of Relations

In each case, R represents a binary relation between the elements

x and y, i.e.

read as x (is

PROPERTY

p-reflexive

irreflexive

p-symmetric

asymmetric

p-transitive

one-follower

one-leader

noregrowth

unlooped

if R is the relation (is larger than), then Rxy is

larger than) y.

DEFINITION

Rxy implies

Rxy implies
x#y and Rxy
Rxy implies
Rxy and Ryz
Rxy and Rxz
Rxy and Rzy

Rxy implies
exists such

Rxx and Ryy
Rxx 1is not true
implies Ryx
Ryx is untrue
implies Rxz
implies y=z
implies x=z

no set of z.
(S
that Rxz,

Rz|z‘,...,Rz“y are all true

Rxy implies

., exists such
Rz zg,e00,R2ux are all true

no set of zy
that Ryz,,

E{AMPLE
(is as large as)
(is larger than)
(is as large as)
(is larger than)
(is larger than)

(was sired by)

(sired)

(immediately follows)

. (is larger than)
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GRAIS contains a sct of processing elgoritihmis for each such combinatione
Once the pronerties of the rclation were specilied, GRAIS used th
designated algorithm set cach time it necded to process a sentence
involving that relatione In particular GRAILS would use these pro-
perties to climinate redundant storacc. TFor any given conbination
of properties, GRAIS could remove linlis between nodes witich could be
inferred {rom other bits of information in mcnorye.

A new relation could also be def{incd as the converse of a
relation that was already def{ined. For exrnple, the reclation (is

north of) has the properties: irreilexive, asym.ctrical, transitive

and unloojped. The reletion (is south of) could then be defined cs

(%]

the converse of (is north of). The GRAIS systen would daduce it
properties to be: irreilexive, asymmetrical, transitive and unlooped.
A new relation could also be defiined in terms ol two or more ot
relations. Thus, (is between) could be defined by a statement Tike
"A (is between) B and C if (A (is north of) B and A (is south of)
C)". DNot every newly defined relation necd be a relation betwecn
two novnse. Elliott would also permit a '"——operty" relation such
as (is the largest state) or (has managerial responsibilities).

GRAIS is limited only by the lack of hierarchical nodes. In
GRAIS, all group or concecptual relations could be handled only through
the relations processor which required extra time and information
in order to process them. liowever, ceven without the hicrarchical

~

nodes, GRAIS proved to be extremely efficicent, [lexible and eirsy to
o [23

use, decilonstrating the potentinl utility of a ~raph Zormst cs a

memory structure.



PASTC EXPeRTIENTAL PROCLELY, APPROACH Al 12IT0:0D

This study was an attempt to find a subject - task coibination
which would result in the use and detection of bidirectional graphse.
Presumably, a subject could be identified as either an associative
processor or bidirectional graph processor by his perlormsnce in a
sufficiently complex problem solving task. iiayes! (1966) spy problen

was chosen as a reasonable task basce

itaves Liperinent
e e

ilayes conducted a series of experiments on human problem
solving. In the experiments, the subjects were asked to learn a
network of spies in which each spy could pass information on to other
spies in the network. The network was presented as a connection
list, such as that in Figure 3, in which each entry gives the nnme
of a spy who can send a message followed by the name of a spy who
can reccive a message from that sender. The subjects' task was to
get a message from a given sender, or starter, throuph the network
to a given recciver, or target. This process can be represented
as tracing a path from the starter name through connccted names to
the target name.
Hayes chose this problem because it had three qualities:
eeea) the spy problems are homogeneous in that the var-
ious steps are all of the same kind and approximately the

same difficultye.
b) the information necessary for the solution of a spy

16
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SHOWER wemmefp CLERK
DROUGHT ===y HILL
LARYNY, ==—mfp BETH
ADJECTIVE =% SHOJER
HILL em— 10} 5
BEET emmmmm——) LARYT:{
DROUGHT -~ K2V 1N
SITOVER we— B F
LARYi{X wssmmsgp DROUG:IT
BELF esmmemmm—t® TAFT

ADJECTIVE eslp PARCHEST

Figure 3. Hayes' Connection List

ADJECTIVE

PARCHESI

Figure 4. Graph of llayes!'! Connection List
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problem is contained in the connection list which is

under the E's control. In most puzzles, on the other

hand, the S is expected to supply information bevond

’ e J

that contained in the puzzle statecinent.

c¢) the spy problems are modular in that one can con-

struct a spy problem of any length and any number ol

blind alleysS..e.
In each of his six erperiments, !llayes used a spy network represented
by a connected list. In those of concern below, the nctworks were
essentially a straight line set of nodes with branches ol length
zero, one or two nodes at cach of the nodes on the line. The
network given in Figure 3 is shown in Ficure 4. The princinal
feature of these networks is that errors result in simple one sten
blind alleys.

The subjects shoired two methods for recalling the link pairs.

~

For the most part, the subjects scecmed to use a dircct ecccess of

the necessary information. Dy tiils it is meant that they simply
recalled the pair they needed without any conscious ef’ort in findinn
ite In fifty-five out of the 3200 steps overall, however, the

subjects reverted to a list scarching method, in which they vocally

or subvocally recited the list until the nceded pair was encountercde.
Reciting the list proved to be about ten times slower than the
direct access method.

ilayes also found that the spced ol traverse, the time reauired
to report one step, increascd ¢s the number of steps lefit to go
docreasede Furthernore, if intcermediate coals were uvsed, the speed
accelerated to the subcoal, then dropped sharply, increesing once
more as the next goal grew nearcre.

liayes explained the acceleration in terms of two planning

behaviors. In local planninc, the sub’ect scans ahead onc or two
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steps {r - the node he had just vocaliz2d before naming the next
node. Subjects who used this strategy could avoid reporting many

of the blind alleys. In remote planniny the subject works backwards

from the goal as he is solving the problem, thus preparing the end
of the chain first. In a linc - like nctwork such as that in Fijure
4, a subject who uses rerote planning never encounters a blind alley!
In a later experiment, llaves varied the presentztion formot of the
connection list; instead of a list of pzirs, licyes used lists in
which all rcceivers (one or two) were given in the sone entry, i.ce
"Shower passes to Clerik, BDecf'. e [ound that subjects using this
format took rnuch less time to produce solutions than subjects using
the simple list o peirse.

llayes also noted that subjects tended to retrieve the two

£

n the order in vhich they were found

e

connections of a given spy
on the connection list. lle interpreted tihis as the result of somnec
kind of unconscious list secarch in which the left hand column of

the connection list was the list being seerched. This implics,
however, that the direct access process is, in fact, a list searching
process ond not a direct accessing at a2ll. Thus liayes ultimately
hedged as to whether subjects were actually using direct access

methods or list searching methods in their solutions to his problemse.

. ~

liodels of {ivman liemory in the liayes Eupeorinent

How might subiects heve stored the spy network in Hayes!
experiment? llayes considered two structures which will be rcferred
to below as the list structure and the associative structurce.

Af ter these are presented, a third structure will be discussed:



DROUGHT wmmfp HILL, KZVIH
ADJECTIVE wmep SHO.J5R, PARCHEST
LARYN wnssmuslp BET1!, DROUGHT
HILL em— {ORS &

SO IR =y CLERK , BitiF

BIEF emmm—p 1 ARY1, TAFT

Figure 5. Hayes' Revised Connection List

the bidirectional graphe.

The list structure is simply the rote memorization of the
list of pairs presented by the experimenter. If information about
a node is needed, the person using the list structure must scan
the list from the beginning until the node is encountcred. Suppose
the subject had memorized the list shown in Figure 5 and was then
asked to get a message from "Shover'" to 'llorse'. Before encountering
Shower on the list, the subject would encounter four other nodes.
Furthermore, Shower occurs as a receiver in this entry rather then
as a scndere Thus the subject must recopnize the fact that the first
entry is irrelevant and look for another listing for Shower.
Finally he comes to the fourth entry (tenth neme). Ile tien obtaines

"Clerk" and "3eef'" as possible intermediaries in the message chaine
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ile would select one, say Clerk, co to the top of the list, and look
for an entry listing Clerk as a sender. And so on.

The preceding discussion assumed that the subjcct was using
the local planning stratecy to solve the probleme In this casc the
subject rejects the pair 'iill passcs to ilorse' when lookinn for
Shower. !owever, the pair "liill passes to ilorse' misiht well sugrest
to the subject that he do some remote planning, i.c. work backwards
from the target as well as forward from the starter. An important
feature of the list structure is that it is as easy to work back-
wards as work forwards.

An associative structure assumes that the information is
stored so that the nodes in the left hand column of Figure 5 can be
directly accessed. That is, using an associative structure, the
subject can obtain Shower's receivers, Clerk and Beef, without
any recourse to searching a list. Introspcctively, the receivers
would simply be "elicited" by an internal refcrence to Shower.
Given the problem '"Shower to llorse", the subject would consider
Shower and irmmediately be given Clerk and Deei. IZ he chooses to
follow up Beef, then he is immediately given Tait and Larynx. And
so on. If he chooses to follow up Clerk (a case not considered by
Hayes), then there would be no association. I the subject is
confident that he has learned the list, then he can infer the fact
that Clerk cannot send a messace to anyone (if he believes it) and
can then reject Clerk for Deef. Thus a subject wiho uses an
associative structure to store the network can execute the local
planning strategy in a fraction of the time taken by a subjcct using

the list structuree.



Cn the other hand, a subject who uses an associative structure

would not be "forced' to consider rerote planninc by beins presented

1

with an entry in which the target is a receivere Furtihermore, il

the subject wished to try remote planning, then his '"direct accessg"
would not be functional since it is the sender who is unknown. Thus
should tne subjecct wish to know who pusses to liorse, the associative
processor would heve to access spy afiter spy until the node 1171
was accessed (since i1l passces to forse)e. The nssocictive nrocessor
would have no informetion aveilable with which to locate the necded
spy any more quickly thaen a random scarch won'ld aliow, i.c. no morc
cuickly than scanning the list structurece. Thi's an ascocintive
processor is much faster workin~ forward tian it is worliinc backwarde.
It is important to note that an associative structure is a
graph, a unidirectional graph. Each spy would be repr~-nnted as a
node and the arrow from sender to receiver would be stored as an
associative bond eliciting the receiver. Furthermore generating
a chain of responses is precisely analagous to travelling a path
from node to node in a graphe

llowever this graph structure lacks an important featurc ol

visually drawn graphse A visually drawn graph csn be processcd in

either direction with equal ease. Thus in a very rcal sense o visunlly

drawn graph is '"bidirectional and the arrowhead can be thournt of

as an oricntetion to a two way linke Can a subject store the spy

1

network as a bidirectional craph? Certainly; the Tist structurc is
a bidirectioncl graph! Any pair is read as a peir and the infor-

mation can be used backuard as casily as forword, the arrow sinply

serves to label the link betwecen spies as one way or the other.
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The central <uestion of the present study can now bz stated:

Can the subject store the network as a bidirectionsl oranh with

direct access? If so, tihen the subject is using a structure thnt
’ J <

is directly analagous to searching a visual imzoe ol the graph.

This thesis began with the hypothesis thot this was so and the gpoal
of the empirical study was to find a set of conditions that would
induce the subject to store the network as such a grapn. TFor that
reason the phrase 'bidirectional graph' will be reserved {or the

case of direct accesse A subjecct who could use a bidirectional

graph to store the network could use the local plenniang strategy

as rapidly as a subject using an associative structure. Ilowever
with a bidirectional graph, remote planning would be as easy as local

planning since working backward is as easy as working forward.

Differentiating Structures: the Jixperimentzl Tasks

Once the data is stored by the subject, it becomes necessary to
obtain some observable measure of the form of his internal stora;c.
By having him solve tasks using the data, the experimenter forces the
subject to utilize his storage and retrieval system. Dy measuring
the time required to solve the various tasks and report the solutions,
some inferences may be made regarding the form of the subiect's

-

storage and processing systeme. Four such tasks were selected for

use in this experiment on the basis of their individual characteristics.
These tasks are the forward trace, the reverse trace, the lowest

common superior without direct contact, and the elimination of

unnecessary nodes.

The forward trace is the traversing of the nctwork from

0]



given starting node to a siven tarcet node. The subject is recuired
to name, in order, the nocdes throuch which the nsth must go in order
to reach the target node. This task provides evidence that the
information contained in the network has becn storede. In addition,
it provides a response tine base line Zor the other tasks. As stated
before, both the associntive processor and the bidirectional eranh
processor would cccess the nodes in the forwerd direction with the
same processis and hence with eaual speed. Bither would bz nuch
faster than a list scarchere.

The reverse trace task is defined by askins the subject how
to pet a message to B from A in thet order, i.c. to traverse the
network from a target node to a source node and work only backw-ris.
Thus, if A passes to 1, a reverse trace would move from D to A. In

a spy network, this is the saize as findincg how a mess-oe cot to one
rieniber from another by examining the source of the nessoage @t eoc
step, beginning at the end of the linc, until the original source
of the message is encountered. If the subject is not 'cheating',
that is forword tracing from the source node to the target node and
reciting the path in reverse order, then he must move step by step

in a backwards directione. This poses no problem for the bidirectional
graph processor or for the list searcher since they travel backwards

through the network as easily as they travel forwards. The asso-

ciative processor, however, is forced to use the list processor

technique of choosing node after node in search of the node linled

to the present node for each step of the pathe As a resuit, it

[
%)

]

hypothesized that comparcd to the processing times for forward traces,

w

there will be a sharp rise in processing time on the reverse trace
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for associative processors, ~nd no chance in procaessing time on the
reverse trace for bidirectional graph processors or list scorchers.

I7 it were possible to licve the same subiect learn threc
networks using each of the three structures, then his prttern of
times on iorward and reverse trace probleirs would be long - long
for list, short - lonr for associctive, and short - short Zor the
bidirectional graphe. Thus within a subicct, it is cccy to dificr-
entiate between structurese. liowvever, across subjccts, the words
"short' and "long" reveal their relative character. A subject who
uses an associative structure is distincuished by the foct that his
performance on the reverse trace tosk is much poorer thzan his per-
formance on the forward trace taske A subiect whose time wns the
same forward and backward could be using cither a list structure
or a bidircctional granh. (Of course those vho trust introspective
data could always ask the subicct which he uscd.)

There should also be a qgualitative diffcrence in the entrices
in the backwards trace recited by the subject. The bidirectional
processor is awarce of branches in the reverse direction, i.e. nodes
where the spy can receive messanes from two or nore senderse. Thus
a subject who uses a bidirectional graph could escape being stuck
in a closed circular pathe The associative processor, however, is
awarc of only one backward link at 2 time and can overlook the branch
needed to avoid the cycle. Furthermore, the sublect using a list
structure is also limited to sceins only onec backward fork of the
branch at a time. Thus the presence of cvcles in the protocol of a
reverse trace would also distinguish a list structure from a bidi-

rectional graphe.



The '"lowest cormrion superior witnout direct contact!' tesk is,

e

as the lencth of its name implies, the most difficult ol the [lour
tasks to explaine. Recall that each node in the network passcs to
other nodes and is passed to by other nodes. For the purnose of
this experiment a node, A, is considered to be supcrior to anotier
node, B, if node A passcs to node Be Furthermore, if node A is

superior to node B, and node B is superior to node C, then node A

is also superior to node C. A node has direct contnct with another

node if they are linked; a node is a cormmon sunorior to two other

nodes if it is superior to both nodes. The lco-st cor-on stperior

without direct contact is that node which is linked indirectly to the

two given terget nodes using the smallest possible nunber ol links.
In a2 family network, if we choose first cousins as the two tarret
nodes, we find that the sibling parents of the cousins are superior
but neither is a common superior. The common ~rcat-grandparents of
the cousins are common superiors without direct contact, but the
cormon grandparents are the lowest common superiors without direct
contacte In a spy network, the lowest common superior without dircct
contact is that person who can most casily transmit inflormoction to
the two given members of the network wnile not beins in direct
contact with either of theme. This task has the adventane of recuiring
that its solution involves either a reverse trace proccdure or an

1 o1
'

xtensive and complicated trial and error approache The '"cheating!

mentioned in the reverse trace task is prevented by the
the "source'" node is unknown, and is, in {act, the obiecct of the
b ’ b .

search. The subject could track the two reverse troce patas from

the given tarcet nodes to locate an interscction noint (the solution).

T e . e

IR
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Or the subjicct could use trisl and ecrror, i.e. choosc noces onc by

one, forward troce to ench of the terset nodes while counting

nunber ol stepns taken, compeore tie total ctens tcoken Ifrom the current
test node to the number of steps tilken from the previous test node,
choose the smaller of thesc, store it for conparison with the ne:t
test node, and continue until all of the nodes have been triede It
was hoped that the trial and error procedure would be so horrible

as to coerce the subject into sceking a better method.

By requiring a reverse trace as the only simple zlternative,

this task should also show a {aster time to solution for a bidirectional

graph processor than for an associative processor. In addition,
the need to retain more information to keepd one's place in the reverse
traces from both target nodes would secem likely to cause nore inter-
ference with an associative processor, sincec he must go throuch
more steps to perform a reverse trace than would a bidirectional
graphl processore

The "elimination of unnecessary nodes'" task consists of the
identification of the nodes in the network which can be removed
without impairing the communications between the remaining nodese

In the networks used in the present study every spy could ultimately

=

cet a message to every other spye. The subjects! task was to find
any spy who could be removed from the network without impairinc the
capacity of the network for total communication. Illow can such a

spy be characterized? Consider a test case cs a sender and look

at his receivers. If he is the only sender for any of his receivers,

then he cannot be eliminated from the networke Thus an eliminable

spy must be a sccond sender for each of his receivers. Iilow consider
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the test case as a recceiver and look at hiis senders. If he is the
only recciver for one of his senders, then he cannot be eliminated
from the networke. Thus an eliminable spy must be a sccond receiver
for each of his senders. Thus the potentinlly eiir-incble spies could
be found by cither working forward from spies with two reccivers or
by working backward from spies with two senders. In the networks
used in the present study, any spy who satisfied both requirecments
could be eliminated. Obviously, being able to rcadily count the
number of links from other nodes is of enormous benecfit in solving
this taske. Therefore the bidirectional graph processor should be

much faster than a subject using either of the other structures.



THE PILOT STUDIES

Basic Strategy

The subject was given four problems. In each problem he
lecarned a spy network whose structure was identical to the structure
in Figure 6. In the first problem the spy names were one digit
numbers, in the second the names were letters, in the third they
were colors, and in the fourth problem they were ordinary first

names. Each problem session besan with the presentation of a network

which the subject was asked to learn.

Figure 6. Eight Node Spy Network
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was presented as the sentcence:
A posses O De

Similarly, the association:

was presented as the sentence:
A passes to b, C.

The network was defined by a set of such sentcnces, or entrics, wihere

each spy in the network had one entry in which he was listed as a

1

L

sender followed by the name or names of his receivers.

For reasons which secimed plausible at the time, two forrints
were used in the presentation of the network inforiation. In the
"isolated entry" format, the subject was given an apparatus which
restricted the subject's view of the iniformation to one entry at a
times In the '"bunched" format, all of the entries were preosented at
once on less than one half of a standard threc-by-five indecx card.
The two formats were alternated, each format beinp used for two of
the four problems.
At the conclusion of the final problem session, the subject
was given a bricef interview to dectermine his metiiod of storin~ and

using the network informatione

The inforastion which wiil be prescnted to you will des-

cribe a spv networke. the spics in the nectwork will
have a code none and wil

able to pass a messane on to
one or nore otlier snioes

h of
e

R

. ~

n tic nctworke. The inlormction,



then, consists of the names of the spies and the names of

the spics rach one can pass a message to. For two sr-ies,

X and Y, the information might be, "X passes to Y,'" which

means that spy X can give a message to spy Y but not that

spy Y can give a message to spy X In other words, messages

can only go one way in the spy networke. You ere asked to

memorize each networke. When you have memorized a nctwork,

you will be asked several questions about the nctwork, after

vhich we will go on to the next once

The subject was then given the informotion to study until he

"knew the network'. The learning test was a paired associction taske.
The subject was given the senders in a random ordcr and instructed
to name the receivers of each in turn. The learning criterion was
the subject's ability to erroriessly name &11 the reccivers three

consecutive timese. After learning the network, the subject wase

then given the four cxperimental taskse

The First Pilot Study

Subject A had very little trouble in perforiiing the loruvnrd
and reverse trace tasks, but had great diflficulty in solving the other
two taskse In doing the forward traces, tiie subject went fron node
to node until a branch was cncountered. According to her report,
she then checked ahead two steps on one of the branches. II the
end was not then recadily reached, she tried the other branch. Thus,
the subject used forwerd scanning only when she reached a branche

The reverse traces were handled similarly, but the use of
forward scanning to follow only correct branches wins not reportede.

The lowest common supcrior task seemed to present enoriious

difficultiese In the first two problems, the subject was uncble
to find a correct solution. In the last two problems, the subject
) -

resorted to the trial and error method, sclecting a2 node at random



and testing its link sets to sec if the tarret nodes were rcached
quicklye. The eliminction ol unnecessary nores also proved diificult.

The subject failed to find a correct response in the {irst problen,

and offerred many incorrect responses in the second and third problems.
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Finally, she used a proccss ol extensive checl
of each answer before making a response.

The interview which followved the exneriment focussed on the
presence or absence of somec cosnitive stricture representine onv or
all of the spy netuvorks used, since suchh a structure scened to be
a critical factor in determining the presence of bidirectional
eraph processinge OSubject A reported no such structure, showing
surprise at the fact that z2ll four networks hod used the sane
structure. Some additional questions were asked concerning the
processes involved in solving the tasks, but several difficultics
encountered in the experimental method combined with the absence
of cognitive structures, hence the apparent lack of bidirectional
graph processing, tended to reduce the experimenter's intercst in
this subject. Consequently, little additional information wns
cathered.

Subject B spent a great deal of tine trying to develop a
mnemonic memory system to learn the networks. As a result, the
learning periods were longer than for the first subject. This
subject reported finding the "isolated entry' format easier to mecnor-
ize than the 'bunched" format and the words uscd as spy names easicr
to recall than letters and numbers. In the forward trace tasks, the
second subject went from node to node, occasionally reciting the whole

network in order to locate thlic '"ne:xt' nodee If a branch wos
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encountered, the subject mentally traced ahead several steps on
each branch before choosing which branch to takec.

The subject performed the reverse trace task one step at a
time, becoming stuck in a four step cycle at one point by not
recalling an alternative branch. After several cycles the subject
did realize that the otiher branch existed and cuickly {inished the
trace.

In the lowest common superior task, the subject cenerally
reverse traced one step from each of the target nodes, then turned
to trial end error to seck a node which could cuickly reach the two
given target nodes. In the second problemr, however, the subject
misunderstood the directions and sought the alphabetically lowest
node which was superior to both of the tarcet nodes. This confusion
vas subsecauently cleared upe. The elimination tasks proved too
complicated in the first two probleis. In the last two problems
she resorted to the trial and error process, looking for snics vhose
receivers could receive from other senders. This precess sconed to
be very confusing, and she wade many incorrect rosponses.

Once accin the intervioew waos aimed at revealing the presence

of copnitive structures representine the spy netrorks, «nd cosin
[} L . 7 ’ »

¢
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such structures could not be found. Sublect § wcs unable to clariiy
any of the processes she used to soive tasks and both she and the
experimenter were tired after the two hours required to run th~
experiment. As a result, the intervicw session was again termin-
ated without having revealed much additional informeation.

Several difficulties with this experimental method sccmed

readily apparent. Subjeccts found the tasks to be more complicated



and difficult than had been anticineted by the rinenter.s Further-

more, the time recuired to run a single subject throu h the entire
exneriment ranced from over onc hour to a little over two hourse

This led to noticeable fatirue on the subject's part by the third

or fourth problem. These two difficulties were somewhat dishecrtening
for the experimenter as well.

Another problem was that of coping with incorrect responses
to a task. It appeared as thoush the subject could not only forget
some relationships, but create new oncs as well. In an effort to
curb this tendency, the subject was permitted to refer occasionally
to the information card, but continuous use of the card was strongly
discouraged. This gave rise to a dependency on the use of the card
on the part of the subject which no amount of discouracement scemed

able to remove.

The Second Pilot Study

The memory network uscd was again the eight node network in
Figure 6. In order to reduce the running time of the experinent,
the subject was given only two problems instead of four. The scts
of node labels used were the color and nome sets, since these secmed
to be the easiest of the four to work with. The isolated format card
apparatus was eliminated and the subject was simply given the card
itself. The subject was given much the some instructions as in the
first pilot; in addition, the four tasks were described and explained
to the subject prior to the first network. This was done to reduce
the confusion involved in trying to learn a new task while sinul-

taneously trying to retzin the memorized networke It was also
(@]
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expected that the subject would now be able to retain the network
in memory with sufficient accuracy so as to eliminate crrors. The
criterion for a learned network was again that the subject recall
without error all the links from randoiily sciected nodes until
each node had appeared three tiimes. Any hesitation or confusion
was, in this pilot, taken as an error in an eifort to insure clear
memory of the network.

Once again, after the subject had learned the network, the
four tasks were presented and the time to solution recorded. The
subject was not permitted to use the information cards in the tasks.

Subject C performed the forward trace tasks with ease. He
reported checking ahead silently prior to making a response to avoid
taking wrong branches. In the reverse trace tasks, the subject
gave no such report and appeared to be performing the trace from
one node to the next methodically with no checking aheade. This
process gave no trouble in the first problem, but resulted in his
getting stuck in a cycle in the second problem.

The subject attempted to solve the lowest commnon superior
task without using any reverse tracing in the first problem, and
consequently became so coniused that the task was terminated before
a solution was found. ile was then able to solve same task for the
seccond problem, but the use of reverse tracing was neithier reported
by hiix nor observed by the experimenter. In the elimination tasle,
the subject decided that the removable spies must be among the four
receivers who occurred in pairse. lle then randomly picked two names
as solutions which turned out to be correct in the first problemn,

but not in the seconda.
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Upon being asked, Subject C reported no visual inage or any
other sort of cognitive structure. lle strictly denied hovineg thourht
of the notwork in teriss of a grapir, but snowed eon interest in tie
idea. The interview session then degressed to o discussion ol tie
concepts involved and no further informction was obtained.

Subject D performed the forward trace task step by step,
working one step at a time without cliecking cheads e ¢lso deloved
his responses until he had completed the entire trace, forcing him
to retain the entire trace in menorye In the reverse trece task, the
subject revnorted trying to solve the trace Ifrom both ends towards
the middle, which resulted in much confusion cnd forgpetting of tie
network information.

In the lowest cormon superior taslk, the subjiecct used sinvi-

. -

taneous reverse tracos, but ansin beerme wvery confused, Zailins to

solve the task in onc problem cnd civing sevaeral incorrect responaces

belore solving it in the other droblem. The subliect vsed the trinl
and error method to solve the eliniination tackse lle 2rain tried to
retain all results before responding, resulting in incorrcct responses.
Again, the intervicw session showed no indication of cognitive
structures and yielded no additional information concerning the manner
in which Subject D did store the network information. Additional
questioning about the experimental procedure failed to produce any
helpful succestionsa
Several problems still remained in this ernerimental procedurc.
The recall of the subject was not one hundred per cent accurate,

resulting in verbal errors as the subjicct reported the process and

solution for a task. In tiic event tlhiet a clear ervor wrs madc, the
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experinienter atteonted to correct the wist-lie veorbailw, S DDTONCIH,
however, wos coupletely unworkavle for scveral reasons such as exper-
inenter interaction in the process, com:nnication time during a timed
interval ond misunderstood mzssares on both the subject's and
experimenter's partse. ilowever it did nrove usciul f{or the experircenter
to state wiicther a solution o”’ecred wrs corrcct or incorrecte. In
several such cases, thie subject returned immediately to processing
and presently returned the correct solution to the tnsiie

The lowest common sunerior task was still {ound to be cuite
difficult, partially due to the fact that several subjects had
either misunderstood or misinterpreted the taske. liore time was
spent in making certain that the subject was clccr about the ncture
of this task thereafter. This tesk still scemed to present great
dilficulty, having the longest times and createst number of incorrect
responses of all tlie tasks.

The apparent dilficulty of the tasks still resulted in subjects

who failed to solve one or more tasks. Therefore, the complexity of

the experiment was reduced {or the nest pilot study.

The Third Pilot Study

The memory network used wes the six node network shown in
Fispure 7. This network is a smaller version of the cisht node network
used before, but has much the same propertics. It was hoped that
thiis reduction in network size would result in less difficuity for
the subject in terms of accurate recall. Each subject was given
two networks using the lctter and the number scts of node labelse.
These sets were thought to be more abstract than the name and color

sets and thus possibly a lesser source of connotative e.Iects on the

7



(@S]
[a)

Figure 7. Six Node Spy Network

response time. The isolated entry card was given without the envelope
to permit open scanning during the learning periods. The subiecct

was instructed to recite the information out loud durinz the learning
period in hopes of increasing the accuracy ol storage and recall by
giving the subject muscular and auditory memories of the networks in
addition to the visual memorye.

The criterion for learning was, again, three consecutive
errorless recalls of the entire network in random order. The subject
was again tested and timed on all four tasks. To ausment the learning
procedure during the task phase of the experiment, a review period o!
thirty seconds duration was made available to the subject upon request.
During this period, the subject was given the learning card. If the

subject was in the process of solving a task, then the response
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timer was stopped.

Two tasks were zltered slichtly for this netvork. The lowest
comon superior task no longer had a unique solution, so either of
the two correct responses were accepteds The elimination of unnecessary
nodes task was changed so that a node was given to have becen eliminated
and the task was then to determine the tvo other nodes which could
also be removed and still leave a completely connected network.

Subject E solved the forward trace tasls quickly, giving no
indication of checking ahend, yet never taking an incorrect pathe
She managed to cuickly solve the reverse trace in the first problen
by working from both ends towards the middle. In the sccond problem,
however, she became confused and was forced to start over, at which
point she worked only in the backwards, or revcrse, direction. The
lowest common superior task znd the eclininastion task were both very
quickly and cccurately solved.

Subject E was so [ast in her periormance thot it was thousht
she might prove to be a sousiit aflter bidirectioncl craoh processore
In the interview session she was repeatecly cuestionoed concerning the
presence of some cognitive enalogue of a bidirectional graph structure,
but to no avail. lio structure of any kind could be renorted, and the
interview session was terminated. The absence ol structure, thousht
necessary for bidirectional graph processinc, was a daisapnointmente
All tasks were done so rapidly that the processes uscd were not secne

se of the learning card many times

7
D

Subject F requested the t
throurhout the perf{ormances of the tasks. The apperent lack of

retention of the meterinl resulted in confusion and erroneous responses

in the first presentatione. [letter retention in the sccond presentation



reduced both the confusion and the errors. The subject seewed unable
to perform the forward trace tacks without the learning card. lie

then went from one node to thie next without checking chezd. The
recall of information from memory made the reverse troce time shorter
in the second problem. Local planning was not used in either problem.
The same marked improvement was shown in botihh the lowest corvion su-
perior task and the elimination task, but the processes used remained
unchanged. He used a reverse trace epproach to the lowest common
superior tasks and forward traces on the elimination tasks. Agcain,

no internal structure was reported during the interview.

It seemed clear that neither subject had used a bidirectional
graph in this pilot study. Furthermore, the available information
regarding the processes used had diminished. The attempts to provide
a workable problem set seemed only to lead to a less effcctive sct
of resultss In addition, the subject scemed to grow dependent on
the review card as the experiment progressed. It was decided that
the thirty second period was both awkward and ineffective =nd hence
was abandoned. The need for checking and/or review scemed present

however, so an alternative was used in the fourth pilot study.

The Fourth Pilot Study

The memory network used was the six node network used in the
third pilot study and shown in Figure 7. Each subject was given
two networks using the color and the name sets of node labels. These
label sets were used to contrast with the label sets in the third
pilot study. The isolated entry card was given without the envelope
and the subject was asked to recite the informction out loud.

The criterion for learning remained the same and ench subject



was tested and timed on all four taslks. This tiwe, however, the
subject was allowed to retain a review card. This cerd was similar
to the isolated formet card, but the entries were spaced wmore closely
torether and thus similar to the bunched format card. The subject
was permittced to refer to this card at any time. It was felt that
the format of this review card would not hzove much effect upon the
structure already stored in neinory as long as the subject drey pri-
sarily or even largely froil memory when accessing iniformatione. To
this end, the subjects were asked to use the card aos little as possib
Subject G relied hecvily on the card and generally seemed
unable, or unwilling, to develop any procedures other than trial
and error to solve the taskse. She did not check chezd in either
the forward or reverse traces and the fact that the entire sct of
entries was forward links scemed to coniuse her performoance on the
reverse trace task. The subilcct used trial and error with o creat
deal of rechecking and reworking in both the lowest covrion superior

—

task and the eliwmination taslie The i

1
1

o Y N
125C proceecas

ior portions of t

lently ond thus not open to ouservation by the

i

were perioried s
experimenter. The subject reported no internsl structure ol any
kind.

Subiect il had better retention of the wmeterial oad porlioried
the forwarda trace tasks cuickly, using the cord only for conirmation.
o process was observablie at the sneed at which this tesk was per-
formed. The subject exnerienced some trouble working backwards in
the reverse trace tasks, particularly at the branches. The persistent
use of the card in this task sccmed to add to this troublc. In the

lowest common superior tasks, he used a trial and error approach
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and became confused uvon {(inding two solntionse In tie clinination

tasks, he picked two nocdes conncctad to tiie given node ond elimincoted
all three to see if{ the resulting network wos connccteds I7 not,

LN

hod produced cuick resutis
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another pair of nodes was clioscnes To
in the first presentation and rniclt slowar results in the sccond due
to the accuracy of the choice of th=2 {irst prire [lo structire or

inace was reported by tihie subject ot e ennerineit.

r
.
o

o

The dependency wuich developed on the reviea cards vas very
stronge. It was so strong, in fact, thnt one subjoct was uncble to
readily eaccess any network injformation [rom momory wien thce card s
reroved. After a noment thie information could be eccossad onlv with
somie effort, implyins that the subiecct was not usine the nenory
storare during the tasl: phasce Civen a choice betvcen accessing ‘roa
renory and accessing {rom a carcd, the subiects inverisbly chose the
carde. No suggestion [rom the experimenter appeared cepoabdie ol enticing

the subiect to usc the card only for relerence and not as a priaary

source of informctione

The I'iith Pilot Study

It had become clear that some scrious rcvision in the experiment
was needede A maior diificulty was in the reluctance of the subjcct
to rely on memory and tiie reluctance of the experimenter to structure,
via a single card, the memory and perhaps even the processing mode of the
subjecte. The entire learnine procedure was revised in an effort to
resolve this conflicte
The spy network used was the original cisht node network

shown in Figure €. This time, however, the inlormrtion was presentaed

on cards, with each entry occupyine one carde The subject was given



the cards and introduced to the spny network and the tasks to be
periormed in the same manner as in earlier pilot studiecs. In addition,
the subject was instructed to hold the cards in a stacked manner,

so that only one card could be read at a tiue, and, in the process

of the experiment, to feel free to reorcer the cards in any desired
manner.

Only one problem was given and only one node label set, the
names set, was used due to an anticipated lons running time for each
triale. he subjects were then given a series of twenty-four forward
trace tasks one after the other. The last threce ol every eisnt of
these were timed. The subjects were then tested and timed on all
four tasks used in the earlier pilot studies. As a post test, the
subjects were shown an unlabeled diazram of the network and asked to
fill in the proper labels from memory, i.c. without using the cards.

By presenting the information on secparate cards, it was hoped
that the subjects would find it preferable to use their memory rather
than search manually through a stack of cards. By allowing the
subjects to reorder the cards, it was hoped thot the subjects would
attempt to develop their own storage structure, either physically
on the cards or mentally. The long and tedious series of forward
trace tasks was given as further incentive to develop a structure
and commit the information to memory. Repeated timing of tasks was
used as a further reminder that speed was important, hence a pressure
to develop an efficient retrieval system. In general then, it was
hoped that this procedure would allow and impel the subject to u-
tilize a storage technique, which could then be measured by the

ordering of cards and response time on tasks. The post test would
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then give some indication of tlie e:xtent to which the subiect hrd
memorized the netirork.

Subject I sorted tiuiec cards by gender, male nanes in front and
female names in backe As a result, sihe was forced to do an extensive
amount oi searching in order to periorm forvard and reverse trace
tasks. In both of these tasks, she did not check ahead and lost her
place several times, thus having to start over againe. In thie lowest
common superior task, she made a2 hasty and incorrect puecss thien went
backwards one step from the given spies. Sie thien secrched throurch
her cards for a sender who sent to both of the new spies neried. To
solve the elimination tasks, she made o scarch for spies whose
receivers had alternate senders and could thus be bypasseds ilo
internal structure was reported, nor was any structure observable
in her sorting of the cards e:cept the irrelevant render distinction.

Subject J had fairly good rctention ol the material and wecs
able to quickly perform the forward trace task, reportedly checking
ahead only one step at a time. It was believed that the subiect

~

may have actually checked I[arther aliend thon this, since incorrect

“

branclies were never {ollowed. Slie had cat dillicultvy solvin~ the
reverse trace task, tending to reverse the orders of the entrics

and confusin-

()

the direction of the linlis.e Sh2 could not eriplein

the process usaed to periorm the lowest coiwon suderior tosk (end
indeed she could not solve the task). 3She hostily cave on incorrect
response to the elimination task and then spent & long time double
checking her next answer, the correct one, before statire it. ler
process in this task was too unclear for her to explain. She

reported no internal structures and since she never bothered to
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reorder the cards, no conclusion could be drawn {rom them.

This pilot study resulted in much the same difliculty as had

the carlier pilot studies. Incredibly, tae cubdbjects still wmeointained

a nearly complete dependence on the cards. The ciperimental pro-

cedure was rceported by the subjects to be tedious and there was

1

difficulty in working with the cards, yet they chose to cndure this

rather than work with the infowruction in nicriorye IL thie process
reports held little iniormation, the sorting tecinivues srere uselesse.

One subject attenpted to use rote memory on the cards in tiie order

given despite sugrestions to the contrarye. The other cubiect sorted

2

the cards accordings to the aender ol the first spy nentioned on each

T

lo list strings or proxinmity clusters of cards wore used.

b

card.
The post test indicated that very little of the inforumation huad been
cormmitted to lonec teria memory and questioning indiccted thiat no
organizetional structure or system had been attempteds In general,
the data produced by the subjects was inconclusive, loroely due to
the strength of tihe subjccts! aversion to work with the structure
in memory as long as any alterncotive was presente

At this point, it was decided to abandon any further attemnts
to revise the experimental procedure in order to develop a workable
and informative experiment. Instcad, it was considered to be more

useful to examine the results of the [ive pilot studies and determina

whether any conclusive information could be drawn {rom thei.

Discussion oi the Pilot Studies

Methodolozical Problems
(=)

At this point the results of the pilot studies appenred to

be so disheartening tiiat the experiment was actually abondoned for



2 times The very negative tone of the following discussion reilects
the fact that it was written at that time.

These pilot studies brought out mcthocdological probiems present
in this approach to studying the format of human memory systemse.

The use of a card containing the network information repeatedly led
the subject to depend almost entirely on the card, removing the need
to memorize informatione. This behavior can only confuse the data

by increasing the effect of the organization of the card itself

and by injecting the possibility of some comple:n serizl or even
parallel visual processing system. If such a visual systcm does

not exist and no information is retained in memory, then the subject
can have no direct accessing of information and should conform to
the list processing model. Since the subjects in this study did not
conform to tinis model, there must have been some mermory and visual
process interaction, but the nature and extent of this interaction
cannot be precisely determined.

Response errors, resulting in missing data, were both awkward
to handle and hard to avoide. Such errors are thought to be either
the result of a misunderstanding of the task involved or of an error
in the internal network being used by the subjcct. The former error
was readily remedied through the use of more explicit and complete
instructions. The latter error, however, could not be dealt with so
easily. If the subject had accurately retained the network in
memory, but had randomly erred in the retrieval of the information
at some stage of solving the task, then a sccond attempt at solution
would likely be successful. However, the interfercnce posed by

the interaction between the stored network and the new learning
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resulting from the examination and mental rcepetition of the error
involved became highly significent and awkward to deal withe The
experimenter could review the network in order to :ind the error,

but the subject would then be likely to be processing the information
to solve the task during the review. Tihe response time data would
then have to subtract that portion of the recview time not used in
solving the task, a piece of information not available to obser-
vation. A more difficult problemn yet would exist if the retrieval
error was a systematic one and likely to occur a;zin, for in thet
case, the error would be reiniorced by the repetition! Finclly,

the subject's awareness ol an error in his stored netuvork would
reduce the conlidence ol the subject in his ability to accurately
solve further tasks, and increase his tendency to rely on the orininal

information card gziven to hii.

Fatipne also anpesred to have an inidlucnce on ti.e sub’ect.

2

i the sublect could

There seemed to he a 1liuiit to the zimount of tiie
or would spend on the e.:periment without e:xhribitin~ si-ns o rest-
lessness or insttention. The total tince whiich coulc

excessive subject

Fa
-t
o
0
)
0]

linited to approurinctely seventy wminutos,
the first thirty minutes being without noticeable tirines of the
subjectes Thus, a learning period of fifteen minutes mode the use

of four networks quite difficult, yet such a learning period scemed

not long enough for eficctive learning to take place. Thus, the

later pilot studies used two, and then finally only onec nectwork,

.

in an attempt to increase the time spent in the learnine

.

ninatine the occurrence ol errors.

[

the experiment, in hopes of el
In retrospect, o more cilective, and nerhans even rore enter-
I ’ ’ i H

taining learning procednure misht He to cive tihe subject an infornation



card and hove him perlorm a siancle task, such as the ¢

task, then begin 2 peircd associcte trainine period ond, {inally,

m

present him with a series ol tasus so thot each of the Tour tirnos
of tasks will be replicateds Civiue o task first conld cnhinnce
the lecarning process by givinn the subiect sore incentive to lesrn
the network in order to handle future taslkis. Varyine tie sutsc-
quent tasks misht hold the suliicct's interest in the cierirente.
It should be noted that the subjects did sliow imorove.:ent in teri:s
g

of solving the various tasks, which tends to give sunnort to the

procedure outiined abovee TFinally, the use of renlications of tashs
within the same nctwork could serve to vrovide a means {or dealine
with errors, iee. ignore theciie This would rcduce the nced for the
ever - present information card aond micht result in the ¢limination
of the card dependency problem.

At the conclusion ol each sct of networks, tne subjects were
juestioned in an eifort to dectermine vhat kind of structure, or imace,
of the networks each subject had develoned in the course ol the
experimente In not one of the subjects was any kind of awarcness
of structure of any of the nctworks obscrved. Ilot only were no
visual images developed, but subjects presented with Figure ©
exprec8ed surprise that the same granh applicd to all networks.
Further, one subject was unable to fill in a blank network where
the links wecre given but the node noames leit blank.e This is not
the response expected of a bidirectional processore.

Throughout this scries of pilot studies, the pconl was to find
a subject - task combination which would exiiibit the belhoviors

"
N

xpected of a bidirectional graph processor. This bins resulted
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in some errors in terins of the experimentsl procedurce Tae worst
procedure error ocurred in the question period vhich ifollowed each
sct of networks for a given subjecte The questions focusscd solcely
on the presence or absence of a cornitive structure renresenting

any or all of the networks. In so doinp, and by displayving Figuve 6
and discussing the fornat concept, the subjects were so distracted
from the experiment that they did not voluntecer informotion regarding
their own approach to the experiment and its tasks. This incor-
mation would have been most valuable in understandine the menns by
which the subject did manipulate the network intformation. Thus

the interview yielded little information to determine the process
used by the subjects or the extent to which the card dependency
noted earlier interfered with those processes.

There were several indications showing a difference in approach
to the forward and reverse trace taskse First, the subjects rarely
took the wrong branch in a forward trace task, but often became
stuck in cycles in the reverse trace taske. The only means by
which a subject could avoid taking incorrect branches would be by
tracing ahead of the present position and 'checking out" the path

~
1

ahead of the present point of development of the trace. The subjects
then were checking ahead in forward trace tasks, but not in reverse

trace tasks. This is preciscly the kind of behavior to be exnected

Fa
m

o ssociative, or unidirectional praph, processors but not ol
bidirectioncl graph processorse. Sccond, most of the subiects were
much faster on the forward trace tasks thon on the reverse trace

tasks. They were slower yct on the lowest common superior taskse.

This again sugpests an associctive processor rather thaen a



bidirectional granh nrocessor.

Third, the subjccts showed consideravle dilficulty if thev
attempted to perform both forwerd and reverse traces to solve a
single taske. A bidirectional graph processor would show no such
effects. To an associative processor however, tiiese represent tw
very diiferent processes recuiring the use oi dillcrent accessing
schemes and '"bookkeeping'" systems. Thus an associative processor
micht well exhibit the confusion reported by the subjects.

At this point, then, it scened losical to conclude that

bidirectional graph processors did not, in fact, exist and thot

such a format was not natural for human mesory systerise Indoed this

was the conclusion drawn at the time and is still is thouvciit to be
true of all but one pilot sub ccte
The Temporal Dote ond 2 Reevelustion

Pn T
i

During tihe black houvr wien the emmerinent bied been abandoned,
the pilot studies were carelully written un and the above evaluative

conclusions were drawne In tiie process of tichtening up the

5
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tation [or a final draft, the data were given a "final" long hard
look. In particular, the times for each suhject on each task were
examined in detnil. These latencies are presented in Table 2.

An embarrassing event occurred at this point. The data for
the first subject of pilot one, which had been overlooked as a result
of the extensive methodolocrical difficulties encountered, was given
closer inspection. Incredibly, the resnonse tines for forwrrd and
reverse traces were about eaucl, as eixpected of list processors zond

bidirectional graph processors. In addition, the tires ware <lso

very [ast, o~s low as thirteen seconds [or a reverse trace; thus the
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Table 2

Seconds to Response ifor the Pilot Subjects

TASK TRIAL SUBJECTS
A B C D it F G H I J

Forward 1 58 178 32 36 08 101 &7 15 55 17
Trace 2 37 39 40 48 10 243 38 09 «* *

3 21 12 = e * % % % * %

4 18 21  * * * * % * * *
Lowest 1 58 210+ 125 38 114 190 150 150 165+
Common 2 260+ 343 197 163+ 10 34 155 180 = *
Superior 3 117 43  * * * * * * * #

4 95 55 % * * * * * * *
Reverse 1 50 100 26 180 26 214 113 100 150 180+
Trace 2 34 20 181 132 82 38 65 105 = *

3 13 125 * % * * * * * *

4 13 54 * * * J * %* * %
Removal 1 120+ 240+ 10 105 16 390+ 87 49 110 80
(Elimin- 2 152 180+ 141 117 12 &0 95 114 *  *
ation) 3 276 210 * * * * * * * *

4 81 267 * * % % % % % %

* Subjects not given further trials.
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releotive response pattern was chort - shorte 1y @ll previous criterin,
tnis had to be deta from a2 bidirection2l ¢raph processor! Yet it
was ecually clear that this subliect did not hrve 2n internal visuzl
imecge, nor did she report any conscious structure of any kind:
At this point an exacting reeveluvation of the first pilot
study was made. An examination ol the latencies [or subjects A and
3 in Table 2 shows that there was indced considerable fumbling on the
part of both subjects and some rather erratic times as welle. llowever,
most of this actually washed out in the first two problems. The data
for the third and fourth problems are clean and stable. Were subjects
A and B really as "tired" and "Iatigued" as had becen assumed at the
time? Perhaps not. Perhaps what appeared to the experimenter as
fatisue was really a lack of animation and e:xpression. And perhaps
the lack of exterior expression sinply reflected that the subjects
were completely focussed on maintaining repid, elficient, and com=-
plicated interior processing!
So it was that at the elcventh hour, with the "abandoned"
experiment already written up, the decision was made to revise and

pursue the first pilot study.
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The following text is concerned with the enperinent conducted
tollowing the pilot studicse It will consist of a descristion of the
procedure used in the experiment and a description ol the responses
and approaches uscd by the subjects tested. The succecding chapters

will contain revisions oif the models of human nemory alone with the

conclusions drawn from theme

For the main experiment, an approach similar to the first
pilot study was usede. Each subject was given four problens, each
problem utilizing the same gcometric network but with dillerent
names for the spies. This was the einht node network uscd in the
first pilot study and shown in Figure 6. In this way, the subjects
had time to adjust to the experinient. Prior to the [irst problemn,
the subject was told the task set and had cach task e:plcined to him
until he understood it. For each problem thercafter, he was given
the card containing the network information and asked to memorize
ite When he felt confident that he had memorized the information,
the experimenter began a paired associate testing session during
which the subject had to give the receiver or receivers for randomly
chosen spies named by the experimenter. This session ended when
the subject had given errorless responses for all of the spy names

for a total of three consecutive times. The subject was then given
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the task set.

The task set now consisted of a forward trace task involving
all eight nodes, a forward trace task involving only six nodes, a
lowest comion superior task, a reverse trace task involving all eipght
nodes, a reverse trace task involving six nodes, and the elimination
of unnccessary nodes taske. The protocols wicre recorded, as was tihe
response time {for each task and the total time required for each
problen, including memorizetion and testing tinece.

The procedures and performcnces on tire lowest comimon superior
task and the eliminations task seeacd to be of little value in terms
of determining the intern:l structure of the mewory in the piiot
studies. The primary purpose in retainine these tesks was to space
apart the forward and reverse trace taoskse Also it was fecred that
reimoving these tasks might produce very di:ferent results [or sonc
unknown reason pertaining to tile adjustiient to the experiment over
problemse. For these recasons, tiic discussions of ti:e subjects'
treatnents of the lowest cormen superior task and the elimination
task will not be included uniess some aspect ol the data appears
directly relevent to the determination of internnl structure.

At the conclusion ol the fourth and last problem, thie subicct
was "de-brieled" in an extensive interview period. Durinn tihiis

period, the subject was asked iony cuections in order to deternine

the presence or abscnce ol interuzl visual sivuctuores or annlocuves
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thereo?, tiie prescnce ol consciour any other

kind, the procesc used to nenorize the inorintion, thie processes

used in solving the tasks, irciuding the nethod used Jor retricval

of inforaation in [orvnrd and reverse directions, and tne cans
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used to zvoid or breal out of [orvard and reverse trace cycles, and
finally, any other information or comments which the subjects wished

to volunteer.

A total of nine subjects were uscd, at which point enouch
data had been collected to serve as the basis for a new sct of models
of human mecmory storage.

All of the subjects were from eiphteen to thirty years of age.

I}

Two were undergraduates ot Michican State University, on

o

: ]
a2 craauate

~ .

student's wife and the remoining sixz subjects were cradunte students
a2t lMichican State Universitye. Cf these, the dota for both under-

zraduates and one arac

3

uate is cuestionable, to varyving decrees, as

~ .
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these subjects foiled to complete all four problens of the cnperiment.

Subjiect 1 wos a male undercvaduntes e svowvad creant diJiiculty
in memorizing the informntion and reported that he usvally had

difficulty in rote lencrninc. During the testing scssions, he would
scem to heve all of the information correctly stored, then he would
forget some entrices and reverse directions on others, prolonging
the testing sessions cutensively. lle renorted using mnerionics,

addition tricks and otl.er nerorizction cinmiclks to aid hinm, but thev
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scenied to the experimenter to produce interierenc
as learning aidse. In cencral, the devices he uscd wecre all purely
associative, i.c. they connected two spy naites but gave no hint as

to the direction in which the messrees were nasscde. Consequently,
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his protocol had repeated uses ol reversed links which had to be
corrected by the eciperimenter,

The subicct perlorned forward trace tasks methodically,
proceeding one step at a time until a branch was reacheds ile would
then choose one branch until it reached a spy already naied or the
end of the trace. In the first two problems, uis response times
were fairly cood, but increased sharply in the third problem. This
was apparently due to the fact that the subject had, in the third
problem, triced to prepare ior the reverse trace tasks during the
memorization period. As a result, his recall of the forward trace
links was much poorer and more error - ridden than before.

In the reverse trace tasks, the subject sccrned to have two
constant problems. In the first place, he repeatedly began perforning
forward traces in the middle of a reverse trace process, and had to
be reminded to work backwardse. The second difficulty was his inability
to locate a branch in the backwards dircction. Thus he could not
find a point at which he could exit from a cycle. These two probleus,
combined with poor recall, resulted in quite lonz response times
despite cues, prods and even forgotten pieces of information riven
to him by the experimenter. Such assistonce was only provided when
it was clecar that the subject would be unaoble to solve the task
without such aid.

The experiment was terminated alfter the third problem, since
the elapsed time had already excecded two hours and appecred likely
to run on interminably.

In addition to the inlormation presented above, the subicct

reported no visual imagce of the spy network, or any analocue thereorf.
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Furthermore, he stated that he had not generally stored the information
in a list form, but he was unable to describe the manner in which
information was stored.
Subject 2 was also a male undercraduate. He displayed an
even greater inability to retein the network information than had
the first subject. The first problem required forty minutes to run.
After thirty minutes more, the testing session for the second probhlem
had still not been concluded and looked as if it would not conclude
at all. The experimented was terminated at this point and the subiect
interviewed. This too was to little aveil, since the subject seemed
aware only of how difficult the tasks were and how poor he was at
this form of exercise. In terms of his response times, ne did the
forward trace tasks in a reasonable length of time, about {ifty seconds,
but failed to complete either of the reverse trace tasks. As only

one problem was coupleted, the scores for this subiect were considered
inconclusive since no replications were made.

For the remaining subjccts, a more strinsent sclection procedure
was used. Subiects were chosen on the basis of intcllirence as
indicated by advanced acadecmic cchieveirent or personal knowledre held
by the experimenter or bothe. The object of such a procedarc was to
avoid subjects who might prove to be unzble to comnmlete all fowvr

~ronter duration

P

problems in a little over two hours. Periods of
proved citrenely faticuing to both subject ond evoerilmenter.
Subject 3 was a male sraducte ctudent in phvsical cducotion.
After ezplainineg the task sot to him, thz experinenter rave th
subject the inforwation card Jor the {irst proble. The sublect

1

then memorized the network silentlv, ss hie preferreds After hoving



imins tion toolt during the

menorization period! ‘e had then only merorired tire resuliing six
nerde network. o was z2ble to re-introduce the removed nodes to his
meriory of the network, but he was able theresiter to ivmedictely
identif
Tite subject perforned the forwerd traces direc
the spy nemes in order witn only onz error in the
the fourth problem, a doubt as to whether he wes on the risht path
towards the end of the eirht node trzce resulted in his restartine the

trace from the becinninc. as the end of the trace necered, the response

y the removeble nodes, renderinc the elinirction tosk inceffective.

time for eoch step shortened grestly, producing the kind of acceleration

o

to completion described by liayes. The subject reported that this was
due to his checking the path ahead of his responsc. As the end was
reached, he would simply recite the rest of the path. Thus, no
"remote planning' was used.

3 .

The reverse trace tasks were handled with equal ease, equal

time, and equal process according to his report. e made no distinction

between f{orward and reverse tracing and seemed unaffected by branches
in either directione. HHorcover, he showed the same pattern of accel-
eration to completion in reverse tracing as he had shown in forward
tracinne

Several additional facts were noted prior to tlie interview

sessione. In the second problecia the subject expericnced some pro-

active interference, an cvent not seen in eny of the earlier experinents.

In the third problem, he remarked on the fact that the networks all
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appeared to have the same structure. lle even considercd pairing the
new spy nanes with their counterparts in the oti:er networls as an aid
to memorization, but rejected the idea os too difficult. On the basis

c

of this observation of his, he identifiecd the lowest comion superior
in the thiird and fourth problems without going tarounh his scorching
process, referring to this apnroach as 'cheating". ile knew their
identities by their locations in the networik. In the fourth problem,
he comnented that one of the spies "didn't belonn". When asked about
this, he replied that the spy was extrancous to the svystem and had to
be fitted in awkwardly. A fincl note was that the elapsed time for
the entire experiment was just slicntly over one houre Clearly, this
subject was something new.

The interview session confirmed what had been suspected. The
subject did have an internal structure. It was not visual in nature,
in that he did not '"look'" at it, but he could and did draw the structure
as it would appear if it were a visual image. In other words, the
subject described exactly the possession of a non-visual bidirectional
graph structure. He added that this was common for him and not an
unusual artifact of, for instance, the misunderstanding in the f{irst
problem which was noted above.

The lack of visual imacery in a bidirectional graph processor was
puzzling at first, since no alternative form of a graph structure
seemed available. How, for instance, could the subject describe and
even draw the graph structure without visualizing it? An alternative
model was developed and confirmed in a follow up interview with this
subject. Instead of representing the graph structure as a visual

image, the subject represented the structure as a motor image. A
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motor imagce, in this sense, is a representation wherin the size,

shape and locetion of the object is described in terms of the movement
recuired to reach it. In this way, the nodes of a graph structure

are given hypothetical physical locations in space and can be identi-
fied and recalled in tcrins of their locationse. For this subiect, the
nodes were located within his head, apparently just behiind his forchead,
where they could be 'reached'" but not seen. lotor imarery, then, is
seen as an alternative to visual imagery, providing some kind of non-
verbal representation of a bidirectional :reph structure.

The one discrepency between this subject and the model of a
bidirectional g¢rapii processor was in his response times. The times
for forward and reverse traces were cqual, as predicted, but they were
not as fast as they 'shiould have been'". 1liis long forward trzce times

were never less than thirty-iJive seconds. This was fasl, but Subiject

[’

A of the first pilot study turned in times ol twenty-on2 and eiriitcen
scconds for tie same tracc. Times as low as nine seconds had been
recorded in the pilot stndies. The model of the bidircctionzl cranh
processor obviously needed revision. liore subjects were nccded now
to either locete another such processor or else cstablish their
relative raritye.

Subject 4 was a male doctoral student in education. He spent a
great deal of time trying to find the "key" to the information in
problems one and two. After very extensive manipulation of the order
of entries, he began memorizing the network according to the patterns
he had developede In the first problem, this consisted of a highly

complicated system grouping the nu.sbere into small grouns thus:

(1,2,3) (4,5,6) (7,8
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and then storine a vors conlex semi-al;ebrric alrorithn winic
deternines the receiver for any riven sdye In the szcond problen,

he merely reordered the list of senders to alnhabetical order and then
memorized the resulting list of receivers.

The result of this preparation was mainly confusion and
hesitation. After almost two hours, he had completed only two of fhe
four problems. le asked to be excuscd due to fatigue and other
commitments, and the experiment was terminatede As a result of having

only two scores per task for this subiect, it is dilfliicult to dotermine
- ’

accurate meon response times for him
In the longer forward traces, his forward tines were Cairly

hich, but his times for the lonrer revoerse traces were fully twice

(P}
i
e
nd
(6]
t

as highe In the shorter tracecs, howover, tho times [or tih
problem were rousiily egual vhile for the sccond nroblem thew had tie
sanc relationshin as had the lonser trace timese. It is believed thot
the ¢ood perlormance on the first shorter traces uas tiie result of
the subject's ability to develop 2n cilicilent systen for the Tirst
problen, and his inzbility to do so for the scconde In 21l ol the
trece tasks, the subjcct beran working step by ston from one node to
the next without planning eheade I the path became too long, or il
a brench was found or = spy was nened trice, he would herin to try
to build the path fron the othier end, thus stortine at the seccond

spy given and working towards the firste After one step, however, he
would abandon the effort as it proved too confusince. The reverse

1

trace tasks scemed to be more di

-~
S

ficult, as the cinerinenter nnd to

remind the subject of the direction of the trace several tircs.

o
L

Another factor wiich added to the difiiculty was the subject's
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tendency to confuse essociations, either by reversing their order or

by producing incorrect links by using an incorrect step in either |

o)
[}
(%]

algorithm in the f{irst problem or in his double list structure in the

second probleme. In all other respects, he performed the forward and

]

reverse trace tasks in an identical fashion.

The subject reported no visual imace or similar such structure.
lie was not able to add any additional inforination durine the interview
session as he did not seem to have a clear idea ol how he developed
either the processes he used to solve the trace tasks or the systems
he usced to store the information.

Subject 5 was the wife of a graduate student. She showed quite
a contrast to the precceding subject. Ghe becan by expressing a doubt

as to whether she could memorize the information on the carde. She

)

then began reading the entrics. In the fourth time throu-h tihe readin=,

she was not looliing at the card, but reciting the inlormation from
memorye As she continued reciting the list, the spced of recitation
increased. Dy the eighth or ninth time through the card, she was
reciting the list as fast as she could speak. G8he then became silent
and apparently continued '"rehearsing'" the information scveral more
times before askins for the testing sessione. The paired associate
testing session, in turn, was completed repidly without error. This
pattern held true for all four problems. The subiect showed no
differential response to the different code names used {or spies,
memorizing each list as if it were no more or less dif{ficult than
the others.
In performing the forward trace tasks, she went step by step

until a branch was encountered. She would then choose one branch,
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apparently at random, and try ite. In the interview session, however,

it was revealed that she actually checked several steps ahead very
rapidly and, if she was taking the wrong branch, she would correct
herself before she made a response. The speed with which this checking
ahead was accomplished was remarkable. In three out of the four long

forward trace tasks her response times were under fifteen seconds and

in the short forward trace tasks was as low as six seconds. In none

of these tasks was an incorrect branch reported on the protocol.

Another interesting feature was that her responses also siiowed the

acceleration at the finish described by Hayes. Once apain, as with

Subject 3, this was due to a checking ahead of the present position

and not an independent preparation of tne last steps o: the troce.
The reverse trace task seemed to prescent some difficulties in

the [irst problems. The long trace was slowed down due to a con:iused
(9]

association and the short trace contained a rcverse cycle from wihich

she had some difficulty locating the exit branche In the second
o

problem, she solved the long trace rapidly, but enain took an incorrect

branch on the short trace, this time locatin; it readily and taking

tihe correct pathe. In the third problem she renorted on increase in

A

her ability to periorm reverse traces and showed an

the finish for the shorter trace, finishine in nine scconds. Ghe stated
b} I

that the acceleration was not due to her checking ahiead but rather to

the fact that her tracing went {aster tiuan she could speake In the

fourth problem, she arain hit & reverse branch, this tine at the very

end of the long trace, and started the trace over to Zind the error.

The second time throurh tihie trace, she "szw'" the branch end solvad the
« bl

N

task. dach of these two tines Chrovch the notvork hoer response tine
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roverse traces vere neariy counl excent Sor fnose in aiiich on incorivoct
raversa brancin wos takene I all traces the ressoase tiacs wore very
fast, nnd the totol tice to rin all wur nroblems wos only one loure

In the interview session, she reported no visual or non-visual
image or structure and referred instead to a proc~ss whercby she can
recall part of an entry directly if the rest of it is civen. Thus
"Jane " elicits " passes to Ted' and " passcs to Jane'!
elicits '"Ron''e She also reported that reverse branches were harder

\

for her to detect taan forvard branches and that she did not use any

checking ahead in tihe perfornance of reverse trac

J
0
©
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all indications, she was simply a very fast list processore

Subject 6 was a2 male craduste student in psvenolorre ILimediately
on scecing the information card, he stated that he would have to
visualize the netuvork or else hie would Le uneile to @ enorize it ot

all. ile then shent about twenty rminutes in silence coine this In

the second problem, his first recaction to the informatioa cord wos

"Ch boy, retroactive intericrence' which wes fotlound by "Minm

isomorphiiams!’ It took only ten minutes Jor hiin to merorinze the sccond

netvork, ond nine nnd six minutes for the tihird ond Jorrth prodlons,

respectively.e The testin~ sessions ior ccoch probvler woent ranidly and

without error, indicatins tiict he hiad nerorized the in‘or

i C

ttion cuite

efiectivelye.

Thuis subject did both the {orverd and reverse trace tnsks very

repidly with few errors. The subject's Jorward and reverse troce

response times were necarly cqual, hie showed no dilferential ability

J

to perform either and he renorted that the proccdure e usad was tihe

L2 VO
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same for all tracese.

While working the traces, he uttered occasional phrases such as

"I can't cet up therc, can I," and "I keep misplacing those tuo,"

interspersed in the process. liis verbalization of the lorward trace
itself was also uninue. Subjects made resnonses ol the form, "\ passes
to 3, D to C, C to D." 1In contrast, this subject's responscs were of
the form, "A to B to C to D," in a continuous chaining of the nodes.

It was as if the information was not stored in the form oif entries, as
on the information card, but rather as some lin“ted network or graph.

This was coniirmed in the interview scssion. I'is procedure
for solving a trace problem consisted of "picturing" the portion of
the network containing the civen spy end "looking alead" to thwe spies
linked to or from that spy. Incorrect branches were not teoken since
each trace was reported as either "spiralling in'" or '"spiralling out',
and the correct path was thus indicated.

The elimination task was solved by his removing the spies not
on the '"major square' of his internal network. These spies were
removed by the subject in under five scconds in 211 but the [irst
problem.

The subject completed all four problems in one hour twenty-five
minutes, aiter which the interview session was begune. In this session,
he reported that he did, in fact, have a visual imapje of sorts for the
spy network. On further questioning, several aspects o this imzpe were
revealeds The whole network was not ''visible', i.e. capable of being
"scen" or '"read", at one time. A scnse of the whole imnne was present,

but did not yield any in/ormation until it was "looked at". The

picture called forth by "looking'" at the image was fleceting, lasting
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only a few moments and containing only one or two nodes and all of the
links to or from those nodes. The image, then, was a latent image
which could be used only a part at a time, but which could be accessed
at will. ‘hen the image was not accessed, there was no sense of its

presence and none of the network information was immediately available.

The description of this structure scemed similar to that of Subject 3,

but with a greater emphesis on the visual imagery present. Tius

Subject 6 appears to be a direct visual bidircctional processore.
Subject 7 was a female graduate student in psychologv. She

memorized each network in less than five minutes and sped throursh the

testing scssions without error. In the process of memorizing each

network, she would break up the information card into thiree sections,

top, middle, and bottome. Sie would then read the information

[ed

twice in
cach of the following orders: the top, bottom and middle sections, the

bottom, top

and middle sections, the top, middle and bottom sections, cnd

the bottom, middle and top sections. After eight readincs of the

whole network, then, she would have the information memorized. Towards
the end of this process, her recitation become slurred, with the
end of one spy name nerced into tine bepiunine of the nent, as ii the

vocalization process was lags.inn behiad her mental processe.

bhe periormed [orward trace tasks one step ot a tiiie until &

branch was encountered. She would then pick one path and track ahead

verbelly one or two stepse LI no solution or cvcle wae found, sic
would then return to the branch and take the other path. ler forward
trace times were about thirty seconds, for all of her forward traces,

whether long or short. ler speech sounded methodical and steady, as if

she were grinding out the process bit by bit.




In the reverse trace tasks, she had some difriculty coping

with reverse branches. In three of the four long reverse trace tasks

’
she stnlled =t the next to the last step. At thalt point in tiie trzce
there is 2 branch which goes eitiher to the cnd of the trace or to a
node encountercd near the besinning of the trace. In thie three
instances, she apnarently saw only the incorrect branch, stooped, ond
proceeded to start over [rom the berinnin; of the trace, carciully ;
-
;
cnecxing all possible patiis alone tiie wnve Consesuently, hier reverse ;T
trace times ror onec time siie did not take the wrons final step is !
3
very different from the three times tuct she did. 3lien she did not "

make this error, her time was thirty-{ive scconds, about the saiic as
her forward trace times. In the shorter rcverse traces, thesa orrors
occurred less freruently and scemed to creste less confusions In
many of the reverse traces, both lon; and short, her responscs would
include boti senders in a reverse branche Thus, if "3 passes to DY
and "G passcs to D, E'" her reverse trace protocol micht include
Meeey D from C or Lyeee'e In the intervicw she explained that when
she noticed tihie reverse branches siie tarced the spics who received
from two senders, thus makine herself aware of the reverse branche.
Apparently, however, the procedure was not complectely elifcctive, as
she did sometimes fail to recognize the alternate path of a branch,
as detailed above.

In any task which recuired the development of a procedure,
particularly the elimination task, sie scemed to have a relatively
larpge amount of confusion and many delavs, though still completing

the tasks in under two minutes. In the interview session, she stated

that she was very poor at "abstracting'" but very good at rote




—— —— — — e e e e



[
J

memorizaticn. OShe reported no internal structrre Tor the netiorks

but went into lensth describing the method used to rmemorize the

information. As noted above tihiis procedure was that o: a redundant

list processor. She was able to comnlete 11 {our probloems
fifty-one ninutes, the fastest time recordaed.

Subject 8 was a femnale craduante student in psvcholony St
stated at the outset that she hated wmemorization. OShe tried to

develop gimmicks, tricks or mnenonics for tihe systems, having by for

the greatest trouble with the last problem which used nanes as labols

S

for the spies. She mentioned that the

problenis wvould be easier to

She erpressed

handle "if I were the mental imagery type, but I'am not."
a desire to use a pencil and paper to draw tue network, but this was
rejected by the experiuenter. She considered developing internal

structures, but rejected the idea as involving {ar too nuch tiue and
effort. OShe also recognired the similarity

a vy between the networks,

but avoided investigating this because it seeimed more likely to confuse

her than help her.

During the testing sessions, she would becin with many errors
and then quickly increase her accuracy until it met the criterion of
three consecutive runs through the nctwork. She reported that the
testing session was actually serving as a learning session for her,
and that it was more effective than her own memorization.

She performed the forward trace tasks one step at a time,
accessing the next spy from the last one in the trace. At branches,
she picked one path and followed it until it hit the end or until it
cycled, when shie would return and take the other path. lier times

were fairly [last, with the excention of the fourth long trace in waich




_— — —



she becane very contused witl: tne nanes involved.

Sie reported performine the reverse traces in the same manner,

but thet the reverse branches were harder to detect and the reversing
of links was somewhat confusing. ller protocols, however, scemed to

indicate that the reverse traces were very confusing to her. If a

cycle was encountered, she restarted the entire trace. Also, in the

process of performing a reverse trace, she often rcversed the dircctions

of links. As a result, her response times for reverse traces were

considerably loncer than thosc for forward traces. The total time

recuired to work through all four problewrs was over two hours

Subject 9 was a male graduate student in psycholocy. 1iiis

approach to ireriorization of the inf{ormation was one o:i develoning
tricks for menory and for his own personal entertainment as welle

ie found the memory tasks to be dull and uvninteresting and so had to

"liven them up'" for himself. In tihis process, he tried out

diflerent recitation rythms and patterns, probably in ho)es of

one wihicih would make the lenarnine easiecr. @2 decided to memorire

network in & strinc, begs ler vio did not receive and

endine withh a receiver who did not send. Uiren he discovered thot the

networlk was circular he laughed and jokingly accused the experinenter

The necorization sessions were auite

-

of making tihincs hard for him.
long, during which time the subject finally ended up learnine the

network purely as a list of pairs of names. The testing sessions

were auite long for two of the problems and were never rapidly finished

in any of the problemse.

The subjecct performed the forward traces step by step, stating

that the name of the next spy in the network would simnly pop into
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Ihis hiead as e said the lost once inen 2 branch wos encountered, he
’

would silently track chead several steps until he could deternine the
corract nath. lils responses did not incluidc recornition of branches,

althiouy it he never took an incorrect once Iis response tines in thoe

forward trace tesks were fairly consistent, rancine from as 7ost

2 na

1S)

seventecen seconds for a giort trace to os lonc ns tuirtv-two soconds

-
it

‘or a long trace.
The reverse trace tasks presented more dilficulty. e reportad

that a process was used siuilar to tiie [orward trace process, but that

the namc of the next spy took lonser to recell. b2 {resuncntly only

recornized that thzre had been a reverse bronch waen he found himsell

in a cycles. Ii he did recognize a branch wien he caze to it, he wonid
arbitrarily choose one path &nd verbally continue on it until it

succeeded or fcilede Those times that he Tailed to rccosnize the
branching point, he had a very hard time working out the solution.
liis response times for the reverse trace tesks were nmuch longer the
those for the forward trace tasks ranging from a low of thirty-one
seconds for a siiort reverse trace to over thrce minutes for a loneg
reverse tracee.
Completing all four problems took two hours and twenty minutcs.
l'o internal structure was reported and very little adc¢itional infor-
mation was presented in the interview session. The subject scemed
quite tired from the experiment and stcoted that he had found it
generally pretty harde All the data is consistent with the assumption

that this subject was using an associntive storare schene.
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Three nmodels of human memory are to be considered: list,
associative, and bidirectional ¢raph structures. The data for input
to memory is a list of entries which describes completely a spy
network. That entry consists of a '"sentence' of the fora "A passes
to il" where "A'" represents a spy who is able to pass a messace to the
spy named 'Mi".

A person using a list structure would simply rote memorize the
information on the card. To retrieve the information, the subject
would have to scan the whole list until the entry needed was encountercd.
Since the English phrase "A pazsses to 3" includes "B receives from
A" there would be no inherent differential efiect for this subiect in
doing either a forward trace task or a reverse trace task. However,
the subject must be careful about reverse branches. That is, a
forward branch is represented by a single entry, i.e. "l passcs to
C, B'", making both alternative paths immediately visible. A reverse
branch, on the other hand, is represented by two entries, each of
which has the same spy as receiver, i.e. "B passes to D" and "G passes
to D, E". Such a reverse branch from spy "D" is not readily seen,
and only one of the alternatives, "G'" and "B", might be retrieved at
any given time by a list processore.

A person using an associative structure would store the
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information in such a wav that the name or names of reccivers of one
spy are accessed dircctly when the sender's name is used as a '"cue!
fer the recall. Thus the entry "A passes to !'" would bhe recalled
from memory when the subject concentrated on the name "A'". Concen-
trating on the name "H" similarly elicits the entrv 'l passes to C,
3"y not '"il receives from A'"e In a forward trace task, cach receiver's
name would be directly accessed from the mention of the sender's
name. In a reverse trace task, nowever, the associative processor
would have to conduct a scorch of his entire memory to find the scnder's
nane when civen only the name of the recciver. Reverse branches would pose
even creater problems for associative processors than for list processors.
Thus for an associative processor, reverse trace tasks would take for
rnore time than would forward trace tnsks.
A person usinn a bidirectional graph structure would store
the information in such a way that accessins a sny's name would rroduce
a merory of the links to and from that spy. Thet is, accessing the
nane "' would produce "I receives from A ond B, and passes to D ond
a bidiractionnrl ~roph processor worid nerlorm Forward and
reversc trace tasks enualiy ersi
If these models of hun»n memorv redresent actval structures,

1

-

then it is possible to distincuish the sublieccts usine one structure
from the subjects usin~ another. Therc are several criterie. First
of all there is the hypothesis that the response times for forward
and reverse traces should be short - short for bidirectional =raph
processors, short - long for associative procecssors and long - long

for list processors. The results from pilot studies, however, secmcd

to indicate that the pettern for list processors micht also be
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additional criterin

short - shorte. I tiitis is the cese,
to di{ferentinte the groph nrocessors from the list processo
One extreone possibility cepitslines on the Tact thot the grap
processor crectes a graph structure for the inlormaction in ecch spy
netwvork while the list processeor uvsec the infori-tion -2 it is ~iven.
This graph is structurally identical for en~cir nroblen »nd one night
expect that a bidirectionnl oraph nrocessor wounld notice tict finch
(and hence mention it in his interview) and canitcalize on it. In
i tiizt the learnine tive would decraenge
sors, le~rnins one

stbsaruent networls

particular, one
list

from problem to
i

network should hove
since the information is already prescnted in an optinmal iist form.
little decrecese in ler~rninn timae for the

be

Thus there should
times for ecch subject in the moin

processor.
shows the task
From Table 3, it can readily be seen that Subjccts 1,

Teoble 3

exneriment.

forward trace response times.
response time ranced from two to threc times as larce as the average
subiects reported

forward trace response time. In addition, these
e subjects fit

+
C

Thus, these
All subiects in

no visual or motor images.
nformation.

using an associative memory structure.

-

“iculty in memorizing the

considerable dif

two hours for the entire experinoent.
Subjcct 2 also appeared to fit in this category, hoving relo-

£~

f tine an

a great decal o

4, 8, and 9 all had reverse trace respense times far loncer than their
Indeed, their average reverse trace

the criteria

tively long reverse trace tines, no visual or motor inages
d effort to mcmorize the networkse

Lor

his croup had

Bach took over

and needing

The
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Table 3

Times (in Minutes:Seconds) for Subjects in the Main Experiment

TASK TRIAL SUBJECT
3 6 5 7 8 9 1 4 2
Learning 1 21:09 24:01 3:12 5:42 23:32 24:00 25:29 22:29 23:31
2 11:12 14:11 2:52 4:18 11:03 14:18 25:07 43:57 *
3 9:23 14:20 4:08 5:00 15:40 16:52 35:56 * *
4 6:06 11:00 3:20 4:49 28:40 20:18 * * *
Forward 1 1:12 :46 :15 :31 1:40 :22 1:05 3:04 :52
Trace 2 41 :18 :30 :28 :35 29 1:02 2:36 *
(8 node 3 :35 :16 213 :30 :40 :21 2:07 * *
chain) 4 1:01 116 :13 $32 2:36 :32 % * *
Reverse 1 1:07 :35 34 1:17 3:24 3:02 5:48 6:00 5:16
Trace 2 147 134 217 1:31 3:45 1:08 3:41 5:55 *
(8 node 3 145 :30 :20 :35 1:47 252 4:07 * *
chain) 4 3:47 126 45 2:10 1:57 2:47 % * %*
Forward 1 :37 127 :09 :26 :31 24 47 <42 :50
Trace 2 :15 113 :21 :28 228 228 :34  1:45 *
(6 node 3 :20 113 :07 :29 :20 21 1:21 % *
chain) 4 :31 126 :06 132 :38 17 % * *
Reverse 1 :22 :23 1:00 :57 2:51 31 2:21 :57 6:30
Trace 2 :12 : 16 :32 236 3:03 2:24 5:30 4:00 *
(6 node 3 117 :10 :09 142 :27 1:08 2:58 % %
chain) 4 :30 116 112 :30 1:20 45 % * *
Elimin- 1 :00# 3:35 :32 47 2:19 5:06 4:22 :18 :57
ation 2 00 :08 :37 1:51 5:06 3:08 2:35 :47 *
3 1007 :04 :25 1:25 4:26 1:32 1:43 * *
4 004 :03 214 1:10 4:19 1:25 * * *
Lowest 1 3:55 1:13 114 2:50 43 6:35 :45 :57 6:30
Common 2 2:52 :20 :15 32 6:00 1:05 2:31 4:00 *
Superior 3 :40 128 :38 :19 1:40 1:54 Ly * *
4 :05 :20 :10 217 :30 3:56 * * *
Total 1 29:00 30:00 6:00 13:00 35:00 40:00 40:00 55:00 41:00
Elapsed 2 16:00 16:00 5:00 13:00 30:00 23:00 40:00 €5:00 =
Time 3 12:00 17:00 6:00 12:00 25:00 23:00 52:00 * *
4 12:00 13:00 5:00 13:00 40:00 30:00 * * *
Sex of Subject M M F F F M M M M

* Subject did not finish experiment due to overly long time needed.
# Subject performed task during learning period.




classification of this sublecct is tentative, since he did not corplete

the e:xperiment and

thus had only one sct o response times.

What about the four sub’ccts whose forward and reverse trace
times were rourhly ecqual? Subjects 3 and 6 bhotih reported soime kind
of visual or cuasi-visual internsl structure, while necithier Subject
5 nor Subjecct 7 reported any such structurc. llowever, this could be
due to poor introspection on tihe part of 3Subjccts 5 2nd 7. Subjects
3 and 6 both were able to learn the nectworlk information faster [or tie
later problems than for the earlier ones; they both recosnized and
counted on the observed similarities between the four spy nctworks,.
Subjects 5 and 7, on the other hand, recuired the same amount of time
to learn the network information for cach of the four probdlemns, and
nmade no mention of the similerity betuveen the netwvorkse Thus, Subjects
3 and 6 scemed to treat the networks as similar, and applied the
structures and insights made in one problem to the succeeding problems.
Subjects 5 and 7 seemed to treat ecach network individually, considering
each a new problem entirecly. This seems sufficient to categorize
Subjects 3 and 6 as bidirectional graph processors, and to categorize
Subjects 5 and 7 as list processors.

Finally, can Subject A of the pilot studies now be classified?
She exhibited very fast, equal response times for both forward and
reverse traces, suggesting that she was either a bidirectional graph
processor or a list processor. A follow up interview confirmed the
fact that she had not used any visual or motor imagery, but had "just

memorized" the networks. Consequently, she seems to fit the model of

a list processore.




Comnrrisons of 3pcor

Table &4 presents the ncan response times for each of the thrce

proces«ing groups on ecach of the tasks. For tliis table, the subjects

were crouped in the following manner: Subjects 3 and 6 were combined

Subjects 5 and 7 were combiner!

-e

as the bidirectional graph processors
as the list processors; Subfects 5 ond
cictive procccsorse Subjects 3 cnd 9 were the only
processors who comdleted all {onr networks.

task wos a function of how rapidly the sudiescts ner’ormod, tiis me-ns

associative processorse. Tt is, ii tho otliar oosoclative processors
forr problams thesc nexns would hinve been riuch sreo-tere

croupe. The first four show thrt there are virtually no tine

cnd thot tha prttern of cronp diference:s is cssentinslly icznticnl in

six and ei~ht node taskse. ThareTore the trace times Tovr six ~nd i ht

nod2 tnosis ware cvernmed with ench other »nd then averc-ad over tirc.
This “ieure stows only

The resulting meons are plotted in Fisure Jeo  Th

sli:ht dif“ercnces betucen crouns in [oruard trace tines (and there

were no differences ot all on the siz node tasks). On the other hrnd,

there are considerable di"lerences in reversoe trace tines with graonh

procassors nearly twice as {ast as list processo

processors far slowver than either.

The other facet of Figure Sc worth noting is the diljcrences

between tasks within groups. TForward and reverse tines arce identicel

v

for the craph »orocessors and rirossly disparate for the associctive
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Table &4

Mean Times for Subjects in the Main Experiment

TASK TRIAL GRAPH LIST ANSOCTATIVE
—‘- 3i6 5&7 Ty

Learning 1 22:35 42727 23:45

2 12:41 3:35 12:40

3 11:52 2:34 16:16

4 8:33 4200 24229

AL 13:55 3:39 19:11°

Forward 1 +59 :23 1:01
Trace 2 :35 :29 :33
(8 node 3 126 122 :31
chain) 4 by :23 145%
ALL :41 224 + 43

Reverse 1 :51 :55 3:13
Trace 2 41 :54 2:57
(8 node 3 :38 225 1:20
chain) 4 $40% 1 36% 1:49%
ALL :43 4l 2:20

Forward 1 :32 :17 223
Trace 2 114 225 228
(6 node 3 117 118 121
chain) 4 :29 :19 228
ALL 223 :20 126

Reverse 1 223 :59 1:41
Trace 2 14 234 24
(6 node 3 14 126 :48

~ chain) 4 :23 :21 1:03
ALL 219 ' :35 1:32%

Elimin- 1 1:48 :40 3:43
ation 2 :04 1:14 4:07
3 :02 :55 2:59

4 :02 242 2:52

ALL 229 :53 2:10

Lowest 1 2:34 1:32 3:39
Common 2 1:36 224 3:33
Superior 3 234 229 1:47
4 213 :14 2:13

ALL 1:14 :.0 2208

Total 1 30:00 10:00 36:00
Elapsed 2 16:00 9:00 27:00
Time 3 15:00 9:00 24:00
4 13:00 9:0(. 35:00

ALL 19:00 9:00 31:00

Total— 1 7:25 5:33 14:14
Learning 2 3:19 5:25 14220
=Perfor- 3 3:08 6:26 7:44
mance 4 4227 5:00 10:31
Time ALL 4235 5:36 11:42

* Estimated average used to compensate for apparently abnormal time.
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processors. i‘owever the tines orc not identiczal for the list procosnorse.
Instead, reverse trace times are more fhon tuice o5
trace times ‘or the list nrocessorse. Insnection ol tire nprotocols
surcests that this time difference was procduced by thae foilure to
detect branches in the reverse trace rather than n difference in
processine tine per sce

Firure 9 shows the averace time to soive the lowest comaon
superior taske. All thrce ~rouns shou marked iprovercnt over tine.
Initially the list processors were nuch faster than the graph pro-
cessors who were much faster than the associative nrocessorse 2y the
third probler, the grapn processors hed become as fast as the list
processors. On the other hand, the dillerence between these oroups
and the associative processors actually increased over problems, parti-
cularly if the times are vicwed relativelye. On the fourth problemn,
the associative processors took over eisht times as long as the other
two groupse

Figure 10 shows a sharp dilferentiation between the threc
sroups in the time taken to eliminate "unnecessary' spies. The
associative processors were initiclly very slow and showed little
improvement. The list processors started out the fastest, but showed
no improvement over problemse. In contrast, the graph processors
were intermediate to the other groups on the first problem, but shrank
to essentially zero times on the last thrce problems. This is consis-
tent with their verbal reports that they learned the structural
characteristics of eliminable spies on the first problem and then

recognized them thereafter.

Figure 11 shows the time spent learning the networks. The list
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the same speed. The other groups took over twentv minutes to learn

1

the first network, but dropped to about half that on the second

r CMe 1e graph processors continued to drop in time over the

ob]l The grap i
third and fourth problems, but the nssoci:tive processors ¢ot worsal
Furthernore this pattern is ideaticsl for both rcnocictive prococsors.
Furti 10 ti tt s ident 17 i o} o o

7 3

processors started out far faster than the other groups and maintainecd I
The ewplancation of tinis puzzling {indin~ is clouded by the “rnct that -

three potential factors are coniounded for this <roun: tosk difler-

ences, proactive intericrence, and fotipuc.
Firure 12 shows the total time spent in the six tasks [or each
) duri 5 s P . . o
problem. As was truc during the lesrning period, the list processos
start out fast but show no imnroveient. The oraph nrocessors start out
slower than the list processors on the {irst nroblem, but they iinrove

a1

so rwch on the sccond nroblem that they then become tha Jastest oroud.

The associative processors show a dranatic innrove-ent on the thiswd

ras

nroblen, but rerrcss somewizt on the fourthe Thils potltern stands

I
3

sharp contrast to the lcarning pottern for the third proble: ~nd is
wich wecker even Zor the fourth.
intererence ¢ifccts on per.ormance, they did not stor wvn unti! the
fourth problem.

Fipure 13 shows the total tine soent on cnch wroble: (f.ca the

sum of the craphs in Figores 11 ond 12). Accin the Tist procescors

start out fast Lut chowr no imnrovencnte Th2 ~roslt rocescors otowi onl

thoy ve drapctically norroed the con to o veonteo-e ¢iTlorencs ol
thirty neintse And they vore still dvovmainn wion the erperi-ont u

terninatedes  The cssocintive procossors started ont slow, brt olro chova
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stronn improvenent over thie [irst three nroblems. ilowever, they tool:
nearly as lonp, on the fourth problem as they took on the {irst.

Figure 14 brings out a fact whic“ is not cvident in the previonr«
figures. Since total time is cunulative across problems, the diilerent

groups did not learn the later networks at the same timce OSince this

is very important for the fatipjue hwypothesis, Ficure 14 shows the tine
spent learnina each netuvork cs 2 fonction ol tic accunuloted time spent
in the cxperiment at the becirning of the lesvning periods This reveals

some sharp dilferences betuveen the rrounse. The sraph pProcessors were

<

—
[

i
o
o
2]
9]
o]
~

W

oL DITacose

learning their third network at a tirme when the 7
coimpleted the entire experiment, and the rssocictive nrocassors lanrnod

1

the fourth network at a tim2 when the rrop
< N

e e . . o s
The Subiacts! Sell Zveloctions

The or-ph processors approrched this crneriment as o challence or
obvious ceniovment in "solving!" the nctvorkse Their
fidence and joy stand in stork contrast to the reactions of tie otlier
subjectse.

The associative processors, in reneral, chowed a phenomenon of

being torn between the other two processing methodse It wis as 17 they

felt that they should (but could not) utilize onc or the other method

e

(and they were fairly specific as to how they would use the alternztive

processing stvle)e. Concequently, ther nade, at most, only half=hearted
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attenpts at an alternative before reoturning to the associctive nethod.
The associative processors wore the only oncs who considered using

a different methods vhether the cause ol this is flexivi
valence, or a reclizetion that the associative method was a poor one
is unlinovm.

In all three of the list processors (
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o
3
2
0
(e}
T
je=3
o
»

pilot studies) therc appeared o fcelinz of ¢uilt or shame for using
this processing method. All stated that, from early school years, they
felt as though they were 'cheating'" because they had to count on their

fingers, memorize equations by rote without understandincs them, ctce.

That is, they generally used methods which scened cluasy and inelegnnt.
The fact that these methods proved effective did not chence the feclincs
£

involved. It was a curious feature of the most efficient processors

that they felt ashamed of their method of processing, even after beinn
told of its effectiveness.
Finally, a last observation was made regarding tihie list pro-

cessors and the graph processors. For whet it is worth, it was noted

that both of the efiicient and ashamed list processors were females,
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e
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=
e
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3

while both of the less efficient, orcg processors

were males.



DISCUSSION

Haves
—e e

Hayes noted that his subjects often had steady response times
for each step of a trace until the goal, or end node, was approached.
Then there was an increase in response times as if the subject had
reiiearsed the last segrient of the trace. From this, iayes concluded
that subjects perlorm a reversc tracce from the gocl node during the
process of performing a forward tracc. lie called this action 'recriote
planning'. GSimilar increases in the speced of later responscs were
found in the present study. However not a single subiect reported
remote planning! Instead, subjects reported thst their responses
tended to lag behind the actual point or the search, allowing them
to search ahead in the trace. When the goal node was reached in the
search process, the search process was stopned, leaving the response
process to catch up. Without the need to keep a2 silent search going,
the subjects could recite the stens of the trace more rapidly, pro-
ducing the obscrved acceleration of response times.

liayes also distinpuished betwecen "direct accessing' and '"list
searching', stating that tne former was far faster than the latter.
1is process definition of "direct access' was an associative responsece.
Thus the original prediction in this study was that associative
processors would have dramaticelly rapid forwerd trace times while

~

list processors would be slowe The emnct onnosite wos triice

(]
(G2}
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Associative processors were slow and halting while list processors

were fast and smooth. How could this reversal have occurred? First

it should be noted that both graph processors and list processors

stated that their inner search was too fast to report verbally. Thus
much of what Hayes believed to be direct accessing may have been very
fast list processing. On the other hand, the sub-vocal '"list searching"
Hayes described may actually have been some very slow associative
processors directly accessing one after another of the weak associ-
ations in search of a needed link. This would have been particularly

acute if a few associative processors actually tried remote planning!

Processing Speed and Learning

The three models of human memory structures, as originally
described, predicted most of the results obtained. Specifically,
the short - short response pattern for the bidirectional graph
processors and the short - long response pattern for the associative
processors occurred as expected. Also the graph processors did
indeed capitalize on their perception of structure to achieve striking
efficiency on the lowest common superior and elimination tasks. On
the other hand, the models failed to predict the low level of effi-
ciency of the associative processors and the high level of efficiency
of the list processors. The long - long response pattern for the list
processors did not occur. Instead, the list processors turned in the
shortest total elapsed times of all. Tt was, in fact, the associative
processors who produced very long total elapsed times for this
experiment. As a conscquence of the list processors' great speed,

there was also a failure in the prediction that the forward and
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reverse trace times would be equal. The list processing time was so
fast that the difference in search time produced by missing the reverse
branches was as large as the time required for an entire forward

trace!

The original model of the associative processor made extensive
use of the direct access concept, describing the associative process
as a series of direct accesses. This model assumed that a paired
associate, once placed in memory, would have and maintain a high
association strength without the need for additional practice. Thus
the second half of the pair would be available instantly each time
the first half was used to access it. In the experiment, however,
the associative subjects showed forgetting and reversing of links as
well as a relatively slow accessing time. Whereas the graph and list
processors were typically performing the forward trace steps faster
than they could report them, the associative processors repeatedly
exhibited silences in their reports because the next step in the trace
had not yet been accessed.

A second error in expectations was in the learning datae. For
several centuries, memory has been thought to be associative. Thus
one would assume that the associative processors would be the quickest
learners. This prediction is even farther from reality than the
prediction of fast forward traces. At their fastest, it took the best
associative processors three and a half times as long to learn a
network as did the equally practised graph and list processors.

On the other hand, the speed of the list scarching process is
many times faster than expected, far faster than any vocalization

process. If subjects 5, 7, and A are indeed list processors, then the
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data in Table 3 show that a list processor can scan tiie entire list
scveral times in the period required for an associative processor's
recall of a single forward connection!

Ay is list processing so much faster than associative pro-
cessing? Perhaps the key is in how the two kinds of subjects conceive
of the information that deifines tiie netwvorke. Tiie associative processor
treats each pair as a single item. Tile list processor thinks of the
information as one list and practices that list as a unite. If indeed
the learned list is internally stored as a unit, then this has many
implications for future recalle If such a list is accessed as a
unitary chunk of information, then every time a list structure is
rehearsed or searched, each pair within the list structure is practiced.
Thus, since the list is searched at least once for each step in a
trace, the pairs are practiced much more frecuently by list processors
than by associative processorse

At a later point in learning, there is enother intriguing
possibility for a list processor. If a list becomes one chunk of
information, then it may be possible that the entire list can be stored
in short term memory as one item. JSince every pair is on that list,

a list processor might thus need only one call to long term merory
for an entire forward trace!

On the other hand, the associative processor learns a scries
of distinct paired associates. Thus the rehearsal of one pair to
increase its associative strength will not increase the associative
strength for anotlier paire To the contrary, as the one pair is being
rehearsed, the strength of the other is wecakened by the forgetting

processe Small wonder then that these associations are of a weaker
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form and more subject to disruption than those of the list processor.
The preceding discussion exactly reverses classic associa-
tionism. OStimulus - response theory has always sought to account for
serial (i.e. list) learning as a collection of paired essociates. The
previous discussion argues that the associative processor is really an
inferior list learner. The associative processor makes the mistake

of learning a great many short lists where one long list would doe.

Graph Processors

Informatioq regarding the bidirectional graph processors
helped to clarify two aspects of that approach: the nature of the
hypothesized imagery, visual or otherwise, and the relative efficiency
of the process. The original model of the graph processor postulated
the existence of some analogue of a visual image which would constitute
the graph structure. The image developed was not necessarily visual
in nature. That is, alternative sensory modes could apparently be
used resulting in a motor image instead. For each of the subjects
tested, the sensory mode of the image, whether visual or motor, was
constant and was reported to be the one generally used.

In the graph processors tested, not only did this structure
exist, but the subjects were aware of the structure and actively
worked to develop an efficient form for it. Ilaving actively created
thhe form of the image, the graph processors were able to selectively
attend to various sections or elements of the structure. In the
elimination tasks, they were thus able to tcmporarily '"disregard"
the existence of various nodes and then examine the resulting graph

structure. Consequently, the graph processors were able to determine
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the eliminable nodes with considerable ease.

Contrary to the original expectations, the time required to
develop and process the graph structure was not shorter than the time
required for the list structure. The formation of the graph structure
required considerable time and effort. For the first problem, the
graph processors required as much time to learn the information as
did the associative processors. However, the graph processors required
less and less time to learn each successive network and their final
learning rates approached those of the list processors. This improve-
ment was due mostly to the repeated usage of the basic graph structure
developed for the first networke. That is, the graph structure had
some substance apart from the specific spy network to which it was
applieds This quality did not appear in either the associative
structure or the list structuree.

Although the graph structure formed a single block of infor-
mation as did the list structure, the time needed for a rehearsal of
the whole graph structure was longer than that required to rehearse
the list structure. As with the list structure, the entire graph
structure appeared to be available for access from short term memory

once it was recalled from long term, or permanent, memorye.



BIBLIOGRAPHY



BIBLIOCRAPIY

Elliott, Roger W. "A Model for a Fact Retrieval System," A Paper
from the University of Texas Computation Center, TKN-42,
May, 1965.

Feigenbaum, Edward and Feldman, Julian, eds. Computers and Thourht.
McGraw 1ill, New York, 1963.

Green, Dert Jre. ''Baseball: An Automatic Question Answerer,'" in
Feigenbaum and Feldnan, Computers and Thought. McGraw Hill,
New York, 1963.

Hayes, John. 'temory, Coals, and Problem Solvingz," in Kleinmuntz,
Problem Solvine: Research tiethod and Theorv. John Wiley and

Sons, Lew York, 19066.

Hunt, Earl, Marin, Janet, and Stonc¢, rhilipe. Experiments
Academic Press, New York, 1966.

n Inductione

=N

Kleinmuntz, Benjamin, ed. Problem Solvina: Research liethod and Theorv.
John Wiley and Sons, ivew York, 1966.

Lindsay, R Ke '"Inferential ltiemory as the Basis of hachines Which
Understand Natural Language,'" in Feicenbaum end Feldman,
Coriputers and Thourhte MeCGraw 1iill, HNew York, 19%3.

Minsky, ede Semantic Informstion Procecssinge FIT Press, Cambridee,
linsse, 19€0a

P

Quillian, . Rosse. '"Semantic hemory,'" in linsky, Scriantic InZornation
Processine. MIT Press, Cambridpe, 1ass., 19co.

Raphael, Bertrame. '"5ir: Semantic Information Retrieval,'" in linsky,
Semantic Information Processinge WIT Press, Cambridoce, liasse.,
1966

Simmons, Re Fe Synthetic Lancuace Behavior. SP 1245, Systems
Development Corporation, Santa Monica, Calif., 1963.

92



APPENDIX



The following are facsimiles of
the four networks to the subjects in the main experimenta

used were standard unruled three by five cards.

T'E

AVPEIDIL A

PRASENTATICN AND

T4SK FOGATS

the cards used to present
The cerds

Next to each card

facsimile is a listing of the tasks in the order in which they were

glven to the subject.

NETWORK

passes
passes
passes
passes
passes
passes

passes

A o NN g 00 W

passes

NETWORK
passes
passes

passes

passes

passes

B

F

H

D

C passes
G

A passes
E

passes

I

to
to
to
to
to
to
to

to

II

8
2
7, 1
6
3
8, 4
5
7
D
G
C, B
A
F
D, E
H
c

1.
2.
3.

4.
S5
6.

1.
2.
3.

4.

5e
6.
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TASKS

Forward Trace from 1 to 4

Forward Trace from 7 to 5
Find the Lowest Common Super-

ior for 8 and 3

ol

Reverse Trace from 1 to

(00}

Reverse Trace from 2 to

Elimination

TASKS

N

Forward Trace from D to E

Forwvard Trace from C to H
Find the Lowest Common Super-
ior for D and F
Reverse Trace from B to E
Reverse Trace {rom G to D

Elimination



NETWORK III

BROWN passes to GRIEN

RED passes to GOLD

WHITE passes to GREY, BROWH
GREEN passecs to BLACK

GREY passes to RuD

GOLD passes to GREEN, BLUE
BLACK passes to W:iITE

BLUE passes to GREY

NETWORK IV

SUE passes to RON

BARB passes to CARL

TED passes to EVE, SUE
RON passes to JALE

EVE passes to BARB

CARL passes to RON, VINCE
JANE passes to TiED

VINCE passes to EVE
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2e
3.

b
5
6o

1.
2.
3.

TAGSKS

Forward Trace from BROWN to BLUE
Forward Trace from CREY to WiiITE

Find thie Lowest Conmon Superior

Reverse Trace from BROWH to BLUE
Reverse Trace from COLD to GRu&HN

Eliminetion

TASKS

Forward Trace from SUE to VINCE

Forward Trace from EVi to TiD

Find the Lowest Common Superior
for RON and BARB

Reverse Trace from SUE to VINCE

Reverse Trace from CARL to RON

Elimination



i




