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ABSTRACT

A MODEL FOR CRITERION-REFERENCED MEASUREMENT
AND A COMPARISON OF ITEM ANALYSIS PROCEDURES

By

Susan Kaye Thrash

The first purpose of this study was to propose a theoretical
conception of criterion-referenced testing and to explain two basic
item analysis techniques (Cox and Vargas, C-V and Roudabush, R)
theoretically with respect to this general model. The second purpose
was to determine the adequacy of the C-V and R procedures using the
theoretical model. The final purpose was to compare three item
analysis techniques, the C-V, R and the Brennan and Stolurow (B-S),
using real data.

A theoretical model for criterion-referenced testing was
proposed. The model includes 12 parameters that completely described
the pretest-posttest situation. The R and C-V indices can be
explained in terms of this general model by making certain assumptions.

There were two parts to this study. The first part attempted
to determine if the C-V and R indices adequately estimated the true
values, if one technique estimated the true values better than the
other and if the C-V and R indices were better estimators of the
true values for some parameter sets. These questions were considered

by simulating data for 21 different sets of parameter values using
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the model as the theoretical framework. It was found that for R,

when the assumptions were met, the technique provided a more stable
and accurate estimate than when the assumptions were not met. It

was also found that when the sample size was increased from 50 to 200,
the stability and accuracy increased greatly. The C-V technique
seemed to provide a reasonably accurate and stable estimate regardless
of whether the assumptions were met. The estimates were more stable
with larger sample sizes. Also, the C-V technique estimated the C-V
true value better than the R technique estimated the R true value.

The second part of the study was designed to determine the
comparability of the three item analysis procedures, R, C-V and B-S.
C-V and R values were computed for 128 items and B-S values were com-
puted for 64 items. These items were testing 16 objectives from two
subject areas, Mathematics and Reading, two grade levels, Middle
and Upper, and two treatments, assigned objectives (treatment A) and
selected objectives (treatment B).

The major question to be answered was do the C-V, R and B-S
item analysis procedures provide comparable results? Three additional
questions were also considered:

1. Are the three procedures more comparable for items in

Mathematics than for items in Reading?;

2. Does and the comparability of the three procedures depend

on the grade level?; and,

3. Are the three procedures more comparable for items given

in treatment A than for items given in treatment B?
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The Pearson product moment correlation coefficient between the R and
C-V indices was significantly different than zero (r = .80, p<.01).
The point-biserial correlation coefficients between the B-S procedure
and the C-V index and the B-S procedure and the R index were also
significantly different than zero (r = .70, p<.01 and r = .36, p< .01,
respectively).

The separate analyses of the indices for each subject area,
grade level and treatment indicated that the indices were more com-
parable for Mathematics than for Reading. The indices were also more
comparable for treatment B than for treatment A. The correlations
between the indices for the grade levels, Middle and Upper, were
almost identical.

An analysis of the agreement among the three item analysis
procedures showed than when a cut-off of .50 for the R and C-V
indices was used for selection of items, there was complete agreement
for 39 of the 64 items (61 percent) given on the pretest and retention
test.

From the results of the several analyses, it appears that the
best item analysis procedure to use for criterion-referenced testing,
or pretest-posttest situations, is the C-V technique. This tech-
nique provides a reasonably accurate and stable estimate of its true
value and gives very similar results when compared to the R index

and the B-S procedure.
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CHAPTER 1
INTRODUCTION

Need

Criterion-referenced testing has been an area much discussed
and researched in recent years. Much of the research and discussions
have focused on the appropriateness of applying classicial measure-
ment theory to criterion-referenced tests and suggestions of new
procedures and statistics for the evaluation of criterion-referenced
tests. Livingston (1971), for example, developed a new statistic
for the estimation of reliability for criterion-referenced tests.
Alternative approaches to classical item statistics were proposed by
several other individuals (Brennan and Stolurow, 1971; Cox and Vargas,
1966; Roudabush, 1973 to mention a few). In addition, a few studies
compared these new item statistics to old statistics (e.g. Cox and
Vargas, 1966; Hambleton and Gorth, 1971; and Hsu, 1971).

Many of these new item statistics, however, were not based
on a theoretical model. If such a model could be found, it would be
easier to explain the item statistics and perhaps possible to develop
more powerful statistical techniques. Moreover, 1ittle is known
about the comparability of the new item statistics to each other.
Most of the research has been concerned with the comparison of new
with old; few studies have compared the new item statistics to each
other. It would seem desirable to compare the new statistics both

1



empirically and theoretically, with the aid of a general model, to
determine what the differences among them actually are and to develop

general recommendations for their use.

Purpose

The first purpose of this study is to propose a theoretical
conception of criterion-referenced testing and to explain two basic
item analysis techniques (Cox and Vargas, and Roudabush) theoretically
with respect to this general model.

The second purpose is to determine the adequacy of the Cox
and Vargas and Roudabush techniques. If the two techniques can be
explained by the general model, then the estimate of each index will
be compared to the corresponding true value. In this manner, it may
be possible to determine if one technique estimates the item parameters
better than the other.

A third approach (Brennan and Stolurow) cannot be explained
in terms of the general model due to the nature of the approach.

The Brennan and Stolurow technique combines a number of statistics
with a set of decision rules. The ultimate outcome is a verdict of
revision or no revision for the item and/or the instruction. While
the statistics used in the Brennan and Stolurow method do have the
traditional theoretical framework, the decision rules have only
intuitive appeal. It is not possible to fit the suggested decision
rules of the Brennan and Stolurow technique into a theoretical

framework.



However, the adequacy of the Brennan and Stolurow technique
may be determined by comparison of the three approaches on real data.
This, then, is the final purpose of the study--to determine the com-
parability of the three item analysis procedures (Cox and Vargas,
Roudabush, and Brennan and Stolurow).] If all procedures provide
identical or nearly identical results then it seems reasonable to use
the simplest method (in terms of computation and data collection) in

the future.

Research Questions

In particular, this investigation will consider the following
questions:
1. Can a theoretical conception or a general model of
criterion-referenced testing be defined?
a. Does the C-V technique fit the general model? What
assumptions are needed?
b. Does the R technique fit the general model? What
assumptions are needed?
2. Do the C-V and R techniques adequately estimate the true
values of the item parameters?
a. Does one technique estimate the true values better
than the other?
b. Do the C-V and R techniques estimate some true values

of the item parameters better than the others?

]From this point on, Cox and Vargas, Roudabush, and Brennan
and Stolurow techniques will be abbreviated C-V, R and B-S, respec-
tively.



3. Do the C-V, R and B-S item analysis procedures provide
comparable results?
a. Are the three procedures more comparable for items in
Mathematics than for items in Reading?
b. Does the comparability of the three procedures depend

on the grade level?

Overview

The previous section provided a brief introduction to the
ideas and questions pursued in this study. Chapter II will provide a
review of the literature relevant to item analysis methods for
criterion-referenced tests. Two types of studies are considered--
studies which proposed item analysis techniques (new and modifications
of traditional approaches) and those which compared new techniques
to old.

The third chapter presents a theoretical conception of
criterion-referenced testing. The C-V index and the R sensitivity
index are described in the context of this theoretical model.

A method for evaluation of the C-V index and the R sensitivity
index with respect to the theoretical model is presented in Chapter
IV. Procedures for determining the comparability of the C-V index,
the R sensitivity index and the B-$S methoa are also discussed in
this chapter.

Chapter V presents the results of the evaluation of the C-V
and R techniques with respect to the model. The results of the
investigation of the comparability of the C-V, R and B-S indices in

a practical application are presented in Chapter VI.



Finally, in Chapter VII some implications of the results of
Chapters V and VI for test development are discussed, and some
recommendations for further research on the proposed theoretical

model are given.



CHAPTER II

REVIEW OF LITERATURE

The concept of criterion-referenced measurement in education
has initiated many discussions and much research with respect to
measurement issues. The main points of interest have been cut-off
scores, reliability and item analysis. This review will summarize
the literature on item analysis.

The literature can be divided into two categories. One group
of studies can be collected under the heading of "proposed item
analysis techniques." New techniques have been proposed by some
(Brennan, 1972; Brennan and Stolurow, 1971; Cox and Vargas, 1966;
Crehan, 1974; Hsu, 1971; Ivens, 1970, 1972; Kifer and Bramble, 1974;
Kosecoff and Klein, 1974; Roudabush, 1973; Saupe, 1966) and the use
of old (traditional) techniques have been advocated by others (Davis
and Diamond, 1974; Ebel, 1973; Hambleton and Gorth, 1971; Harris,
1974; Nitko, 1971; Popham and Husek, 1969). The second category
includes research which makes comparisons among the proposed tech-
niques (Cox and Vargas, 1966; Crehan, 1974; Haladyna, 1974; Hambleton
and Gorth, 1971; Helmstadter, 1974; Hsu, 1971; Ivens, 1970, 1972;
Kosecoff and Klein, 1974; Ozenne, 1971).



Proposed Item Analysis Techniques

New Techniques

One of the earliest item analysis techniques proposed for
criterion-referenced tests was suggested by Cox and Vargas in 1966
(Cox and Vargas, 1966). This procedure requires two administrations
of the item--before and after instruction. The item statistic is
then defined as the difference between the proportion of individuals
answering the item correctly as posttest and the proportion of indi-
viduals answering the item correctly at pretest; C-V. (The original
notation was Dpp.) This is the simplest technique to use; however,
it has been criticized by Oakland (1972) and Davis and Diamond (1974).

Oakland claims that the C-V technique is limited because it
is "more appropriately used to determine the extent to which students
may profit from instruction rather fhan to determine the reliability
estimates which apply to a particular CRM" (Oakland, 1972, p. 5).
This is a strange criticism, for indeed the intent of the C-V pro-
cedure is to select items and not to provide reliability estimates.
Oakland also criticizes the use of a statistical technique for item
selection without regard to item content. This is a criticism which
could be applied to the use of any statistical technique in the
selection of items without regard for content.

Davis and Diamond suggest that use of difference scores make
the C-V index unreliable. It should be remembered here that the
statistic is not based on individual difference scores, but the dif-

ference of proportions. They also felt that the use of this statistic



without regard to the content of the items would impair the content
validity of the final form of the test.

According to Davis and Diamond, test developers should use
the same four basic principles that have been in use for 25-30 years.
They do caution, however, using the second principle without regard
to the content of the item. These principles are:

1. The items in an achievement test should constitute as
nearly as possible a representative sample of the popula-
tion of items that define the domain to be measures . . . .

2. The items in a predictor test, . . . , should constitute
the set (drawn from the population of items that define
the domain to be tested) which best predicts scores on the
designated criterion variable in samples of examinees like
those to whom the test will be administered . . .

3. The items in an achievement test should, with1n the con-
straint imposed by principle 1, make up as efficient a
measuring instrument as it is possib]e to produce.

4. Choice-by-choice 1tem-ana1ys1s data should be used as a
basis for editing and revising items for achievement,
aptitude, and selection tests. (Davis and Diamond, 1974,
pp. 128-131.)

Of course all these principles are ones that should be con-
sidered regardless of the referencing nature of the test. However,
it does not necessarily follow that the items will be doing the
proper job if these principles are followed.

Ebel (1973) supports the use of the C-V technique when the
purpose of the evaluation is to determine the effectiveness of an
instructional program. However, he indicates traditional item dis-
crimination indices are appropriate when the purpose is to determine
how well an individual has succeeded in a particular course of study.

Ozenne (1971) also recommends the C-V index. In his inves-
tigation of a method of measuring test sensitivity, Ozenne suggested

that a test composed of items selected on the basis of the C-V index



would have the greatest sensitivity to instruction. Haladyna also
recommends the use of the C-V index (Haladyna, 1976 and Haladyna and
Roid, 1976). In fact, he feels that the C-V " . . . index comes con-
ceptually closest to measuring CR item discrimination" (Haladyna,
1976, p. 12).

Other individuals have considered the C-V technique as a
starting point for further modifications. Brennan (1972) proposed
the B index, a variation of the C-V technique and the traditional D.
The D statistic is defined as the difference in the proportion of
individuals in the upper group answering the item correctly and the
proportion of individuals in the lower group answering the item
correctly. The upper and lower groups are generally defined as the
top and bottom 27 percent of the individuals ranked on the total test.
The B index is defined as the proportion of individuals in the mastery
group (upper) who answer the item correctly minus the proportion of
individuals in the nonmastery (lower) group who answer the item cor-
rectly (B = U/n] - L/n2). This index differs from D in that differ-
ent sample sizes in the upper and lower groups are allowed. The
evaluator is then able to use one administration, define the upper
and lower groups according to mastery or nonmastery or by some similar
criterion, and select items on the basis of this index. Brennan also
determined the exact distribution of the B index under the null
hypothesis, B = 0. This allows the evaluator to compute confidence
intervals for the item statistic.

Hsu had already suggested an identical procedure in 1971

(Hsu, 1971). He suggested that a predetermined cut-off score be
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established which would classify individuals according to mastery or
nonmastery. According to Hsu, the difference in proportions of those
responding correctly in each group to a given item would be a mean-
ingful discrimination index for items from criterion-referenced
tests. This index is identical to the B index.

One of the major problems with this technique is the decision
of what defines mastery and nonmastery. Once this problem is solved,
then it is possible that there will be too few mastery students in
a pilot administration of the item if the group is uninstructed. If
the group has been instructed then there may be too many mastery
students. In either case, U/ny or L/n, would provide somewhat less
than stable proportions and the value of B may not provide an adequate
indication of the item's usefulness.

A modification of the B index (and Hsu index) was introduced
by Crehan in his 1974 study (Crehan, 1974). Crehan redefined the
upper and lower groups as independent groups of instructed and unin-
structed, respectively. This modification basically solves the
problem of defining the mastery and nonmastery groups.

The B index as originally proposed by Brennan and Hsu or
modified as suggested by Crehan is very simi]ar to the C-V technique
and traditional techniques. One advantage for using B is the ability
to use a different number of individuals in the upper and lower
groups. A second advantage is the ability to test the null hypothe-
sis, B = 0. It must be remembered, however, that teachers are the
most 1ikely users of criterion-referenced tests. It seems unrealistic

to expect teachers to use sophisticated statistical techniques to
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select items. A further problem is the availability of probability
levels for B. The table of probability levels is available through
a computer program which Brennan developed. The other criticisms
that were mentioned previously must also be considered in the final
analysis of the B index.

A second index that Crehan proposed is defined as the propor-
tion of consistent performances on logically parallel items. In
other words, this index equals the number of individuals who fail
both items plus the number of individuals who pass both items divided
by the total number of individuals. This of course requires the
development of logically parallel items which is not necessarily an
easy task. In addition, it requires the administration of both sets
of items at the same time. For a short test, the time factor would
not be a particular problem.

Crehan also employed a third unique technique in his study.
The items were ranked by having teachers respond to the question,
"Which item would you choose if you were to give a one item test?"
(Crehan, 1974, p. 257). This was done until the item pool was
exhausted. Compared to all the other item analysis procedures pro-
posed, this approach is the most subjective one.]

Another refinement of the C-V method was suggested by

Edmonston, Randall and Oakland (1972). For their method consider the

two by two table below for a given item:

]Crehan also used a random ranking of items as an item
selection device. See the section on comparison of techniques for
the results of Crehan's study.
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Table 2.1
Categories for a Given Item
Posttest
Pass Fail
Pass P13 P12
Pretest

The important pieces of information, they claim, are P12 and
P21 A high value for Po1 would indicate a good item. Items that
were less discriminating would have high P12 values. The refinement
seems unnecessary since the C-V index would be P21 = Py2 and provides
information of one value relative to the other.

Schooley, et al. (1976) also recommend consideration of the
proportion of individuals answering the item correctly (p) on pre-
test and posttest. They suggest that the proportion should increase
from pretest to posttest. In addition, items that supposedly measure
the same objective should have similar p values. Those that have
inconsistent p va]ués should be looked at and revised if necessary.
Their approach is very similar to the C-V method since a comparison
of the p values from pretest to posttest would give the same value
as the C-V method.

Ivens also cdnsidered the C-V technique in addition to two
indices of his own (Ivens, 1970, 1972; Ozenne, 1971). Iven's indices
require three administrations of the same item to the same subjects.

One of the indices is based on the expectation that there would be a
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large change in performance from pretest to posttest and a small
change from posttest to retest. Ivens calls this Index 2 and it is
defined as (p post - p pre) (1 - |p retest - p post| ) where p is the
proportion of subjects passing the given item on the particular
administration. The other index (Index 1) is defined as (1 - pre-
post agreement) (post-retest agreement) where the agreement is the
proportion of subjects whose item scores (pass or fail) were in agree-
ment across the appropriate administrations.

His final recommendation, however, is that the C-V technique
be used for item selection and the information obtained from Index 2
be used for item revision (Ivens, 1970). The two indices defined by
Ivens need three administrations of the item. In most situations this
would be a definite disadvantage. In addition, if there is a minimum
amount of change from posttest to retest |p retest - p post| would be
small and 1 - |p retest - p post| would be close to one. In this
case, Ivens' Index 2 would be approximately equal to the C-V index.

Ivens' Index 1 is also intuitively appealing. However, Index
1 can have a high value--indicating a good item--and yet be a bad
item. For example, if many students pass the pretest, fail the post-
test and fail the retest, Index 1 would have a high value. Yet,
revision of the item (and probably instruction) should be considered.

Kosecoff and Klein (1974) suggest two indices--an Internal
Sensitivity Index (ISI) and an External Sensitivity Index (ESI). For
the first index (ISI) consider the following table which categorizes

only those individuals who answered Item 1 correctly at the posttest:
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Table 2.2
Categories for Individuals Answering
Item 1 Correctly at the Posttest

(1SI)
Posttest
Fail Pass
Fail " n2
Pretest
Pass n3 n4

where n = observed frequency of students who answered Item 1 cor-
rectly on the posttest but failed the pre and posttest; n, = observed
frequency of students who answered Item 1 correctly on the posttest
but failed the pretest and passed the posttest; ng = observed fre-
quency of students who answered Item 1 correctly on the posttest but
passed the pretest and failed the posttest; and ng = observed fre-
quency of students who answered Item 1 correctly on the posttest and
passed the pretest and the posttest.

no - ny
The index ISI is defined as m E N5 ¥ N3 F Ng» which accord-

ing to Kosecoff and Klein, provides a measure of an item's ability to
discriminate between those who have and have not profited from instruc-
tion. Their interpretation of the index does not, however, follow
from the definition. It is conceivable that the index could have a
high value but all who passed the item at posttest also passed the

item at pretest. How does the item then have the ability to dis-
criminate those who have profited from instruction from those who

haven't? If all the individuals who passed the item at posttest
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also passed the item at pretest, the item could not be said to be
sensitive to instruction.

Their second index (ESI) is the Cox and Vargas index. The
two indices are identical. Kosecoff and Klein do, however, suggest
a "correction for guessing" for the index. They use the Marks and
Noll procedure, which is also used by Roudabush in the development of
his index, to derive the correction for guessing (Marks and Noll,
1967; Roudabush, 1973). They claim to compute the expected cell fre-
quencies and use these values in the computation of the ESI. However,
their expected cell frequencies are true frequencies which are
heuristically computed from sample frequencies. This aspect will be
discussed in more detail when Roudabush's sensitivity index is pre-
sented. (See Chapter III and Appendix I).

A method based on the four possible outcome patterns for an
item administered on two occasions was proposed by Popham in 1970
(Kosecoff and Klein, 1974; Ozenne, 1971). The familiar two by two
table (see Table 2.3) was used in conjunction with computation of

Chi-square values.

Table 2.3
Categories for a Given Item
Posttest
Fail Pass
Fail fy () f, (ny)

Pretest
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First it is necessary to count the number in each category (f], f2,
f3, f4--f011owing the notation presented in Table 2.3). Secondly,

a "prototypic item" is defined by taking the median frequency of each
outcome category over all items. Finally, a comparison is made between
this prototypic item and the actual frequencies in the four categories
for each item. Large Chi-square values would suggest that the item

is considerably different than the typical item. One problem with the
technique is that the items in the test must be fairly homogeneous

to give meaningful results. A second problem is not knowing how

large the Chi-square values need to be for one to infer that the

item is atypical or bad.

Three other studies have proposed methods totally different
from the basic two-way table--Cox and Vargas approach. Kifer and
Bramble calibrated a criterion-referenced test using the Rasch model,
which is a latent trait model (Kifer and Bramble, 1974). They felt
that the Rasch model could determine which items fit the model and
which items need revision. However, as in the Popham method, all
items need to be sampling one trait; if not, some items may not fit
but yet be good items. Item analysis was a subobjective of their
study. Their main emphasis was the desire to generalize about the
scores and obtain more precision concerning the extent to which a
score represents passing a criterion.

Bayesian techniques were applied to item analysis by
Helmstadter (1974). Three separate indices of item effectiveness are
defined in terms of probabilities. The first is the probability that

a subject knows the content given that the correct response was
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selected. The probability that a subject does not know the content
given that the incorrect response was selected defines the second
index and the probability that a correct decision will be made about
the examinee's knowledge of the content given the results of perform-
ance of that item is the third.

For these indices, P indicates a correct response, P an
incorrect response, K knowledge and K no knowledge. The first index
is denoted by P(K|P), the second by P(K|P) and the third by
P(correct decision) equal to P(KP or KP). Bayes' theorem then implies

that

P(P]K)P(K)
P(P|K)P(K) + P(P|K)P(K)

P(K|P) =

and
P(PIK)P(K) _
P(KIP) = FTR)P(R) * PRIKIP(K)

Each of the subcomponents, such as P(P|K) were established on the
basis of the administration of an item. The probabilities P(K|P),
P(K|P) and P(correct decision) were then computed using these pieces
of information. There is still the same problem with these indices
of determining a cut-off value for the establishment of a knowledge
group and a no knowledge group. These indices can use pretest -
posttest data or a single administration.

Saupe was concerned with maximizing the reliability of
difference scores (Saupe, 1966). He suggested that items possessing

certain characteristics would make the maximum contribution to the
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reliable measurement of change. According to his analysis, items
with the following characteristics should be considered as good items:

1. Items with high item-total score discrimination indices

for both initial and final administrations of the test.

2. Items with low item-tota].score discrimination indices

when the total score criterion is from the final adminis-
tration for items in the initial administration and from

the initial administration for items in the final admin-

istration.

3. Items with high correlations between initial administra-

tion item score and final administration item score
(Saupe, 1966, p. 224).

Saupe derived an index that could be used in the selection of
items to measure change. Items with high values of this index would
be selected and items with low values rejected. The index is based
on the correlation of the change in the item score with the change

in the total test score;

r -r

xX ¥ vy T Txy T Tyx
20V - V1 -y

)

where x and y represent item scores and X and Y represent total test
scores.

Although Saupe was not directly concerned with criterion-
referenced tests, his work has some applicability to it. Obviously

items in a pretest-posttest situation are meant to measure change
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and the index might have some usefulness in predicting those 1items
which are sensitive to change.

The third criterion, however, seems inconsistent with results
of criterion-referenced testing. This criterion specifies that an
item with a high correlation between initial item score and final
item score is a good item. This high correlation would be achieved
only if there is some variance on the pretest (not all individuals
fail) and some variance on the posttest (not all individuals pass).
In addition a high positive correlation is not obtained if an item
is failed by most on the pretest and passed by most on the posttest.
This is the situation desired in criterion-referenced testing. A
high correlation would not designate items sensitive to instruction.
Criterion two suggests that discrimination indices should be Tow
between item and total score using the opposite administration for
the criterion. Again these low discrimination values could be
obtained and yet the item might be a bad item. For example, a Tow
discrimination value could be obtained with almost all passing the
item at pretest and getting low scores on the posttest. A similar
situation would result with almost all failing the item on the post-
test and obtaining somewhat high scores on the pretest. These
results are not desirable in criterion-referenced testing. Items
exhibiting these characteristics might not be good items.

As with almost all of these techniques, care must be made to
include items that cover all the objectives. Relying on only statis-
tics to select items may result in the exclusion of some important

aspects that need to be tested. Nitko, when considering this
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problem, suggested "that tests constructed from carefully defined
domains of items possess reasonably good psychometric properties
without prior statistical selection" (Nitko, 1971, p. 8). On the
other hand, Skager felt that "relying solely upon judgments as an
index of item quality ought to leave us just as uneasy in the case
of criterion-referenced tests as it should be for norm-referenced
instruments" (Skager, 1974, p. 53). One of his suggestions was the
use of item generation rules; although, he indicated that item
selection for criterion-referenced tests is still open to debate.

Hambleton, et al. (1975) also do not advocate the use of
empirical techniques exclusively. They feel that items selected
should be representative of the domain of items and the empirical
methods should be used to detect bad items.

Consideration should also be given to the impact of selecting
items that are sensitive to instruction according to some statistic.
If items are selected which are sensitive to instruction one might
argue that the items, over a number of administrations and revisions,
could become very easy or perhaps require only recall of simple facts.
Care must be taken to include items that measure all aspects of the
domain and to ensure that these items are not only sensitive to
instruction but sensitive to the domain.

Another approach similar to the C-V index was presented to
Roudabush at the 1973 American Educational Research Association
Annual Meeting. It is based in part on a procedure suggested by

Marks and Noll (1967). As it was pointed out earlier, Kosecoff and
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Klein used a similar technique to develop the "correction for guessing"
for their External Sensitivity Index.

Roudabush's technique is based on the familiar two by two
table presented earlier as Table 2.3. Roudabush also makes two
assumptions. First, he assumes that there is some fixed non-zero
probability, p, that a student who does not know the answer to the
item will guess the correct answer. This p value is determined by
the item only and does not vary from student to student nor from
occasion to occasion for the same student. This fixed p value sug-
gests that there is no partial knowledge on the part of the student,
and that the student's responses are independent at pretest and
posttest when he does not know the correct answer and fails to learn
it.

Further, Roudabush assumes that the only possible result of
exposure to instruction between pretest and posttest is that the
student learns the correct response to an item. This then implies
that the non-zero frequency of f3 is solely due to guessing, further
implying that there is no forgetting. This suggests that the "true"
value of f3 is zero.

With these assumptions Roudabush derives a number which
serves as an index of the degree to which examinees select the cor-
rect response to the item as a function of the instruction received
between pretest and posttest. This number is called a sensitivity
index by Roudabush. It can be expressed as

- f
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(The original notation was s.) Further clarifications and derivations

are presented in Chapter III and in Appendix I.

Traditional Techniques

Traditional item analysis procedures also have been recom-
mended for use with criterion-referenced tests. Most individuals
have, however, suggested some modifications in the interpretation
of these traditional indices. One of the more detailed procedures
is outlined by Brennan and Stolurow (1971).

Their procedure combines traditional item analysis techniques
with a set of decision rules. Brennan and Stolurow compute four
error rates and two discrimination indices from pretest, posttest
and retention test data. The decision rules are then applied to
determine the adequacy of the item and of the instruction. The
decision rules are similar in context to the first criterion of a
good item suggested by Saupe. Further clarifications of this tech-
nique are presented in Chapter IV and Appendix II. Their procedure
is very complicated and laborious and for this reason, perhaps, has
not been investigated further.

Other individuals have also recommended the use of traditional
indices. Hsu recommends the use of the phi-coefficient with Right
versus Wrong for a given item being one dimension and Mastery versus
Nonmastery the other (Hsu, 1971). For this procedure, a cut-off
score for each behavior must be established in order to declare a
mastery and a nonmastery group. There are other limitations besides

the problem of establishing a cut-off score. The phi-coefficient



23

cannot be used when the item is answered correctly or incorrectly by
all or when all subjects are declared masters or nonmasters. Hsu
then recommends the use of his upper-lower difference statistic,
defined as the difference in proportions of those responding cor-
rectly in the mastery and nonmastery groups, or the point-biserial
correlation coefficient. Hsu's upper-lower difference statistic was
discussed in the previous section.

Hambleton and Gorth (1971) also suggest using traditional
item analysis procedures. Items associated with the same objective
should have approximately the same value for item difficulty. Items
that are different should be modified and tested again. In addition
item discrimination indices can be used. Negative indices would
indicate a need for revision in the item, instructional materials,
and/or teaching. Positive discrimination indices, according to
Hambleton and Gorth, more than likely indicate a shortcoming in the
instructional program. Items with zero discrimination may be
acceptable. Popham and Husek recommended the same interpretations
of discrimination indices in 1969 (Popham and Husek, 1969).

If the traditional methods and the interpretations suggested
by Hambleton and Gorth and Popham and Husek are used, then the
information that is obtained seems to be ambiguous and no definite
decision can be made about the item. However, Brennan and Stolurow
took these bits of information with other information and a set of
rules and have developed a useful guide for item selection for

criterion-referenced tests.



24

Item characteristic curves, another traditional item analysis
technique, can also be used for criterion-referenced tests (Hambleton
and Gorth, 1971). The parameters (difficulty and discrimination)
of the curves supposedly do not change from group to group. This
implies that the parameters could be predicted from the pretest
administration. An obvious disadvantage in using item characteristic
curves would be in the construction and the interpretation of them.
This procedure would not be one of the easiest to use or understand.

Harris also suggests traditional item analysis techniques
for criterion-referenced tests. However, the test should be used
with a sample from a population of instructed students and a sample
from a population of uninstructed students. Item difficulties for
items for a given objective should be equal within each of the two
groups; however, item difficulties should differ between the two
groups (Harris, 1974). Woodson's position is very similar to Harris'
position. Woodson argues that the item needs to be tested in the
proper population. He feels that "items and tests must be evaluated
for the range of the characteristic for which they will be used" and
if the items and tests give no variability in this population of
observation, then the items and/or tests give no information and are
not useful (Woodson, 1974, p. 64).

Both of these suggestions are considered when pretest and
posttest data are used. The pretest group is generally considered
the uninstructed group and the posttest group the instructed group.
The B-S decision process includes a comparison of the pretest and

posttest item difficulties and the C-V index and R index are
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comparisons of the pretest and posttest difficulties. Since most-
of the other proposed item analysis techniques also consider pretest
and posttest data, the Harris and Woodson suggestion of testing the

item in a proper population are taken into account.

Summary

The various techniques that have been proposed fall into
essentially two categories. One category of techniques contain the
C-V technique and its variations (Brennan, 1972; Crehan, 1974;
Edmonston, Randall and Oakland, 1972; Hsu, 1971; Ivens, 1970, 1972;
Kosecoff and Klein, 1974). The other category contains item analysis
procedures generally used for norm-referenced tests with possible
alternative interpretations. As is discussed above, these new
meanings for old statistics sometimes result in a technique or pro-
cedure which is similar to the C-V procedure. Every new technique
seems to have as its main purpose, selecting items that are sensitive
to instruction. However, there is a need to be alert to the negative
implications of selecting items sensitive to instruction. Most indi-
viduals recommend using item statistics in conjunction with a review
of the domain or objectives and close scrutiny of the instruction.
This aspect will be discussed more thoroughly in the final chapter.

Review of the proposed techniques has shown that the C-V
index or modifications of the C-V index have been recommended more
frequently than any other procedure as an appropriate item analysis
technique for criterion-referenced tests. The R technique is a

refinement of the C-V technique and, as it will be shown in the
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following chapter, makes fewer assumptions than the C-V index.
Therefore, the R index may provide a better estimate of an item's
sensitivity to instruction than the C-V index.

The B-S procedure combines the best of traditional methods
in an attempt to select good items for criterion-referenced tests.
A1l three of these procedures may be considered useful in selecting
items that are sensitive to instruction. Most of the remaining pro-
cedures are latent trait models. While these are useful they fail
to meet the criterion of computational ease which is important in

most of the situations where criterion-referenced tests are used.

Comparing Techniques

Several studies have been done to compare new item statistics
to old item statistics. Crehan (1974) compared six item analysis
techniques using a pool of items constructed by teachers. The pro-
cedures he compared were the C-V, a modified Brennan, a teacher
rating, a point-biseral correlation between item score and total test
score in the posttest situation, a random ranking, and an index
which was defined as the proportion of consistent responses on
logically parallel items.

Crehan used the concepts of reliability and validity to
compare tests composed of items selected by each of the six tech-
niques. Reliability was estimated by (a + c)/N where N=a +b + ¢
+d and a, b, ¢, d are defined in Table 2.4 below.

Validity was estimated by (a + c)/N where N=a+b+c +d

and a, b, ¢, d are defined differently in Table 2.5 below.
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Table 2.4
Categories of Performance (Reliability-
Crehan)
Form B
Pass Fail
Pass b a
Form A
Fail c d
Table 2.5
Categories of Performance (Validity-
Crehan)
Uninstructed Group Instructed Group
Pass b a
Fail c d

In addition validity was estimated by the point-biserial cor-
relation between test score and a dummy variable representing group
membership (instructed group and uninstructed group). The instructed
group was a posttest only group and the uninstructed group was a
pretest group.

The results of his study suggested that the modified Brennan
and C-V methods produced tests with higher test validity. However,
the different item selection methods seemed to have no effect on test

reliability.



28

In order to generalize from the results of this study, the
definitions of reliability and validity employed by Crehan must be
accepted as reasonable. Both definitions are rationally appealing
if not theoretically appealing. Reliability could also have been
estimated with a phi-coefficient. But with either method the deter-
mination of cut-offs is arbitrary and the estimates can increase or
decrease with shifts of the cut-offs. Validity could also have been
estimated with a phi-coefficient. The same problem exists, however,
with determination of cut-offs and assignment to pass or fail groups.
The point-biserial, which was also used to estimate validity, does
not have the problem of determination of cut-offs.

Two groups of individuals were included in the sample. One
group was used to compute item statistics, develop tests and set
passing points. The other group was used to determine reliability
and validity. The process was reversed and reliability and validity
estimates obtained from both groups were averaged. This is unfortunate
since it seems reasonable to think of one group as the cross-
validation sample. The obtained reliability and validity estimates
from both groups could then have been compared and inconsistencies
located.

Item statistics were not compared across samples of individuals,
even though those data were available. Questions such as how did
the item values fluctuate across samples and across subject areas
were not considered in this study.

The only conclusion that we can draw from this study is that

if the C-V or modified Brennan techniques for selection of items for
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criterion-referenced tests are used, the validity, as defined by
Crehan, might be better than if some other technique for selection
were used.

Several other individuals have also compared the C-V index
to alternative methods (Cox and Vargas, 1966; Haladyna, 1974; Haladyna
and Roid, 1976; Hambleton and Gorth, 1971; Hsu, 1971; Ivens, 1970,
1972; Kosecoff and Klein, 1974). It is interesting to note that of
the 11 studies that are reported here which compare criterion-
referenced item analysis techniques, eight include the C-V method.
This index has to be appealing because of the ease of computation.

In addition it seems to fare extremely well in the comparisons with
other techniques.

Cox and Vargas (1966) and Hambleton and Gorth (1971) con-
cluded that the C-V index produces results different enough from
traditional methods to warrant the consideration of this alternative
technique for criterion-referenced test construction. Cox and Vargas
compared D to C-V and Hambleton and Gorth compared C-V to the biserial
correlation and a modified C-V. The modified C-V was defined as the
difference between the proportion of individuals who correctly
answered an item on the delayed posttest and the proportion of indi-
viduals who correctly answered the same item on the pretest, C-V'.
While Hambleton and Gorth found no relationship between C-V and C-V'
with the biserial, Cox and Vargas did find significant Spearman rank
order correlations between the rank on C-V and the rank on D.

Haladyna, on the other hand, concluded from his study that a

point-biserial discrimination index computed on the combined test
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results of pre and post-instruction examinees is better than C-V.

His conclusion is based on the result of his analysis which indicated
that the two statistics give identical information and the point-
biserial requires a one-step analysis and the C-V requires a two-step
analysis. His argument that the point-biserial is a one-step process
is based on the availability of computer programs to compute the cor-
relations. For a classroom teacher C-V has the advantage of being
easy to compute as well as "conceptually satisfying" (Haladyna, 1974,
p. 98).

Hsu investigated the relationship of a modified C-V (C-V")
with rpbi and the phi-coefficient using various samples of individuals
(Hsu, 1971). The index C-V" is defined as the difference in propor-
tions of those responding correctly in a mastery and nonmastery group.
The mastery and nonmastery groups are established by a predetermined
cut-off score. The samples varied with respect to the ability dimen-
sion and test score distribution. The results indicated that the

relationship of C-V", rpb., and the phi-coefficient depends on the

i
ability dimension and the test score distribution. When the sample
consists of individuals with a wide variety of abilities and the test
scores are distributed symmetrically the indices are highly correlated.
Hsu found that a highly discriminating item in one sample
may not be a highly discriminating item in another; therefore, he
recommended that test items not be tried out in a group with a wide
variety of abilities. Items selected on the basis of performance of

this group may not be measuring the same kind of performance in a

second more homogeneous group.
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Ivens also investigated the C-V index (Ivens, 1970, 1972).
He found that by choosing items with larger values for C-V for one
test and lower values of C-V for a second test, there were marked
differences in the quality of the tests. To measure the quality of
the test, Ivens considered reliability and validity. He used tradi-
tional reliability estimates as well as unique reliability and
validity estimates. A1l statistics computed supported the fact that
tests composed of items with higher C-V values were better tests. It
should be pointed out that the unique reliability and validity
estimates were somewhat related to C-V. For this reason, higher
reliability and validity estimates for tests constructed from items
with high C-V values would be expected.

The C-V index was again compared to other indices by Kosecoff
and Klein (1974). They redefined C-V as ESI and compared this to
their ISI, the phi-coefficient and the point-biserial. (ESI and ISI
are defined in an earlier section of this chapter.) The results of
this study showed that ESI was generally lower than ISI. The values
of ISI tended to parallel the values of the point-biserial and phi-
coefficient. Of course, the corrected version of ESI resulted in
lower values.

After consideration of the data, Kosecoff and Klein deter-
mined that there had been too many masters at the pretest. To
compensate for this, ESI and ISI were redefined. ESI was defined

as " = "l (Table 2.3 and Table 2.2 notation, respectively). They
M+ N2
concluded from the results of the analysis with the redefined
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statistics that ISI is sensitive to instruction. The high proportion
of prior masters caused the index in the first analysis to be arti-
ficially deflated. ESI was found to be an unsatisfactory statistic
because the values tended to vary greatly. The values for ESI did
correlate significantly with the phi-coefficient and point-biserial
values but the correlation coefficients were rather small implying,
perhaps, that ESI would not give the same judgment as traditional
statistics. Almost all the research that has considered the C-V
index (or the ESI) has produced this same result.

Interest in the C-V index remains high as indicated in a
recent comparative study conducted by Haladyna and Roid (1976).
They compared various Rasch statistics, traditional statistics, the
Bayesian indices proposed by Helmstadter (1974), and the C-V index
for a total of 17 indices. The results of the study demonstrated a
high degree of relationship among four item discrimination measures.
These were the z-difference--a Rasch statistic which is an index of
the difference of difficulties of pretest and posttest samples, a
combined samples point-biserial, the C-V index and a Bayesian index
--the probability of having knowledge given that the student gets
the item correct. This study provides further evidence that the C-V
index may be the most appropriate item index for pretest-posttest
situations.

Three comparative studies that did not include the C-V tech-
nique are Roudabush (1973), Helmstadter (1974), and Bernkopf (1976).
Roudabush and Helmstadter compared their own unique indices to tra-

ditional statistics. Unfortunately neither study mentioned exactly
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which traditional statistics were being used. Roudabush concluded
that his sensitivity index provided different information than the
traditional statistics. Helmstadter, on the other hand, found that
the "classical discrimination index [he defined it no further than
this] comes closest to providing the same item assessment as would
the Bayesian probability of making a correct decision . . . ."
(Helmstadter, 1974, p. 3). Haladyna and Roid (1976) confirmed
Helmstadter's result in their study. On the basis of the analysis,
Helmstadter also concluded that "items which are effective indicators
that the examinee does know the material are not necessarily the same
items which are effective indicators that the examinee does not know
the material" (Helmstadter, 1974, p. 3).

Bernkopf compared the point-biserial coefficient using total
test score as a criterion (rt), the phi-coefficient (§g), and a
second point-biserial coefficient using the total score on an essay
test as a criterion (ro). The dimensions of the fourfold table
for the phi-coefficient were correct/incorrect for the item and
above/below mastery on an independent criterion (the essay test).
A11 three indices were significantly related. As could be expected

the correlations between the Pe and rg were higher than the correla-

tions between Po and ry and ry and r¢.

Summary

The literature reviewed in this chapter has been divided into
two categories. The first group of studies reviewed, recommends

possible approaches for criterion-referenced item analysis (e.g.
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Brennan, 1972; Brennan and Stolurow, 1971; Cox and Vargas, 1966;
Crehan, 1974; Hambleton and Gorth, 1971; Hsu, 1971; Ivens, 1970;
Kifer and Bramble, 1974; Kosecoff and Klein, 1974; Roudabush, 1973).
The second group of studies compares a number of proposed techniques
(e.g. Cox and Vargas, 1966; Crehan, 1974; Haladyna, 1974; Hambleton
and Gorth, 1971; Hsu, 1971; Ivens, 1970; Kosecoff and Klein, 1974).

Review of the proposed techniques reveals that the C-V index
or modifications of this index have been recommended more frequently
than any other procedure as an appropriate item analysis technique
for criterion-referenced tests. In addition, the majority of the
comparative studies included the C-V index along with more traditional
indices. The general conclusion is that tests constructed on the
basis of the C-V index result in tests sensitive to instruction
(Ivens, 1970, 1972; Ozenne, 1971). Another conclusion is that the
C-V index results in a different judgment for a given item than
traditional statistics (Cox and Vargas, 1966; Kosecoff and Klein,
1974).

Only two studies included more than one new index in their
comparisons (Crehan, 1974; Haladyna and Roid, 1976). The C-V in<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>