
STATISTICAL APPROACHES FOR THE ANALYSIS, MEASUREMENT, AND
MODELING OF RFID SYSTEMS

By

Liyan Wang

A DISSERTATION

Submitted to
Michigan State University

in partial fulfillment of the requirements
for the degree of

Computer Science – Doctor of Philosophy

2018



ABSTRACT

STATISTICAL APPROACHES FOR THE ANALYSIS, MEASUREMENT, AND
MODELING OF RFID SYSTEMS

By

Liyan Wang

The goal of this thesis is to develop statistical and learning algorithms for the analysis,

measurement, and modeling of wireless networking( Radio frequency identification systems).

Next, I will give a brief overview of those topics.

Radio frequency identification (RFID) systems are widely used in logistic, supply chain

industry and inventory management. RFID is already in use in multiple industries and for

various purposes. The device in your car that lets you zoom by in the fast lane at a tollbooth,

while deducting a dollar amount from your account, is an example of RFID technology

in everyday use. Mostly, existing RFID systems are primarily used to identify the RFID

tags present in a tag population(e.g., tracking a specific tag from a tag population) while

identifying some specific tags is a critical operation, it is usually very time consuming and

is not desired or nessary in some situations. For instance, if the objective is to determine

whether any of the tags are missing(e.g., to detect some items according to a consignment),

the first thing to do is to identify all tags’ ID and then compare with the original record to

determine if there is any tags are missing. Definitely, the whole process will be very slow

if we have a very large tag population. In this thesis, I present novel statistical algorithms

to enable fast and new applications in RFID systems. For example, detecting the missing

tags in a large tag population with high accuracy while using the existing infrastructure of

RFID systems which is already deployed in industry. More pacifically, I present my work on

designing statistical algorithms for estimation the number of missing tags in a population of

RFID tags, for detecting and identifying the missing tags from a population of RFID tags.

The key distinction of my work compared to prior art is that my methods are compliant with

EPCGlobal Class 1 Generation 2 (C1G2) RFID standard. It is critical for RFID methods to



be compliant with the C1G2 standard since the commercially available of-the-shelf RFID

equipment follows the C1G2 standard. A method which does not comply with the C1G2

standard cannot be deployed on the existing installations of RFID systems because it requires

custom hardware, which will cost a lot. In an RFID-enabled warehouse, there may be

thousands of tagged items that belong to different categories, e.g., different places of origin

or different brands [207]. Each tag attached to an item has a unique ID that consists of

two fields: a category ID that specifies the category of the attached object, and a member

ID that identifies this object within its category. As a manager of the warehouse, one may

desire to timely monitor the product stock of each category. If the stock of a category is

too high, it may indicate that this product category is not popular, and the seller needs to

adjust the marketing strategy (e.g., lowering prices to increase sales). On the contrary, if

the stock of a category is too low, the seller should perform stock replenishment as soon as

possible. Manual checking is laborious and of low time-efficiency. You cannot imagine how

difficult it is for a manager to manually count the number of items in each category that may

be stacked together or placed on high shelves. Hence, it is desirable to exploit the RFID

technique to quickly obtain the number of tagged items in each category. A multi-category

RFID estimation protocol should satisfy three additional requirements. First, it should be

standard compliant; otherwise, it will be difficult to be deployed. Second, it should preserve

the privacy of tags by not reading their member IDs. Third, it should work with both a

single-reader and multiple-reader environments. As the communication range between a tag

and a reader is limited, a large population of tags is often covered by multiple readers whose

regions often overlap.
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CHAPTER 1

INTRODUCTION

1.1 Challenges and Motivation

In this thesis I present my work on measurement, modeling, design, and analysis of RFID

systems. For RFID systems, I present my work on probabilistic network measurements. My

research is focus on the modeling, design, and analysis of probabilistic measurement schemes

for radio frequency identification (RFID) systems. It deserves to be specially noted that I

present my work on designing statistical algorithms for estimating the number of missing

tags in a population of RFID tags, for optimizing the RFID estimation protocol, and for

identifying missing tags from a population of RFID tags. The main difference between the

prior art and my work is that my approaches are compliant with the EPCGlobal Class 1

Generation 2 (C1G2) RFID standard.

It is quite important for RFID schemes to be compliant with the C1G2 standard because the

commercially available off-the-shelf RFID equipment follows the C1G2 standard. complying

with C1G2 standard is an important factor in determining the schemas which can be promoted

in the commercial applications. A scheme that does not comply with the C1G2 standard

cannot be deployed on the existing installations of RFID systems since it requires custom

tags or readers, which will cost a lot.

1.2 Contributions

This thesis takes an in-depth look at the following research problems.

1.2.1 RFID Missing Tag Searching [55, 219]

We address the fundamental problem of estimating RFID missing tag population size, which

is needed in many applications such as consignment identification, warehouse monitoring,

1



and privacy sensitive RFID systems. We propose a new scheme for estimating missing tag

population size named RFID Tag Searching Protocol(RTSP) The technique is based on the

average number of 1s in the receiving frames and the location of 1 in the receiving frames

while using the standardized framed slotted Aloha protocol. RTSP is significantly faster than

prior schemes. For example, given a required confidence interval of 0.1% and the number of

missing tags is 500, the tag population is 5000, RTSP takes 15 seconds to search the tags

whereas the fastest priori tag identification protocol needs 40 seconds.(TH )

1.2.2 RFID Multi-category Tag Estimation [115]

We concern the practically important problem of multi-category RFID estimation: given a set

of RFID tags, we want to quickly and accurately estimate the number of tags in each category.

However, almost all the existing RFID estimation protocols are dedicated to the estimation

problem on a single set, regardless of tag categories. ART, the faster estimation protocol

which is based on the average run-length of 1s in the bit string received using the standardized

framed slotted Aloha protocol does not consider any tag categories. A feasible solution is to

separately execute the existing estimation protocols on each category. The execution time

of such a serial solution is proportional to the number of categories, and cannot satisfy the

delay-stringent application scenarios. Simultaneous RFID estimation over multiple categories

is desirable, hence, this paper proposes an approach called Simultaneous Estimation for

Multi-category RFID systems (SEM). SEM exploits the Manchester-coding mechanism, which

is supported by the ISO 18000-6 RFID standard, to decode the combined signals, thereby

simultaneously obtaining the reply status of tags from each category. As a result, multiple bit

vectors are decoded from just one physical slotted frame. Built on our SEM, many existing

excellent estimation protocols can be used to estimate the tag cardinality of each category in

a simultaneous manner. To ensure the predefined accuracy, we calculate the variance of the

estimate in one round, as well as the variance of the average estimate in multiple rounds. To

find the optimal frame size, we propose an efficient binary search-based algorithm. To address

2



significant variance in category sizes, we propose an Adaptive Partitioning (AP) strategy to

group categories of similar sizes together and execute the estimation protocol for each group

separately. Compared with the existing protocols, our approach is much faster, meanwhile

satisfying the predefined estimation accuracy. For example, with 20 categories, the proposed

SEM+AP is about 7 times faster than prior estimation schemes.

Moreover, our approach is the only one whose normalized estimation time (i.e., time per

category) decreases as the number of categories increases.

1.2.3 RFID Valued Missing Tag Detection [119]

As I mentioned before, most methods are not considering the missing tags. The only methods

to estimate the missing tag is using the identification protocol to identify all the tags then

figure out all the missing tags. However, mostly, there is no necessary to identify all the

tags. Moreover, sometimes people just care about the values tags(tags attached to the values

items). In this scenario we just have to detect and identify all the missing tag with the value

equal to or greater than the threshold which can be set by users. With this fundamental

problem for different tag population size and different values of each tag, our approach have

to meet different accuracy requirements based on the users definitions. Our exploratory

analysis uncovers several statistically significant findings that have important implications

for software development and deployment.

Based on the Single-one Manchester coding method we can easily classify the different

valued tags into groups. For example, tags with value greater than 100 will be in group 1

which demand the higher accuracy requirement while group 2 with lower accuracy is consist of

tags whose value are smaller than 100. After grouping we can use different estimation protocol

to satisfy the different accuracy requirements. Apparently, detecting missing expensive tags

with higher accuracy will need more time.
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CHAPTER 2

RFID MISSING TAGS SEARCHING

2.1 Introduction

2.1.1 Motivation and Problem Statement

RFID doesn’t provide much value on its own, but with RFID many companies can develop

a lot applications which can make a lot profit. RFID systems can help to connect all the

things into network which enable companies to communicate, educate, sell, entertain and

distribute the products. As the RFID tags are cheaper and cheaper, RFID enables companies

to do many different things. As we known, RFID is used to identify objects or even people

by attaching a tag which including all the information we can track. Its advantage is no

human intervention. Tags can be read by a reader and the information(e.g., the tag ID, the

reader’s ID and the time the tag was read) can be transmitted to computers in real time.

One of the most common uses of RFID is asset tracking. Companies attach tags to the

asset to prevent from stealing. RFID has been used in manufacturing plants for more than a

decade. RFID technology can track parts and work in process and to reduce defects while

increasing throughput and managing the production of different versions of the products.

RFID technology has been used in closed loop supply chains for years. Companies distribute

RFID system to increase throughput, reduce shipping error, costs and save labor costs. Most

retailers such as BestBuy, Metro, Target, Tesco, Wal-mart and Amazon are in the forefront of

RFID adoption. Retailer are currently focus on improving supply chain efficiency and making

sure products are on the right shelf when customers want to purchase. RFID technology is

catching on as a convenient payment mechanism. One of the most popular uses of RFID is to

pay for road tolls without stopping. Using as an electronic key to control the access to office

or buildings is one of important application of RFID. There are many other innovative uses
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for RFID. Locating children at theme parks, combining RFID tags with temperature loggers,

motion sensors, radiation sensors to achieve more important goal. Object tracking using

RFID since it is very convenience and low cost to deploy [33, 208, 20]. Since RFID tags can

attach to most items, they are able to support for localization, aiming to pinpoint objects in

3D space referring as 3D positioning [200, 40, 144, 131]. Antitheft can be very useful in large

warehouse since the cost of commercial RFID tags is negligible compared to the value of the

products to which they are attached.(e.g., just 5 cents per tag [21]). An RFID system consists

of tags, readers and servers. A tag is a microchip with an antenna in a compact package

with the limited computing power and communication range. There are three types of tags

[87, 104]: (1) passive tags, which are powered up by harvesting the radio frequency energy

from readers (as they do not have their own power sources) and have communication range

often less than 10 meters; (2) active tags, which have their own power sources and transmitter

thus have relatively longer communication range; (3) Battery-Assisted passive (BAP) tags,

which have the internal power source to power on, and energy transferred from the reader to

backscatter and have the moderate communication range. Active RFID systems typically

operate in the ultra-high frequency (UHF) band and offer a range of up to 100 meters or more.

In general, active tags are used on large objects, such as rail cars, big reusable containers,

and other assets that need to be tracked over long distances. Passive RFID system with the

passive tags which required strong signal from readers to power on. Because passive tags do

not require a power source or transmitter, and only require a tag chip and antenna, they are

cheaper, smaller, and easier to manufacture than active tags. While most passive RFID tags

use the energy from the RFID reader’s radio signal to power on the tag’s integreted chip and

backscatter to the reader, BAP tags use an integrated power source (usually a battery) to

power on the chip, so all of the captured energy from the reader can be used for backscatter.

Unlike transponders, BAP tags do not have their own transmitters.

An RFID reader has a dedicated power source with significant computing power. An

RFID reader’s function is to interrogate RFID tags. The means of interrogation is wireless

5



Table 2.1 RFID systems with different tags

Passive RFID Active RFID Battery-Assisted
Passive RFID

Tag Power Source Energy transfer from
the reader via RF Internal to tag

Tag uses internal
power source to
power on, and energy
transferred from the
reader via RF to
backscatter

Tag battery No Yes Yes
Availability of Tag
Power

Only within field of
reader continuous only within field of

reader

Required Signal
Strength from Reader
to Tag

very high(must power
the tag) very low

Moderate (does not
need to power tag,
but must power
backscatter)

Available Signal
Strength from Tag to
Reader

Low High Moderate

Communication Rage Short range(up to
10m)

Long range(100m or
more)

Moderate range(up to
100m)

Data transfer

Ability to read and
transfer sensor values
only when tag is pow-
ered by reader

Ability to continu-
ously monitor and
record sensor input

Ability to read and
transfer sensor values
only tag receives RF
signal from reader

and because the distance is relatively short; line of sight between the reader and tags are not

necessary. A reader contains an RF module, which acts as both a transmitter and receiver of

radio frequency signal. The transmitter consist of an oscillator to create the carrier frequency;

a modulator to impinge data commands upon this carrier signal and an amplifier to boost

the signal enough to awaken the tag. The receiver has a demodulator to extract the returned

data and also contains an amplifier to strengthen the signal for processing. A microprocessor

forms the control unit, which employs an operating system and memory to filter and store

the data. The data is now ready to be sent to the network. It transmits a query to a set

of tags and the tags respond over a shared wireless medium. RFID reader types are fixed,

mobile or handhold units. Which type to use is governed by the application or environment

in which they will be utilized. Fixed readers are often used for large-scale deployments;
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installed in portals at dock doors and conveyor belts to capture inventory or for tracking

parts, tools and equipment. Fixed RFID readers require access to a ground power source and

usually connect to the network by cables such as RS-232 or USB. Mobile RFID readers come

into play for hard to reach areas where it would be difficult to install a fixed reader. Their

robustness is beneficial when it comes to mounting them on moving vehicles such as forklifts.

When self-contained, with their own battery and antennas, their wireless communication

allows them to connect to a network from a trolley or cart. Handhold RFID readers are

light, compact and ruggedly built to withstand being mishandled. By tethering a cable to be

reader, you can assure yourself of having constant power and communication to the network.

Because mobility is usually more important, most have wireless capability with integrated

antennas and a rechargeable battery.

This chapter concerns the fundamental problem of estimating the size of a missing tag

cardinality of a given large tag set with high speed and high estimation accuracy. This is

needed in many applications such as tag identification, privacy sensitive RFID systems, theft

detecting and warehouse monitoring. In missing tag detection and identification protocols,

which detect all the missing tags from an unknown tag population, the size of the missing tag

population is estimated at the start to guide the identification process. For example, as tag

identification protocols which are based on the framed slotted Aloha protocol (standardized

in EPCGlobal Class-1 Generation-2 (C1G2) RFID standard and inlemanted in commercial

RFID systems), missing tag estimation is often used to calculate the optimal frame size. In

privacy sensitive RFID systems, for example, those systems used in museums for continuously

monitoring the number of visitors in different areas of a museum to plan the guided trips

efficiently, readers may not have the permission to identify human individuals. In warehouse

with RFID-based monitoring systems, managers sometimes need to estimate the number of

sold products quickly in order to estimate the stock of products or detection of employee

theft. It is very straight forward to use the tag identification protocols to accurately measure

the missing tag population. However, it will be very slow if we use identification protocols.
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For example, for a population of 5k tags called A, we have a another known tag set with

size 1k which we named it B. We want to know how many tag are missing in 5k A tags

comparing with this 1k B tags. The missing tags are the tag which only exist in B not in A.

This is very important to estimate those missing tag immediately. Now we formally define

the tag search problem. Let A represent the set of IDs of tags that we want to search for

in a population. We know exactly which IDs are present in set A. Let B represent the set

of IDs of tags in the population in which we search for tags in set A. Let C represent the

set of IDs of those tags that are present in both sets A and B. We do not have any prior

knowledge about the IDs in sets B or C, however, we do know that C ⊆ A and C ⊆ B. Let

C̃ represent the set of IDs in C that the tag search protocol returns, where C ⊆ C̃ ⊆ A. As

most application can tolerate a small error in determining the IDs in set C, for a required

confidence interval of β, our objective is to design a tag search protocol that uses a set

of readers to quickly generate set C̃ such that |C̃| − |C| ≤ β|C|. Confidence interval β

represents the maximum tolerable fraction of tags in A that are not in C but are declared as

members of C by RTSP. Additionally, a tag search protocol should work in single as well as

multiple-reader environments, and should be compliant with the C1G2 standard.

2.1.2 Proposed Approach

For the problem of searching tags with IDs in set A in population with IDs in set B, there is

a seemingly obvious solution based on RFID tag collection protocol. Execute an RFID tag

collection protocol to first collect IDs of all tags in set B and then compare them with the IDs

in set A. This will identify all tags in set A that are present in set B. This solution works;

however, it is too slow. For example, our experimental results show that even the fastest

existing tag collection protocol TH [176] is 2 times slower than our scheme. Slow searching

of RFID tags may have unbearable consequences in time critical applications especially when

tag search has to be performed for hundreds of thousands of different kinds of products such

as in case of Amazon warehouses for balancing inventory. Furthermore, this solution can not
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be used in settings where readers are not allowed to read the IDs of tags in set B due to

privacy reasons. An example of such a setting is a multi-tenant warehouse, where one tenant

may not permit readers of other tenants to read the IDs of its tags.

In this paper, we propose an identification tag search protocol called RFID Tag Search

Protocol (RTSP) that can quickly identify tags in set C while ensuring that the requirement

|C̃| − |C| ≤ β|C| ≥ α is satisfied. RTSP uses the frame slotted Aloha protocol specified in

the C1G2 standard as its MAC layer communication protocol. In Aloha protocol, the reader

first tells the tags a frame size f and a random seed number R. Later in the paper, we

will see how a simple use of seed number R will make it straightforward to handle multiple

readers with overlapping regions. Each tag within the transmission range of the reader then

uses f , R, and its ID to select a slot in the frame by evaluating a hash function h(f,R, ID)

whose result is uniformly distributed in [1, f ]. Each tag has a counter initialized with the slot

number it chose to reply. After each slot, the reader first transmits an end of slot signal and

then each tag decrements its counter by one. In any given slot, all the tags whose counters

equal 1 respond with a random sequence called RN16. If no tag replies in a slot, it is called

an empty slot. If one or more tags reply in a slot, it is called a nonempty slot. As per the

C1G2 standard, tags do not transmit their IDs unless the reader specifically asks them to

do so. In RTSP, reader checks if a slot is empty or nonempty using the RN16 sequence and

never asks tags to transmit their IDs. This preserves the privacy in settings where a reader is

not allowed to read IDs of tags in set B. C1G2 standard provisions this functionality of not

asking the tags for their IDs.

To identify the tags in set C, i.e., the tags in set A that are present in population of set B,

RTSP executes multiple Aloha frames with different seeds. In each frame, each tag uses the

seed for that frame to select its slot. As RTSP already knows the IDs of all tags in set A, it

pre-computes which tags in A will select which slots in the frames. Thus, it knows which slot

in the frame must be nonempty if a certain ID in A is present in B. When a reader executes

a frame, RTSP compares the response in each slot of that frame with the corresponding slot
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in the pre-computed frame. RTSP continues and executes n frames with different seeds. At

the end of n frames, for any given tag in A, if RTSP observes that the n slots this tag was

supposed to respond in the n executed frames all turned out to be non-empty, it marks that

tag in A to be present in B. If, however, RTSP observes that any of the n slots this tag was

supposed to respond in the n executed frames turned out to be empty, it marks that tag in A

as absent in B. The value of n is chosen such that in executing n frames, for any given tag in

A that is not present in B, with a high probability, RTSP will see at least one slot in one of

the n frames, which is 1 in pre-computed frame due to this tag but 0 in the executed frame.

Our proposed protocol works with multiple readers with overlapping regions. To handle

multiple readers, RTSP uses a central controller for all readers to use same values of frame

size f and seed R across all readers. When a reader transmits seed Ri in its ith frame, it does

not generate Ri on its own, rather it uses the ith seed Ri issued by the central controller.

That is, each reader generates the same sequence of seeds in consecutive frames. As all

readers use the same seed Ri in the ith frame, the slot number that a particular tag chooses

in the ith frame of each reader covering this tag is the same i.e., h(f,Ri, ID) evaluated by

the tag results in same value for each reader. Once a reader completes its frame, it sends the

responses to the central controller. The controller applies logical OR operator on all the ith

frames from all readers and gets a single ith frame as if returned by one reader covering the

entire tag population. The controller repeats this process until it has n ORed frames and

then determine which tags in A are present in B.

2.1.3 Limitation of Prior Art

There are two types of RFID tag search protocols: estimating tag search protocols that

estimate the cardinality of set C [175] and identification tag search protocols that identify the

IDs of tags in set C [176, 174, 179, 120]. Estimating tag search protocol is faster but does not

return the IDs in set C. Identification tag search protocols return the IDs in set C but are

comparatively slower. Both approaches have their merits. In fact, they are complementary to
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each other, and should be used together. For example, an estimating tag search protocol can

be used to determine if any tags in set A are present in set B, and if true, an identification

tag search protocol should be invoked to identify the tags in C.

There are two major limitations of existing protocols. First, they can not achieve arbitrarily

small confidence interval. Second, except KCTP (which does not return the IDs in set C),

none of the existing protocols is compliant with the EPCGlobal Class 1 Generation 2 (C1G2)

RFID standard [82] because they require the tags to receive, interpret, and act either according

to pre-frame Bloom Filters or according to protocol specific parameters. Such functionalities

are not provisioned in the C1G2 standard because tags, especially the passive ones, do not

have enough computational power. It is important for an RFID protocol to be compliant

with the C1G2 standard because the cheap commercially available off-the-shelf (COTS) tags

follow the C1G2 standard. A protocol that is not compliant with the C1G2 standard will

require custom tags, which will not only cost more but will also work only in limited settings.

For example, if an airline uses a protocol and tags that are non-compliant with the C1G2

standard, it may be able to track its baggage at its home airport but not at the airports in

rest of the world, which support only the C1G2 compliant tags.

2.2 RFID Tag Searching Background

2.2.1 RFID Tag Searching Motivation and Problem Statement

As the cost of commercial RFID tags, which is as low as 5 cents per tag [160], RFID system

has become negligible compared to the prices of the products to which they are attached,

RFID systems have been increasingly used in various applications such as supply chain

management [94], indoor localization [213, 149], 3D positioning [195], object tracking [141],

inventory control, electronic toll collection, and access control [60, 140]. For example, Walmart

uses RFID tags to track expensive clothing merchandize [161] and Honeywell Aerospace uses

RFID tags to track its products from birth to repair and retirement [185]. As we mentioned

before, an RFID system consists of tags and readers. A tag is a microchip with an integrated
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antenna in a compact package that has limited computing power and communication range.

There are two types of tags: passive tags and active tags. Passive tags do not have their

own power source, are powered up by harvesting the radio frequency energy from readers,

and have communication ranges often less than 20 feet. Active tags have their own power

sources and have relatively longer communication ranges. A reader has a dedicated power

source with a significant amount of computing power. RFID systems mostly work in a

query-response fashion where a reader transmits queries to a set of tags and the tags respond

with their IDs over a shared wireless medium. Based on those RFID systems, we address

the fundamental problem of RFID tag searching which can be stated as, given a set of

known tag IDs and a population of RFID tags with unknown IDs, where the tags may be

passive or active, we want to know which tag IDs are in the tag population, i.e., search in a

population of unknown tags for a set of known IDs. Searching tags with unknown IDs has

many applications such as products recall, inventory balancing, and stock verification. For

product recall, if a manufacturer suspects that some of its products, which have already been

distributed in different warehouses, are defective, they can use a tag searching protocol to

quickly locate defective products, where the known tag IDs are defective products and the

tag population are the products in a warehouse. For inventory balancing, if a large retailer,

such as Amazon, wants to balance the quantity of different products among its warehouses

across the country to reduce shipping time and costs, they can use a tag searching protocol to

determine the quantity of any given product in each warehouse and then balance the quantity

among warehouses accordingly, where the known tag IDs are the ones in inventory and the

tag population are the ones in a warehouse. For stock verification, if a large retailer wants to

check the quantity of each requested product sent to it in a large consignment, they can use a

tag searching protocol to determine whether the consignment contains all requested products,

where the known tag IDs are the ones that they are expecting and the tag population are the

ones in the consignment. In this report, we use the three terms, a tag, a tag ID, and the

product that a tag is attached to, interchangeably.
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The tag searching problem can be formally defined as: Given a set A, which is a set

of known tag IDs, a set B, which is a population of RFID tags with unknown IDs, a

required confidence interval β, a tag searching protocol outputs C̃ so that C ⊆ C̃ ⊆ A and

|C̃| − |C| ≤ β|C|, where C = A∩B. Confidence interval β represents the maximum tolerable

fraction of tags in A that are not in C but are declared as members of C by a tag searching

protocol. A tag searching protocol should satisfy three additional requirements:

• First, it should comply with the EPCGlobal Class 1 Generation 2 (C1G2) RFID

standard [82]. Otherwise, it will be extremely difficult to be practically deployed

because commercial RFID readers and tags are typically C1G2 compliant.

• Second, it should preserve the privacy of the RFID tags in set B by not reading their

tag IDs. Many RFID tag searching applications need to satisfy this privacy requirement.

For example, if a policeman searches for some items with known tag IDs in a private

house with a population of tags with unknown tag IDs, the home owner may prefer

not to read the IDs of all tags in the house.

• Third, it should work with both a single-reader and multiple-reader environments. As

the communication range between a tag and a reader is limited, a large population of

tags is often covered by multiple readers whose regions often overlap.

In this report, a protocol called RFID Tag Searching Protocol (RTSP) is proposed to

solve RFID tag searching problem, which satisfies the following four requirement: (1) C1G2

compliance, (2) arbitrary accuracy, i.e., C ⊆ C̃ ⊆ A and |C̃| − |C| ≤ β|C| for any required

confidence interval β, (3) privacy preserving, and (4) multiple-reader capability.

To satisfy the requirement of C1G2 compliance, RTSP uses the frame slotted Aloha

protocol specified in the C1G2 standard as its MAC layer communication protocol. In Aloha,

the reader first tells the tags a frame size f and a random seed number R. Each tag within

the transmission range of the reader then uses f , R, and its ID to select a slot in the frame

by calculating a hash function h(f,R, ID) whose result is uniformly distributed in [1, f ].

Each tag has a counter initialized with the slot number that it chose to reply. After each slot,
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the reader first transmits an end of slot signal and then each tag decrements its counter by

one. In any given slot, all the tags whose counters equal 1 respond with a random sequence

called RN16. If no tag replies in a slot, it is called an empty slot. If one or more tags reply

in a slot, it is called a nonempty slot. Using 0 to denote an empty slot and 1 to denote a

nonempty slot, after we execute the Aloha protocol on a population A of tags using frame

size f and random seed R, we obtain a binary array of f bits, denoted as S(A, f,R).

To satisfy the requirement of arbitrary accuracy, RTSP executes n runs of the Aloha

protocol where each run uses a different seed. For the ith run with frame size f and random

seed Ri, RTSP executes the Aloha protocol on both sets A and B, and thus obtains two

binary arrays S(A, f,Ri) and S(B, f,Ri). Note that RTSP executes the Aloha protocol on A

virtually as it knows all tag IDs in A. After n runs, for each tag ID t ∈ A, if for all 1 ≤ i ≤ n,

we have S(A, f,Ri)[h(f,Ri, t)] = S(B, f,Ri)[h(f,Ri, t)], (i.e., for all n runs, the two bits

corresponding to tag t in both S(A, f,Ri) and S(B, f,Ri) are 1), then RTSP outputs t ∈ C̃.

Clearly RTSP satisfies C ⊆ C̃ ⊆ A. RTSP chooses a value of n so that |C̃| − |C| ≤ β|C|.

To satisfy the requirement of privacy preserving, RTSP checks if a slot is empty or

nonempty using the RN16 sequence and never asks tags to transmit their IDs. In C1G2, tags

do not transmit their IDs unless the reader specifically asks them.

To satisfy the requirement of multi-reader capability, RTSP uses a central controller for all

readers to use the same values for frame size f and seed R across all readers. When a reader

transmits seed Ri in its ith frame, it does not generate Ri on its own, rather, it uses the ith

seed Ri issued by the central controller. Thus, for a tag t ∈ B that is covered by multiple

readers, it chooses the same slot h(f,Ri, t) for all readers. Once a reader completes its frame,

it sends its binary array to the central controller. The controller applies the bit-wise logical

OR operation on the binary arrays returned from all readers. The resulting binary array

is the same as if there is one reader that covers all tags. RTSP uses this binary array to

compute C̃.

The key novelty of RTSP is that it statistically guarantees to achieve any required
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accuracy and complies with the C1G2 standard. The key technical depth of RTSP lies in its

mathematical development to guarantee the arbitrary required accuracy and to minimize tag

searching time. The key advantages of RTSP over prior tag searching protocols are that RTSP

can achieve arbitrarily high accuracy and RTSP complies with the C1G2 standard. RTSP

is easy to deploy because it neither requires modification to tags nor to the communication

protocol between tags and readers. RTSP can be implemented as a software module on

readers. We have extensively evaluated the performance of RTSP. Our results show that for

a scenario with |A| = 5000, |B| = 5000, and |C| = 500, and a required confidence interval of

0.1%, RTSP takes 15 seconds to search the tags whereas the fastest prior tag identification

protocol (TH [176]) takes 22 seconds.

2.3 Review of Related Research

To the best of our knowledge, there are only three identification tag search protocols

[221, 54, 217] and one estimating tag search protocol [116]. By identification, we mean those

protocols identify all the tags IDs firstly, then give the result by comparing with the IDs

we want to search. And none of them satisfy all four requirements simultaneously. Next, I

review these identification and estimating tag search protocols in this chapter.

2.3.1 Identification Tag Search Protocols

Zheng and Li proposed the first RFID tag search protocol namely CATS [221]. CATS works

in two phases. In the first phase, a server first constructs a Bloom Filter by applying multiple

hash functions in conjunction with a random seed on each tag ID in set A. Second, an RFID

reader broadcasts the bit array of Bloom Filter generated by the server along with the random

seed to all tags in the population B. Third, on receiving the broadcast, each tag constructs a

Bloom Filter using the seed and its own ID. Fourth, if a tag finds that all the bits it has set

to 1 in its local Bloom Filter are also set to 1 in the Bloom Filter array broadcasted by the

reader, it considers itself as a candidate tag that the reader is searching for and thus stays
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awake to participate in the next round; otherwise, it sleeps and does not participate in future

rounds. The server and reader repeat the process of generating and transmitting Bloom

Filter arrays with different seeds until most of the tags that are left awake are those that the

reader is searching for. In the second phase, the reader executes standard Aloha protocol to

identify the tags that are awake. Unfortunately, C1G2 compliant tags can not interpret or

generate Bloom Filters, which makes CATS non-compliant with the C1G2 standard.

Chen et al. proposed another tag search protocol called ITSP, which is an improved version

of CATS [54]. The authors of ITSP realized that the Bloom Filter array that CATS uses

may be much larger than 96-bits. Therefore, they proposed to segment the implementation

of Bloom Filter into small arrays. The major difference between CATS and ITSP is that

in CATS, in the first phase, a reader transmits a single Bloom Filter array all at once,

whereas in ITSP, reader only transmit a segment of the Bloom Filter to shrink the candidate

set. In addition to using segmented Bloom Filters, authors also proposed to observe the

empty and non-empty slots in the second phase and compare them against pre-computed

frames to further filter out any tags not in B that were not filtered out by the Bloom Filters.

Unfortunately, C1G2 compliant tags can not interpret or generate Bloom Filters, which

makes ITSP non-compliant with the C1G2 standard.

Zhang et al. proposed another tag search protocol called TSM [217]. TSM extends CATS

for use with multiple readers. It first executes CATS using each reader and then aggregates

results from all readers to identify the tags in A that are present in B. Unfortunately, due

to similar reasons as for CATS, TSM is also non-compliant with the C1G2 standard. In

contrast, our proposed protocol RTSP is C1G2 compliant.

2.3.2 Estimating Tag Search Protocols

Liu et al. proposed Basic Key tag Counting protocol (B−KC to count the number of tags in

A that are present in B [116]. In stead of observing the whole time frame, reader in B −KC

just need to focus on the singleton slots. B −KC first pre-computes a frame using IDs in set
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A and then executes a frame on population B to determine how many times the slots that

were 1 in the pre-computed frame turned out to be 1 in the executed frame. It then uses the

number of such slots to obtain the estimate of the number of tags in A that are present in B.

B −KC falls short because it can only estimate the number of tags in A that are present in

B, but it can not determine exactly which tags of A are present in B. Another fast estimation

scheme is ART . Executing time of ART which is providing in [96] is provably independent

of the tag population size. In contrast, our proposed protocol RTSP can identify such tags.

2.4 Proposed Research

In this chapter, I explain the proposed research methods to address the problem of RFID

tags searching.

2.4.1 Architecture

For searching RFID tags, RTSP uses a central controller connected with a set of readers that

cover the area where the tags in set B are located. The use of a central controller ensures that

all readers use consistent values of frame sizes and seeds when executing frames, which helps

in efficiently aggregating and processing information returned by the readers. The readers

use the standardized frame slotted Aloha protocol to communicate with tags and never ask

the tags to transmit their IDs. The use of multiple readers with overlapping coverage regions

introduces following two problems: (1) scheduling the readers such that no two readers with

overlapping regions transmit at the same time, and (2) alleviating the effect of some tags

responding to multiple readers due to overlap in the coverage region of those readers. For the

first problem, the controller uses one of the several existing reader scheduling protocols [188]

to avoid reader-reader collisions. For the second problem, we propose solution in Section 2.5.1.

RTSP does not require any modifications to tags or readers. It only requires the readers to

receive system parameters from the controller and communicate the responses in the frames

back to the controller.
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2.4.2 C1G2 Compliance

RTSP does not require any modifications to tags or readers. It only requires the readers

to receive the frame size, persistence probability, and seed number from the controller and

communicate the responses in the frames back to the controller. Persistence probability p is

the probability with which a tag decides whether it will participate in a frame or not before

selecting a slot in that frame. Later in the paper, we will show how we use p to handle frame

sizes that exceed the C1G2 specified upper limit of 215. Such large frame sizes are required

when the size of tag population is large and required confidence interval β is small. With

the use of p, the reader reduces the number of tags that participate in each frame, which in

turn reduces the optimal frame size at the expense of increased number of frames. As the

C1G2 standard does not specify the use of p, COTS tags do not support it. To avoid making

any modifications to tags, in RTSP, the reader implements p by announcing a frame size of

f/p but terminating the frame after the first f slots, which can be done as per the C1G2

standard.

2.4.3 Communication Channel

We assume that the communication channel between readers and tags is reliable i.e., tags

correctly receives queries from the readers and the readers correctly detect transmission of

RN16 sequence in a slot if one or more tags in the population transmit in that slot. If the

channel is unreliable, the solution proposed in [176] can be easily adapted for use with RTSP.

2.4.4 Formal Development Assumption

To make the formal development tractable, we assume that instead of picking a single slot to

transmit at the start of ith frame of size f , a tag independently decides to transmit in each

slot of the frame with probability 1/f regardless of its decision about previous or forthcoming

slots. Vogt first used this assumption for the analysis of Aloha protocol for RFID and justified
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its use by recognizing that this problem belongs to a class of problems called occupancy

problem, which deals with the allocation of balls to urns [193]. Ever since, the use of this

assumption has become a norm in the formal analysis of all Aloha based RFID protocols

[175, 193, 218].

The implication of this assumption is that a tag can end up choosing more than one slots

in the same frame or even not choosing any at all, which is not in accordance with the C1G2

standard that requires a tag to pick exactly one slot in a frame. However, this assumption

does not create any problems because the expected number of slots that a tag chooses in a

frame is still one. The analysis with this assumption is, therefore, asymptotically the same

as that without this assumption [39]. Bordenave et al. further explained in detail why this

independence assumption in analyzing Aloha based protocols provides results just as accurate

as if all the analysis was done without this assumption [39]. This independence assumption

is made only to make the formal development tractable. In all our simulations, a tag chooses

exactly one slot at the start of a frame. Table 2.2 lists the symbols used in this paper.

2.5 RFID Tag Search Protocol

2.5.1 Protocol Description

To search which tags in set A are present in the population B, in RTSP, the central controller

executes n Aloha frames using the RFID readers. There are five steps involved in executing

each frame. First, before executing any frame i, the controller calculates the optimal values of

frame size fi, persistence probability pi, and generates a random seed number Ri. Second, as

the controller knows the IDs in set A, it pre-computes which tag in A will choose which slot

in the ith frame, i.e., it virtually executes the Aloha protocol on set A and obtains the binary

array S(A, fi, Ri). Thus, the controller knows which bits in the binary array S(B, fi, Ri)

resulting from executing ith frame on population B should be 1 if all the tags in A were

present and a single reader covered the entire population. Third, it provides each reader with

the parameters fi, pi, and Ri and asks each of them to execute the ith frame using these
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Table 2.2 Symbols used in the paper

Symbol Description
A set of tag IDs to be searched
B set of tag IDs in RFID tag population
C tag IDs in set A that are present in B
C̃ IDs of A returned by RTSP to be present in B
β required confidence interval
fi frame size for round i
fop optimum value of frame size
Ts duration of each slot in frame
n Number of times frames are repeated
nop optimum value of n
p persistence probability
Ri random seed for ith frame

h(f,R, ID) unform hash function in [1, f ]

Pfp false positive probability

Xij
indicator random variable for jth slot in ith

frame to be 1↔1

N 11
i random variable for # of 1↔1 slots in ith frame
S Total number of execution slots
E[.] Expected value

parameters. The motivation behind using the same values of fi, pi, and Ri across all readers

for the ith frame is to enable RTSP to work with multiple readers with overlapping regions.

As all readers use the same values of fi, pi, and Ri in the ith frame, the slot number that

a particular tag chooses in the ith frame of each reader covering this tag is the same i.e.,

h(
fi
pi
, Ri, ID) evaluated by the tag results in same value for each reader. Fourth, each reader

executes the frame on its turn as per the reader scheduling protocol and sends the responses in

the frame back to the controller. Fifth, after the controller has received the ith frame of each

reader, it applies logical OR operator on all the received ith frames and obtains the resultant

bit array S(B, fi, Ri). This resultant bit array S(B, fi, Ri) is same as if generated by a single

reader covering all the tags. After obtaining n bit arrays S(B, fi, Ri) for 1 ≤ i ≤ n, for each

tag t in A, the controller checks whether S(A, fi, Ri)[h(
fi
pi
, Ri, t)] = S(A, fi, Ri)[h(

fi
pi
, Ri, t)]

for all n frames, i.e., for all n frames, the two bits corresponding to tag t in both S(A, fi, Ri)

and S(B, fi, Ri) are 1, then RTSP declares that tag t is present in population B. Note that
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RTSP can have false positives, i.e., it can declare a tag in set A to be present in population

B, when it actually is not. Apparently, based on the design of RTSP we know that RTSP

does not have false negatives.

2.5.2 Estimating Number of Tags in Set C

Recall from the previous section that before executing any frame i, the controller calculates

the optimal values of frame size fi and persistence probability pi. To calculate these optimal

values for ith frame, the controller needs estimate of |C| at start of the ith frame, which

it obtains using the responses from the tag population in the previous i − 1 frames. We

represent the estimate of |C| at the start of ith frame by |C̃i|. As the controller executes

more and more frames, i.e., as i increases, the estimate |C̃i| asymptotically becomes equal to

|C|. Next, we present a method to estimate the value of |C| at start of any frame i.

The intuition behind our estimation method is that as the number of tags in set C

increase, the number of pairs of bits in S(A, fi, Ri) and S(B, fi, Ri) that are 1 also increase.

We represent a bit that is 1 in both S(A, fi, Ri) and S(B, fi, Ri) by 1↔1. The number of

1↔1 bits for any given frame is a function of |C| and can, therefore, be used to estimate

the value of |C|. Next, we derive an expression that relates the number of 1↔1 bits with

the value of |C|, i.e., we derive an expression for E[N 11
i ] as a function of |C|, where N 11

i is

random variable for number of 1↔1 bits in pair of bit arrays i.e., S(A, fi, Ri) and S(B, fi, Ri).

To derive the expression for E[N 11
i ], we need the probability that any given bit in a pair of

bit arrays is 1↔1. We calculate this probability in the following lemma.

Lemma 1. Let A be the set of IDs of tags that we want to search for in a population. Let

B be the set of IDs of tags in the population in which we search for tags in set A. Let C be

the set of IDs of those tags that are present in both sets A and B. Let Xij be an indicator

random variable for the event that the jth bit in ith bit array pair is a 1↔1 bit. For frame size

fi and persistence probability pi, the probability distribution of Xij is given by the following
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equation.

P
{
Xij = 1

}
= 1− (1− pi

fi
)|A| − (1− pi

fi
)|B| + (1− pi

fI
)|A|+|B|−|C| (2.1)

Proof. Probability that any given bit j in a bit array pair is a 1↔1 bit can be obtained by

first calculating the probability that this bit is not a 1↔1 bit, and then subtracting it from 1.

The jth bit is not 1↔1 when one of the following three cases happens.

1. None of the tags in set A select the jth slot in pre-computed frame i.e., jth bit in

S(A, fi, Ri) is 0, and none of the tags in populationB select the jth slot in corresponding

executed frame i.e., jth bit in S(B, fi, Ri) is 0. We represent this event by an indicator

random variable Y00. The probability distribution of Y00 is given by the following

equations.

P {Y00 = 1} =
(
1− p

f

)|A−C|(
1− p

f

)|C|(
1− p

f

)|B−C|
=

(
1− p

f

)|A|+|B|−|C|
(2.2)

2. One or more tags in set A − C select the jth slot in pre-computed frame i.e., jth

bit in S(A, fi, Ri) is 1, and none of the tags in population B select the jth slot in

corresponding executed frame i.e., jth bit in S(B, fi, Ri) is 0. We represent this event

by an indicator random variable Y10. The probability distribution of Y10 is given by

the following equations.

P {Y10 = 1} =

(
1−

(
1− p

f

)|A−C|)(
1− p

f

)|C|(
1− p

f

)|B−C|
=

(
1−

(
1− p

f

)|A−C|)(
1− p

f

)|B|
(2.3)

3. None of the tags in set A select the jth slot in pre-computed frame i.e., jth bit in

S(A, fi, Ri) is 0, and one or more tags in population B − C select the jth slot in

corresponding executed frame, i.e., i.e., jth bit in S(B, fi, Ri) is 1. We represent this

event by an indicator random variable Y01. The probability distribution of Y01 is given

by the following equations.
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P {Y01 = 1} =
(
1− p

f

)|A−C|(
1− p

f

)|C|(
1−

(
1− p

f

)|B−C|)

=

(
1−

(
1− p

f

)|B−C|)(
1− p

f

)|A|
(2.4)

The probability distribution of Xij is given by the following equation.

P
{
Xij = 1

}
= 1− P {Y00 = 1} − P {Y10 = 1} − P {Y01 = 1} (2.5)

Substituting the expressions for the probability distributions of Y00, Y10, and Y01 from

Equations (2.2), (2.3), and (2.4), respectively, into Equation (2.5) and simplifying, we get

Equation (1).

Following theorem derives the expression for E[N 11
i ] as a function of |C|.

Theorem 2. Let A be the set of IDs of tags that we want to search for in a population. Let

B be the set of IDs of tags in the population in which we search for tags in set A. Let C be

the set of IDs of those tags that are present in both sets A and B. Let N 11
i be the random

variable for the number of 1↔1 slots in a pair of bit arrays of size fi each. When persistence

probability is pi, the expected value of N 11
i is given by the following equation.

E[N 11
i ] = fi ×

(
1− (1− pi

fi
)|A| − (1− pi

fi
)|B|

+(1− pi
fi

)|A|+|B|−|C|
)

(2.6)

Proof. It is straight forward to see that N 11
i =

∑fi
j=1Xij . As

{
Xi1, Xi2, . . . , Xifi)

}
forms a

set of identically distributed random variables, E[N 11
i ] is given by

E[N 11
i ] = E[

fi∑
j=1

Xij ] = fi × E[Xij ]

As expected value of an indicator random variable equals its probability of being 1, E[Xij ] =

P
{
Xij = 1

}
. Substituting the value of E[Xij ] in the equation above with the value of

P
{
Xij = 1

}
from Equation (2.5), we get the equation for E[N 11

i ] in theorem statement.
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Figure 2.1 plots E[N 11
i ] as a function of |C| using Equation (2.6). This figure is obtained

using |A| = 200, |B| = 300, fi = 300 and pi = 1. We observe from this figure that E[N 11
i ] is

a monotonically increasing function of |C|. To estimate the value of |C|, let Ñ 11
i represent

the observed value of number of 1↔1 bits for ith pair of bit arrays. Replacing E[N 11
i ] in

Equation (2.6) with Ñ 11
i and solving for |C| gives an estimate of |C|. This estimate is

obtained by utilizing the information from the ith frame only. While this estimate may not be

accurate, if we use the information from more frames, the estimate will become more accurate.

Specifically, we leverage the well known statistical result that the variance in the observed

value of a random variable reduces by x times if we take the average of x observations of

that random variable. Therefore, to obtain the estimate |C̃i| of |C| at the start of the ith

frame, we obtain an estimate from each of the previous i− 1 frames and take their average.

Solving Equation (2.6) for |C| and averaging over past i− 1 frames, the formal expression for

|C̃i| becomes

|C̃i| ≈ |A|+ |B|+

∑i−1
l=1

fl
pl

ln

{
E[N11

l ]

fl
− 1 + e

−pl
fl
A

+ e
−pl
fl
B
}

i− 1
(2.7)
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Figure 2.1 Expected value of number of 1↔1 slots vs. |C|

Finally, note that the controller obtains this estimate without executing any additional

frames. It gets this estimate from the frames it was already executing to search for tags.
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2.6 Parameter Optimization

In this section, we will derive equations that the controller uses at the start of ith frame

to calculate the optimal values of frame size fi and persistence probability pi to minimize

the execution time of RTSP while ensuring that its actual confidence interval is less than

the required confidence interval. At the start of ith frame, the controller uses the estimate

|C̃i| along with the values of |A|, |B|, and β to calculate the optimal values of fi and

pi. Before asking the readers to execute the ith frame, the controller also calculates the

maximum number of frames that it should execute, represented by ni. Recall from Section

2.5.2 that as the number of executed frames increase, the estimate of |C| becomes more

accurate. Consequently, ni, fi, and pi asymptotically become equal to constants n, f , and

p, respectively. When the estimate of |C| changes by less than 2 in 10 consecutive frames,

the controller considers the estimate to be close enough to |C|.At this point, the controller

calculates the values of ni, fi, and pi one last time and puts f = fi, p = pi, and n = ni, and

uses these fixed values of f and p to execute subsequent frames until the total number of

frames executed since the first frame become equal to n. For the first frame, i.e., when i = 1,

the controller uses n1 =∞, f1 = max {|A|, |B|}, and p1 = 1. The choices of the values of n1,

f1, and p1 are arbitrary and do not really matter because as the controller executes more

frames, number of frames, frame size, and persistence probability converge to constants n, f ,

and p, respectively.

In subsequent calculation of ni, fi, and pi, we will drop the subscript i to make the

presentation simple. Next, we first derive the expression for false positive probability i.e.,

probability with which RTSP declares a tag in set A to be present in population B, when

it actually is not. Second, using the expression for false positive probability, we derive a

confidence condition that the values of n, f , and p must satisfy to ensure that the observed

confidence interval is smaller than the required confidence interval β, i.e., the requirement

|C̃| − |C| ≤ β|C| is satisfied. Third, we derive a duration condition, which the values of f

and p must satisfy to ensure that the execution time of RTSP is minimized. The controller
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solves these two conditions simultaneously to obtain the optimal values of n, f , and p. Last ,

we will describe our strategy to bring the value of f within limit when the optimal value of

the frame size exceeds the C1G2 specified upper limit of 215.

2.6.1 False Positive Probability

A false positive occurs when all the bits that a particular tag in A that is not present in B

selects in the n bit arrays S(A, fi, Ri) turn out to be nonempty in S(B, fi, Ri) because some

other tags in the population made those bits 1. Lemma 3 gives the expression to calculate

the false positive probability.

Lemma 3. Let B be the set of IDs of tags in the population in which we search for tags. With

persistence probability p, frame size f , and number of frames n, the false positive probability,

Pfp, is given by the following equation.

Pfp =

[
1−

(
1− p

f

)|B|]n
(2.8)

Proof. Consider a tag t such that t ∈ A ∧ t /∈ B. The probability that the slot tag t selects

in the ith pre-computed frame i.e., the bit it selects in S(A, fi, Ri) is selected by at least one

tag in population B in S(B, fi, Ri) is 1 − (1 − p
f )|B|. The probability that all n bits tag t

selects in the n bit arrays S(A, fi, Ri) are also selected by some other tags in population B

in corresponding bit arrays S(B, fi, Ri) is [1− (1− p
f )|B|]n, which is the expression for false

positive probability given in Equation (2.8).

Figure 2.2 shows the theoretically calculated false positive probability from Equation (2.8)

represented by the solid line and experimentally observed values of false positive probability

represented by the dots. To obtain this figure, we use f = 600, p = 1, and n = 10. Each dot

represents the false positive probability calculated from 200 runs of simulation. We observe

that the theoretically calculated values match perfectly with experimentally observed values,

showing that our independence assumption that we stated in Section 2.4.4 does not cause

the theoretical analysis to deviate from practically observed values.
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Figure 2.2 Comparison of theoretical and experimental Pfp

2.6.2 Confidence Condition

Theorem 4 states the confidence condition that the values of n, f , and p must satisfy to

achieve the required confidence interval β.

Theorem 4. Let A be the set of IDs of tags that we want to search for in a population. Let

B be the set of IDs of tags in the population in which we search for tags in set A. Let C

be the set of IDs of those tags that are present in both sets A and B. To ensure that RTSP

satisfies the requirement |C̃| − |C| ≤ β|C|, the controller must use the values for number of

frames n, frame size f , and persistence probability p that satisfy the confidence condition

given in the following equation.

n =

ln

(
β×|C̃|
|A|−|C̃|

)
ln
(

1− (1− p
f )|B|

) (2.9)

Proof. Let E[|C̃|] represent the number of tags that RTSP declares as belonging to set C after

executing n frames of size f with persistence probability p. Replacing |C̃| in |C̃|− |C| ≤ β|C|

by E[|C̃|], the reliability requirement is given in the following equation.

E[|C̃|]− |C| ≤ β|C| (2.10)
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Next, we derive the expression for E[|C̃|]. Recall from Section 2.5.1 that RTSP can have false

positives, but it cannot have false negatives i.e., it will always identify the tags of A present

in B and in addition, it may also declare some tags in A that are not in B to be present in

B. Thus, E[|C̃|] = |C|+ (|A− C|)× Pfp. As C ⊆ A, thus, E[|C̃|] = |C|+ (|A| − |C|)× Pfp

Substituting this value of E[|C̃|] into Equation (2.10), we get the following equation.

|C|+ (|A| − |C|)× Pfp − |C| ≤ β|C|

Substituting the value of Pfp from Equation (2.8) into equation above and rearranging, we

get

n ≤
ln
(
β×|C|
|A|−|C|

)
ln
(

1− (1− p
f )|B|

)
As we do not know the exact value of |C|, rather we know the estimate |C̃| of |C|, replacing

|C| in this equation with |C̃| and using the largest value for n to ensure that confidence

requirement is always met, we get Equation (2.9) in theorem statement.

2.6.3 Duration Condition

Theorem 5 states the duration condition that the values of f and p must satisfy to minimize

the execution time of RTSP.

Theorem 5. Let A be the set of IDs of tags that we want to search for in a population. Let

B be the set of IDs of tags in the population in which we search for tags in set A. Let C

be the set of IDs of those tags that are present in both sets A and B. To ensure that the

execution time of RTSP is minimum, the controller must use the values for frame size f and

persistence probability p that satisfy the duration condition given in the following equation.

p× |B| = f ×
(

1− e
p
f
|B|
)
× ln

{
1− e

− p
f
|B|
}

(2.11)

Proof. Execution time is directly proportional to the total number of slots because the

duration of each slot is the same, typically 300µs for Philips I-Code RFID reader [171]. Let
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S represent the total number of slots. Thus, S = f × n. To ensure that RTSP achieves the

required confidence interval, we use the value of n from Equation (2.9). Thus,

S =

f ln

(
β×|C̃|
|A|−|C̃|

)
ln
(

1− (1− p
f )|B|

) (2.12)

Figure 2.3 plots S as a function of f using Equation (2.12). This figure is made using

|A| = 100, |B| = 100, |C̃| = 52, p = 1, and β = 0.05. We observe from this figure that S

is a convex function of f . Therefore, optimum value of f exists, represented by fop, that

minimizes the total number of slots S. To find optimal value of f , we differentiate Equation

(2.12) with respect to f and equate the resulting expression to 0, which results in the following

expression.

[
ln

(
β × |C̃|
|A| − |C̃|

)][
p|B| − f

(
1− e

p
f
|B|
)
ln

{
1− e

− p
f
|B|
}]

= 0

Note that ln

(
β×|C̃|
|A|−|C̃|

)
6= 0, which means that

p|B| − f
(

1− e
p
f
|B|
)

ln

{
1− e

− p
f
|B|
}

= 0

Rearranging the equation above, we get the duration condition in the theorem statement.
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Figure 2.3 Total number of slots S vs. frame size f
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The controller solves Equations (2.9) and (2.11) simultaneously using p = 1 and gets the

optimal values of n and f represented by nop and fop, respectively. Next, we study the effect

of |A|, |B|, |C|, and β on execution time of RTSP.

Execution Time vs. |A|: Intuitively, as the number of tags in A increases, the execution

time of RTSP should increase because greater number of tags in A imply higher chances of

false positives. Thus, to ensure that the number of false positives stay small enough so that

the required confidence interval is achieved, RTSP executes more frames, i.e., the value of nop

increases, which increases the overall execution time. Figure 2.4(a) confirms our intuition.

This figure plots the expected execution time of RTSP for multiple values of |A| while fixing

|B| at X5000 and |C| at 500. We calculated the execution time as nop × fop × Ts, where

Ts is the time of each slot and is equal to 300µs as per the specifications of Philips I-Code

RFID reader [171]. We observe from Figure 2.4(a) that as the number of tags in A increase,

the execution time of RTSP increases.

Execution Time vs. |B|: Intuitively, as the number of tags in B increases, the execution

time of RTSP should increase because greater number of tags in B also imply higher chances

of false positives. Thus, to ensure that the number of false positives stay small enough so

that the required confidence interval is achieved, RTSP increases the frame size, i.e., the

value of fop increases according to Equation (2.11), which increases the overall execution

time. Figure 2.4(b) confirms our intuition. This figure plots the expected execution time of

RTSP for multiple values of |B| while fixing |A| at 5000 and |C| at 500. We observe from

Figure 2.4(b) that as the number of tags in B increase, the execution time of RTSP increases.

Execution Time vs. |C|: Intuitively, as the number of tags in C increase, the execution

time of RTSP should decrease because greater number of tags in C means RTSP has greater

margin of error i.e., β|C|. Thus, RTSP reduces the value of nop, which decreases the overall

execution time. Figure 2.4(c) confirms our intuition. This figure plots the expected execution

time of RTSP for multiple values of |C| while fixing |A| at 5000 and |B| at 5000. We observe

from Figure 2.4(c) that as the number of tags in C increase, the execution time of RTSP
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(b) Execution time vs. |B|
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Figure 2.4 Expected execution times of RTSP

decreases.

Execution Time vs. β: Intuitively, as the required confidence interval β increases, the

execution time of RTSP should decrease because larger required confidence interval means

RTSP has greater margin of error. Thus, RTSP reduces the values of nop, which decreases the

overall execution time. Figure 2.4(d) confirms our intuition. This figure plots the expected

execution time of RTSP for different values of β while fixing |A| at 5000, |B| at 5000, and

|C| at 500. We observe from Figure 2.4(d) that as the required confidence interval increases,

the execution time of RTSP decreases.
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2.6.4 Handling Large Frame Sizes

For large populations and/or small required confidence interval, it is possible for the value

of fop to exceed the C1G2 specified upper limit of 215. Next, we describe how we use p to

bring the frame size within limits. Bringing the frame size within limits comes at a cost

of increased number of slots; greater than the minimum value of S that would have been

achieved if the controller could use fop > 215.

When we decrease the value of p, the number of tags that participate in a frame decreases.

Therefore, the required value of f also decreases. Participation by fewer tags means that

participation by the tags belonging to both the sets A and B decreases. This increases

the chances that a given tag in A that is present in B will not select any slot in a given

pre-computed frame, which means that chances of identifying its presence decrease. Therefore,

the overall uncertainty in identifying tags in A increases. To reduce this uncertainty, the

value of n increases when p decreases to achieve the required confidence interval.

We use these two observations to reduce the value of f whenever fop > 215. When

fop > 215, the controller uses f = fmax = 215 in Equation (2.9), which leaves two unknowns,

p and n, in the resulting equation. The controller solves the resulting equation simultaneously

with Equation (2.11) to get new values of p and n. The new value of p is less than 1 and the

new value of n is greater than nop (we represent n with nop when we use f = fop to calculate

it). The controller uses these new values of n and p along with f = fmax to pre-compute the

bit array S(A, fi, Ri). Although the total number of slots S = fmax × n > fop × nop, this is

still the smallest under the constraints that the required confidence interval is achieved and

the frame size does not exceed fmax.

2.7 Performance Evaluation

We simulated and implemented RTSP in Matlab. We also implemented the fastest existing

tag identification protocol, TH [176], to compare the execution time of RTSP with it. We

choose tag ID length of 64 bits as specified in the C1G2 standard. Note that the distributions

32



2000 4000 6000 8000 10000
0

0.1

0.2

0.3

0.4

|A|

O
b

es
er

ve
d

 c
o

n
fi

d
en

ce
 in

te
rv

al

(a) required β = 0.2

2000 4000 6000 8000 10000
0

0.05

0.1

0.15

0.2

|A|

O
b

es
er

ve
d

 c
o

n
fi

d
en

ce
 in

te
rv

al

(b) required β = 0.1

2000 4000 6000 8000 10000
0

0.02

0.04

0.06

0.08

0.1

|A|

O
b

es
er

ve
d

 c
o

n
fi

d
en

ce
 in

te
rv

al

(c) required β = 0.05

2000 4000 6000 8000 10000
0

0.005

0.01

0.015

0.02

|A|

O
b

es
er

ve
d

 c
o

n
fi

d
en

ce
 in

te
rv

al

(d) required β = 0.01

Figure 2.5 Observed confidence interval vs. |A| when |B| = 5000, and |C| = 500

of the IDs of tags in A and B do not matter because RTSP is independent of ID distributions.

Next, we first evaluate the accuracy of RTSP and then compare its execution time with the

execution time of TH. All results reported in this section are obtained from averaging over

200 independent runs of RTSP.

2.7.1 Accuracy

To evaluate the accuracy of RTSP, we study whether it achieves the required confidence

interval for different values of |A|, |B|, and |C|. If we recall the how we calculate the
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Figure 2.6 Observed confidence interval vs. |B| when |A| = 5000, and |C| = 500

parameters we will know that RTSP can ensure the confidence interval with any combinations

of |A|, |B|, and |C|.

2.7.1.1 Observed Confidence interval vs. |A|

Our experimental results show that RTSP always achieves the required confidence interval

regardless of the size of set A. Figures 2.5(a), 2.5(b), 2.5(c), and 2.5(d) plot the actual

confidence interval RTSP achieved for different sizes of set A when the required values of

confidence interval are β = 0.2, β = 0.1, β = 0.05, β = 0.01, respectively. To plot these
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figures, we fixed number of tags in set B at 5000 and number of tags in A that are in B,

i.e., number of tags in set C at 500. The dashed horizontal line in each of these figures

shows the required value of confidence interval and the solid line shows the observed values of

confidence interval achieved by RTSP. We observe from these figures that the observed values

of confidence interval are always smaller than the required values of confidence interval.

2.7.1.2 Observed Confidence interval vs. |B|

Our experimental results show that RTSP always achieves the required confidence interval

regardless of the number of tags in population B. Figures 2.6(a), 2.6(b), 2.6(c), and 2.6(d) plot

the actual confidence interval RTSP achieved for different sizes of set B when the required

values of confidence interval are β = 0.2, β = 0.1, β = 0.05, β = 0.01, respectively. To plot

these figures, we fixed number of tags in set A at 5000 and number of tags in set C at 500.

We observe from these figures that the solid lines are always below their corresponding dashed

lines, which means that the actual values of confidence interval are always smaller than the

required values of confidence interval.

2.7.1.3 Observed Confidence interval vs. |C|

Our experimental results show that RTSP always achieves the required confidence interval

regardless of the number of tags in set C. Figures 2.7(a), 2.7(b), 2.7(c), and 2.7(d) plot the

actual confidence interval RTSP achieved for different sizes of set C when the required values

of confidence interval are β = 0.2, β = 0.1, β = 0.05, β = 0.01, respectively. To plot these

figures, we fixed number of tags in sets A and B at 5000 each. Again, we observe from these

figures that the solid lines are always below their corresponding dashed lines, which means

that RTSP always achieves the required confidence interval.
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Figure 2.7 Observed confidence interval vs. |C| when |A| = 5000, and |B| = 5000

2.7.2 Execution Time

Execution time of RTSP is smaller than TH. Fig. 2.8(a) plots the execution times of TH

and RTSP vs. |A| for β = 0.1, |B| = 3000, and C = 500. We observe from this figure that

RTSP is up to 77.27% faster compared to TH. Similarly, Fig. 2.8(b) plots the execution

times vs. |B| for β = 0.1, |A| = 1000, and |C| = 500 and Fig. 2.8(c) plots the execution

times vs. |C| for β = 0.1, |A| = 5000, and |B| = 5000 . Again, we observe from these figures

that RTSP is always faster compared to TH. Finally, Fig. 2.8(d) plots the execution times
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(b) Execution time vs. |B|
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(c) Execution time vs. |C|
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(d) Execution time vs. β

Figure 2.8 Comparison of execution times of RTSP and TH

vs. β for |A| = 5000, |B| = 5000, and |C| = 500. We observe from this figure that RTSP is

faster compared to TH as long as required confidence interval is greater than 0.01. When the

required confidence interval is less than 0.01, TH is faster. Thus, if privacy is not a concern,

a user should use TH to search for tags whenever β < 0.01. If, however, privacy is a concern,

then the user should use RTSP regardless of the value of β.

2.8 Future Work

In this section, I provide an overview of the planned future work.
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2.8.1 Valued Tag Detection and Identification

As we shown before, RTSP can be used to detect and identify some tags we are caring about.

However, when we talk about the missing tag detection we are not mean all the missing tags

which maybe very cheap. For example, given two items A and B attached with tags( we will

just name as tag A and B), value of item A is 1k and item B is just one dollar. Apparently,

those two tag should be detected with different accuracy and confidence. We want to design

a protocol which can detect and identify tag A with 99.99% accuracy comparing with tag

B with 90% accuracy. However, RFID reader have no idea about value(the value can be

anything else not just measure by money) of the each tag which means we may need to design

a method to help reader to understand the value of each tags. I am working on this problem

and one idea is to use one hot coding to categories all the tags into different categories

according to their values.
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CHAPTER 3

RFID MULTI-CATEGORY TAGS ESTIMATION

3.1 Introduction

In this section I will briefly introduce the background and problem statement of RFID

multi-category problem. The design of our scheme will also mention in this section.

3.1.1 Background and Problem Statement

Radio Frequency Identification (RFID) has been widely used in many applications such as

inventory management [98, 122, 109, 55, 113, 110, 53], object tracking [212, 225, 114], and

localization [209, 210, 180]. A typical RFID system consists of readers, tags, and a back-end

server. The back-end server controls the reader to interrogate a set of tags, and the tags

respond with their IDs over a shared wireless medium. A tag is a microchip with an antenna

in a compact package that has limited computing power and communication ranges. The

reader communicates with the tags via wireless channel to identify or monitor the tagged

objects. There are two types of RFID tags: passive tags, which do not have their own power

sources and are powered up by harvesting the radio frequency energy from readers, and active

tags, which have their own power sources. In an RFID-enabled warehouse, there may be

thousands of tagged items that belong to different categories, e.g., different places of origin

or different brands [207]. Each tag attached to an item has a unique ID that consists of

two fields: a category ID that specifies the category of the attached object, and a member

ID that identifies this object within its category. As a manager of the warehouse, one may

desire to timely monitor the product stock of each category. If the stock of a category is too

high, it may indicate that this category of products are not popular, and the manager needs

to adjust the marketing strategy (e.g., lowering prices to increase sales). On the contrary,

if the stock of a category is too low, the manager should perform stock replenishment as
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soon as possible. Manual checking is laborious and of low time-efficiency. You can imagine

how difficult it is for a manager to manually count the number of items in each category

that may be stacked together or placed on high shelves. Hence, it is desirable to exploit

the RFID technique to quickly obtain the number of tagged items in each category. We

concerns the practically important problem of multi-category RFID estimation: given a

set of RFID tags, we want to quickly and accurately estimate the number of tags in each

category. However, almost all the existing RFID estimation protocols are dedicated to the

estimation problem on a single set, regardless of tag categories. A feasible solution is to

separately execute the existing estimation protocols on each category. The execution time

of such a serial solution is proportional to the number of categories, and cannot satisfy the

delay-stringent application scenarios. Simultaneous RFID estimation over multiple categories

is desirable, hence, this paper proposes an approach called Simultaneous Estimation for

Multi-category RFID systems (SEM). SEM exploits the Manchester-coding mechanism, which

is supported by the ISO 18000-6 RFID standard, to decode the combined signals, thereby

simultaneously obtaining the reply status of tags from each category. As a result, multiple bit

vectors are decoded from just one physical slotted frame. Built on our SEM, many existing

excellent estimation protocols can be used to estimate the tag cardinality of each category in

a simultaneous manner. To ensure the predefined accuracy, we calculate the variance of the

estimate in one round, as well as the variance of the average estimate in multiple rounds. To

find the optimal frame size, we propose an efficient binary search-based algorithm. To address

significant variance in category sizes, we propose an Adaptive Partitioning (AP) strategy to

group categories of similar sizes together and execute the estimation protocol for each group

separately. Compared with the existing protocols, our approach is much faster, meanwhile

satisfying the predefined estimation accuracy. For example, with 20 categories, the proposed

SEM+AP is about 7 times faster than prior estimation schemes. Moreover, our approach

is the only one whose normalized estimation time (i.e., time per category) decreases as the

number of categories increases. Radio Frequency Identification (RFID) has been widely used

40



1 0 0

1 0 0

1 0 0

Signal 1: 100

Signal 2: 100

1 0 0

0 1 0

x x 0

Signal 1: 100

Signal 2: 010

Combined 

Signal 

(a) (b)

Combined 

Signal 

Figure 3.1 Single-one Manchester Coding

in many applications such as inventory management [98, 122, 109, 55, 53], object tracking

[222, 212, 225], and localization [209, 210, 180].

This paper formulates and addresses the practical problem of multi-category RFID

estimation. Given a set of RFID tags with λ categories denoted by C1, C2, · · · , Cλ, whose

cardinalities are denoted by n1, n2, · · · , nλ, respectively, a confidence interval α ∈ (0, 1], and

a required reliability β ∈ [0, 1), we want to estimate the number of tags in each category

using one or more readers such that for each 1 ≤ i ≤ λ, we have P{|n̂i − ni| ≤ niα} ≥ β,

where n̂i is the estimate of ni.

3.1.2 Proposed Approach

In this paper, we propose an approach called Simultaneous Estimation for Multi-category

RFID systems (SEM). At the start of SEM, we inject a so-called single-one string (SO string

for short) into each tag. Given λ categories, the SO string injected into the tag belonging

to the i-th category is a vector of λ bits where exactly the i-th bit is 1 and all other bits

are 0s. For example, given 3 categories, the SO strings are 100, 010, and 001, respectively.
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100 is injected into the tags of the first category; 010 is injected into the tags of the second

category; 001 is injected into the tags of the third category. Such a string injecting operation

can be easily implemented as follows. The reader uses SELECT command [59] to activate the

tags in a specific category while keeping the other tags inactive. Then, the reader broadcasts

the corresponding SO string, and the active tags record the received string in their memories.

The RFID tags respond to the reader’s query with the SO strings that are modulated by

Manchester coding mechanism. When querying two tags, which are in the i-th category and

the j-th category, respectively, if i = j, then the reader obtains a vector of λ bits where

exactly the i-th bit is 1 and all other λ − 1 bits are 0s; if i 6= j, then the reader obtains a

vector of λ bits where exactly the i-th bit and the j-th bit are collisions and all other λ− 2

bits are 0s. Specifically, as illustrated in Figure 3.1, 1 is encoded as a falling edge and 0 is

encoded as a rising edge in the Manchester coding. If all tags transmit 0 (or 1) at the same

time, the reader can successfully recover the bit as 0 (or 1); otherwise, the reader will detect

a bit collision x. Thus, from the bit vector that the reader obtains, we know exactly which

categories of tags responded in this slot. Note that Manchester coding is supported by the

RFID standard ISO 18000-6 [22] for detecting bit-level collisions [56, 92]. Many excellent

literature [225, 91] makes use of the bit-level synchronization to address RFID application

problems.

SEM is based on the standard Framed Slotted Aloha protocol [97] for MAC layer commu-

nication. First, the RFID reader initializes a slotted time frame by broadcasting a binary

request 〈δ, f〉, where δ is a random seed and f is the frame size (i.e., the number of slots

in the forthcoming frame). Each tag randomly chooses a slot in the frame to reply its SO

string. Specifically, each tag initializes its slot counter sc = H(ID, δ) mod f , which follows

a uniform distribution within [0, f − 1]. The reader broadcasts the QueryRep command at

the end of each slot to inform every tag to decrement its slot counter sc by 1. In each slot, a

tag responds to the reader once its slot counter sc becomes 0. At the end of each frame, the

reader obtains an array of f ternary strings where each ternary string has λ bits and each bit
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Figure 3.2 From one physical frame to λ = 3 logical frames

has a value of 0, 1, or x. We call this array a physical frame. For the λ-bit ternary string

ti of the i-th slot, for each 1 ≤ j ≤ λ, if ti[j] = 0, then there is no tag in category Cj that

responded in the i-th slot; if ti[j] = 1, then only tags in category Cj responded in the i-th

slot; if ti[j] = x, then more than one tag responded in the i-th slot: at least one in category

Cj and the remaining not in category Cj . Thus, from this physical frame, we can obtain λ

logical frames, one for each category, where the logical frame for category Ci is the same as

the physical frame that the reader could obtain if the tag population only contains the tags

in category Ci. Figure 3.2 shows an example of obtaining λ logical frames from a physical

frame. For example, in the third slot, the ternary string xxx is the collision result of three

types of single-one strings: 100, 010, and 001.

We now zoom into the logical frame for category Ci. For each slot, we either have the SO
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string or nothing. By denoting the slot containing SO string with 1 and the slot that is empty

with 0, we can obtain a bit vector with f bits. Figure 3.2 shows three bit vectors that we

obtain. Based on the bit vectors obtained by SEM, many excellent tag estimation protocols,

as summarized in Table ??, can be used to simultaneously estimate the tag cardinality of each

category. For example, Enhanced Zero-Based estimator (EZB) [89] relies on an important

intuition: the fewer tags are, the more empty slots will appear in the frame. Thus, EZB can

exploit the number of empty slots in a frame to conduct the tag estimation. Here, we could

use the number of 0s in each bit vector as the input of EZB to estimate the number of tags

in the corresponding category. Besides EZB, many existing protocols such as FNEB [78] that

leverages the index of the first non-empty slots in the frame, LoF [155] that makes use of

the length of continuous non-empty slots, ART [177] that exploits the average run length of

non-empty slots, can be built on our SEM to achieve simultaneous estimation over multiple

categories.

Using our SEM approach, previous RFID estimation protocols can be significantly acceler-

ated when facing the multi-category estimation problem. In the following, we use a numerical

example to show this point. Let tγ represent the duration of a slot for transmitting γ-bit data

and is given by τw + γ × τb, where τw is the waiting time and τb is the time for transmitting

one bit. Typically, τw = 302us and τb = 18.8us [215, 156]. As there are λ categories, in SEM

each slot contains λ-bit single-one string, i.e., γ = λ. Thus, the time cost of an SEM frame is

f(τw + λ× τb). On the other hand, the time cost of executing a frame of existing protocol

once for each category is λf(τw + τb), where in this case γ = 1 because in existing protocols,

each slot needs to carry only a single bit to indicate empty or non-empty. By comparing the

execution time of a frame of SEM and existing protocols for all categories, it is easy to see

that the number of slots executed by SEM are much smaller than the total number of slots

executed by existing protocols. For example, when λ = 30, SEM is almost 11 times faster

than the existing estimation protocols.
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3.1.3 Challenges and Proposed Solutions

The first key challenge is to guarantee the required estimation accuracy specified by confidence

interval α ∈ (0, 1] and required reliability β ∈ [0, 1) for all categories. As the estimation

based on one round of SEM has an inherent variance due to the probabilistic nature, we

execute multiple rounds of SEM to reduce the variance of the estimate of each category.

To ensure that SEM achieves the required accuracy, we first calculate the variance of the

estimate for one round and the variance of the average estimate in multiple rounds. Then, we

use statistical methods to find the minimum number of rounds that can achieve the required

accuracy.

The second key challenge is to choose an optimal frame size f that minimizes the estimation

time. The key factor that affects estimation time is f . We show that the execution time is a

convex function with respect to the frame size, which means that the estimation time is long

when the frame size is too small or too large. To find the optimal frame size, we propose an

efficient binary search-based algorithm.

The third key challenge is to deal with categories that vary significantly in size. To

minimize the estimation time, categories with small sizes demand a small frame size, whereas,

categories with large sizes demand a large frame size. To address this issue, we propose an

Adaptive Partitioning (AP) to group categories of similar sizes together and execute SEM for

each group separately. Although this introduces more times of executing SEM, the estimation

time for each group is well optimized as the categories in each group have similar sizes. Such

a hybrid strategy has a smaller estimation time in comparison with the two extreme strategies

of estimating each category separately and estimating all categories together. As we do not

know category sizes in advance, we adaptively partition the categories based on the execution

of previous rounds.
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3.1.4 Novelty and Advantage over Prior Art

The key technical novelty of this paper lies in proposing an Single-one Manchester coding-

based approach called SEM, built on which traditional tag estimation protocols can be used

to address the multi-category RFID estimation in a simultaneous manner. The key technical

depth of this paper is in the mathematical development of SEM in addressing the three

technical challenges of guaranteeing accuracy, choosing frame sizes, and partitioning categories.

The key advantage of our approach over prior art is that SEM can decode multiple bit vectors

from just one physical frame to simultaneously estimate the tag cardinality of each category.

Compared with the prior separate estimation methods, our SEM approach significantly

reduces the number of physical slots, and thus achieves much better time-efficiency. For

example, for an RFID system with 20 categories, our SEM+AP uses 2 seconds whereas the

state-of-the-art ART protocol takes 14 seconds [177]. It represents that our SEM+AP is 7x

faster than ART. As the number of categories increases, the normalized estimation time of

our approach decreases, whereas, that of prior estimation protocols does not.

The rest of the paper is organized as follows. In Section 3.2, we review the related work.

In Section 3.3.1, we present our SEM approach in detail along with its analysis. In Section

3.4, we describe how to calculate the optimal values for system parameters to minimize

the estimation time of SEM while achieving the required reliability. In Section 3.5, we

describe how SEM adaptively partitions the categories into comparable sizes to reduce the

estimation time. In Section 3.6, we present results from our extensive evaluation of the

proposed approach and its comparison with the existing protocols. Finally, in Section 3.7, we

conclude the paper.

3.2 Related Work

At the infancy stage of RFID research, the academic communities have paid much

attention to the exact tag identification problem [97, 178], which is to exactly identify the

tag IDs within the interrogation range of an RFID reader. Generally, there are two types of
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tag identification protocols: Aloha-based protocols and Tree-based protocols. Their basic

principles are presented as follows. Fundamentally, the Aloha-based protocol is a kind of

Time Division Multiple Access (TDMA) mechanism. A tag ID can be successfully identified

in a slot when only one tag responds in this slot. As for tree-based protocols, the reader

broadcasts a 0/1 string to query the tags. A tag responds with its ID once it finds that

the queried string is the prefix of its ID. A reader identifies a tag ID when only one tag

responds. Although RFID identification protocols can be used to obtain the exact tag IDs, it

is a well-recognized fact that the tag identification protocols are slow because their execution

time is proportional to the number of tags. For some purposes like stock monitoring, it is

not efficient to execute the tag identification protocols because we only need to know the

approximate number of tags instead of exact tag IDs.

Another direction of research on RFID systems is targeted at the cardinality estimation of

RFID tag populations. Kodialam et al. proposed the first set of cardinality estimation schemes,

USE and UPE, which use the number of empty or collision slots to estimate population

sizes [88]. Similarly, Zheng et al. proposed Probabilistic Estimation Tree (PET) to estimate

cardinalities for tree-based RFID systems [220]. Shahzad et al. proposed ART, which uses

the average run length of non-empty slots for cardinality estimation [177]. Li et al. proposed

Maximum Likelihood Estimator (MLE), which looks at the energy aspect of cardinality

estimation [101]. Liu et al. studied the problem of key tag population tracking [121]. Gong

et al. investigated INformative Counting (INC) to estimate the number of counterfeit tags

whose IDs are not stored in a database [74]. For privacy reason, RFID estimation with the

presence of blocker tag is investigated in [118].

The above literature assumes that all tags within an RFID system belong to the same

category. However, in practical scenarios, tags are usually classified into different categories

according to brands. In recent years, the researchers have shifted some attention to the

interesting problems raising in the multi-category RFID systems. Sheng et al. addressed the

problem of identifying categories whose cardinalities are above a given threshold [182]. They
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proposed the Group Testing (GT) scheme, that rapidly eliminates the groups containing

small-sized categories. Luo et al. claimed that the GT protocol is not suitable for RFID

systems in which the sizes of a large number of categories are above a threshold, because

each group has a high probability of containing a large-size category, and thus is difficult

to eliminate. To accommodate this situation, they proposed an efficient Threshold-Based

Classification (TBC) Protocol [128] that obtains multiple logical bitmaps from a single

time frame. Each bitmap is used to approximate the tag cardinality of a category. The

categories whose cardinalities are obviously above (or below) the given threshold can be

rapidly eliminated. Unfortunately, GT and TBC protocols can only identify the categories

with sizes greater than a threshold, but cannot estimate sizes of individual categories. The

work closest to ours, focusing on multi-category RFID system, is Ensemble Sampling (ES)

[207], which exploits the number of singleton slots occupied by each category in a time frame

to estimate the tag cardinality in each category. ES can only distinguish three types of slots:

empty slot, singleton slot, and collision slot. For collision slot, ES only knows two or more

tags responded in this slot, and nothing else. How to make full use of the information in each

type of slots especially that in the collision slots is the key to achieve better time efficiency.

The proposed SEM exploits the Single-one Manchester coding string, and could know which

categories of tags responded in a collision slot. From a single physical frame, it can derive

multiple logical frames, and each servers the tag cardinality estimation for a category.

3.3 Proposed Research

In this section, I explain the proposed research methods to address the problem of

multi-category RFID tags estimation.

3.3.1 SEM: Estimator and Variance

To estimate the number of tags in each category, SEM executes multiple Aloha frames. At

the end of each frame, it obtains a bit vector for each category. Based on the obtained bit
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vectors, SEM can perform any estimator mentioned before to simultaneously estimate the

number of tags of each category. Here, for the purpose of clarity, we let SEM exploit the most

classical estimator in EZB [89]. Note that, if more advanced estimators such as ART [177]

or SRC [51] are used, the performance of SEM can be further improved. An insight behind

EZB: the fewer tags are there, the more empty slots appear in the frame. Hence, we make

use of the number of 0s in each bit vector to perform the estimation. The estimate obtained

from the number of 0s observed in a single bit vector is not accurate due to the variance

associated with the estimation process. Thus, instead of executing a single round, SEM

executes k rounds and obtains k estimates of the number of tags in that category. It then

calculates the average of those k estimates to obtain the fine-grained estimate. Next, we first

formally derive the estimator that SEM uses to estimate the size of any given category, using

the number of 0s in the bit vector corresponding to that category as input. Then, we derive

the expression for variance of the estimator, which we will use in Section 3.4 to determine

the values of system parameters to ensure that SEM achieves the required reliability in the

minimum possible time. Table 3.1 summarizes the main notations used in this paper.

3.3.2 Estimator of SEM

Based on such a logical frame, many previous literature proposed excellent schemes to estimate

the tag cardinality. Murali Kodialam et al. proposed to use the number of empty slots

to perform the estimation [88]. Muhammad Shahzad et al. proposed to use average run

length of non-empty slots for estimation [177]. As illustrated in Fig. 3.2, in an arbitrary bit

vector for category Ci, we know the number of 0s. Intuitively, the more tags there are in

category Ci, the less 0s there are in the bit vector. In fact, there is a monotonically functional

relationship between the number of 0s in the bit vector and the tag cardinality ni. Later, we

will present a rigorous analysis to derive the functional relationship. Hence, we could use the

number of 0s observed in the bit vector to estimate the tag cardinality ni [88]. Note that,

such an empty-slot-based estimator was proposed in [88]. We do not claim novelty on such
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Table 3.1 Main notations used in the paper.

Notations Descriptions
λ # of tag categories under estimation.
Ci category ID, i ∈ [1, λ].
ni tag cardinality of category Ci.
α required confidence interval.
β required reliability.
n̂i estimate of ni.
δ random number.
f broadcast frame size.
f ′ executed frame size.
H(·) uniform hash function.
τw waiting time in a slot.
τb time for transmitting 1-bit data from tag to reader.
tγ slot length that transmits γ-bit data. tγ = τw+γτb.
pi,0 probability that a bit in the bit vector is 0.
Ni,0 # of 0s in the bit vector corresponding to category Ci.

ˆni,j estimate for category Ci of the jth frame.

Ak(n̂i)
averaged result of k rounds of estimation for category
Ci. Ak(n̂i) = 1

k

∑k
j=1 ˆni,j

` the parameter of `-sigma method. ` = 0, 1, 2, or 3.

an estimation idea. The novelty of this paper lies in proposing single-one machester coding

to parallelize the estimation processes of multiple tag categories. The frame size should be no

more than 512 in practice [177, 178] (the detailed reasons can be found in literature [178]).

A solution used in [177] is to initialize a long frame with length of f , but terminate the

frame after the first f ′ slots. Let ni represent the number of tags in category Ci. Let f

represent the number of slots that the reader broadcasts at the start of the frame. We call f

the broadcast frame size. Let pi,0 represent the probability that any bit in the bit vector of

category Ci is 0. Formally, for large values of f , the probability pi,0 is given by the following

equation.

pi,0 =

(
1− 1

f

)ni
≈ e
−ni
f (3.1)

In the above equation, such an approximation is usually made in previous literature [119, 177].
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Let the reader terminate the frame after executing f ′ slots, where f ′ ≤ f . We call f ′

the executed frame size. Let Ni,0 be the random variable for number of 0s observed in the

first f ′ bits of the bit vector of category Ci. As the probability for any bit to be 0 is pi,0,

the random variable Ni,0 follows binomial distribution Binom(f ′, pi,0). Thus, the expected

value of Ni,0 is given by the following equation.

E(Ni,0) = f ′ · pi,0 = f ′e
−ni
f (3.2)

Solving Eq. (3.2) for ni, we get the following equation.

ni = −f ln

{
E(Ni,0)

f ′

}
(3.3)

This equation shows that for fixed given values of f and f ′, ni is a monotonically decreasing

function of E(Ni,0). Thus, we can estimate the value of ni by substituting E(Ni,0) in the

equation above by the observed value of Ni,0 from the logical frame of category Ci. Recall that

Ni,0 represents the number of 0s observed from the bit vector of category Ci. Substituting

Ni,0 for E(Ni,0) in Eq. (3.3), we get the estimator n̂i of ni as follows.

n̂i = −f ln

{
Ni,0
f ′

}
(3.4)

3.3.3 Variance of SEM

The following lemma calculates the variance in the estimator derived in Eq. (3.4).

Lemma 1. Let f and f ′ be the broadcast and executed frame sizes, respectively, and ni

be the number of tags in category Ci. The variance in the estimate n̂i of ni is given by the

following equation.
V ar(n̂i) =

f2

f ′

(
e
ni
f − 1

)
(3.5)

Proof. According to Eq. (3.4), n̂i is a function of the random variable Ni,0. Thus, we express

n̂i as φ(Ni,0). The Taylor’s series expansion of φ(Ni,0) around E(Ni,0) is given by the

following equation.

n̂i = φ(Ni,0) = φ(η) +
∂φ

∂Ni,0
(Ni,0 − η),
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where ∂φ
∂Ni,0

is the first-order derivative. Taking the expectation of both sides of the equation

above, we have:

E[n̂i] = E[φ(η)] +
∂φ

∂Ni,0
E[(Ni,0 − η)] = φ(η)

The variance of n̂i can now be calculated using the following expression.

V ar(n̂i) = E[n̂i − E(n̂i)]
2 =

[
∂φ

∂Ni,0

]2
V ar(Ni,0) (3.6)

As required by the equation above, we next calculate the first-order derivative ∂φ
∂Ni,0

|Ni,0=η

and the variance V ar(Ni,0).
∂φ

∂Ni,0
= −f × f ′

Ni,0
× 1

f ′

Replacing Ni,0 by η = E(Ni,0) = f ′e
−ni
f in the equation above, we get:

∂φ

∂Ni,0
|Ni,0=η = − f

f ′
e
ni
f

As Ni,0 ∼ Binom(f ′, pi,0), the variance V ar(Ni,0) is given by the following equation.

V ar(Ni,0) = f ′pi,0(1− pi,0) = f ′e
−ni
f

(
1− e

−ni
f

)
(3.7)

Substituting the expressions of ∂φ
∂Ni,0

|Ni,0=η and V ar(Ni,0) into Eq. (3.6), we get the variance

of n̂i as given in Eq. (3.5) in the lemma statement.

3.4 SEM: Parameter Optimization

In this section, we will derive equations that the controller uses at the start of ith frame

to calculate the optimal values of frame size f and f ′ and number of frames k to minimize

the execution time of SEM while ensuring that its actual confidence interval is less than

the required confidence interval. Recall from Section 3.3.1 that SEM executes k frames to

estimate the number of tags in each category. Next, we first derive the expression to calculate

the value of k, which ensures that SEM achieves the required reliability. After that, we derive

expressions to calculate broadcast frame size f and executed frame size f ′, which ensure that

the execution time of SEM is the minimum.
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3.4.1 Number of Frames k

Let ˆni,j represent the estimate of the number of tags in category Ci obtained from the jth

frame. Let Ak(n̂i) represent the average of the k estimates obtained from the k frames, i.e.,

Ak(n̂i) = 1
k

∑k
j=1 ˆni,j . In what follows, Theorem 1 calculates the value of k which ensures

that the average estimate satisfies the required reliability.

Theorem 1. Given required confidence interval α, required reliability β, broadcast frame size

f , and executed frame size f ′, the average estimate Aki(n̂i) of the number of tags in category

Ci satisfies the requirement P{|Aki(n̂i)− ni| ≤ niα} ≥ β when the average is obtained from

ki frames, where ki satisfies the following equation.

ki ≥
(
fZβ
αni

)2
enif − 1

f ′

 (3.8)

Proof. As SEM uses different seeds for each frame, the ki frames are independent of each

other. According to the central limit theorem,
Aki

(n̂i)−E[Aki
(n̂i)]√

V ar[Aki
(n̂i)]

is a random variable that

follows the standard normal distribution. Let us represent this random variable by ℵ. As ℵ

follows a standard normal distribution, for any required reliability β, there exists a number

Zβ such that

P (−Zβ ≤ ℵ ≤ Zβ) = β (3.9)

The requirement P{|Aki(n̂i)− ni| ≤ niα} ≥ β can be written as below.

P

(1−α)ni−E[Aki
(n̂i)]√

V ar[Aki
(n̂i)]

≤ℵ≤
(1+α)ni−E[Aki

(n̂i)]√
V ar[Aki

(n̂i)]

 ≥ β (3.10)

Comparing Eqs. (3.9) and (3.10), SEM will achieve the required reliability when the following

conditions hold. 

(1− α)ni − E[Aki(n̂i)]√
V ar[Aki(n̂i)]

≤ −Zβ

(1 + α)ni − E[Aki(n̂i)]√
V ar[Aki(n̂i)]

≥ Zβ ,

(3.11)
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Next we calculate the expectation and variance of Aki(n̂i).

E[Aki(n̂i)] =
1

ki

ki∑
j=1

E( ˆni,j) = ni

V ar[Aki(n̂i)] =
1

k2i

ki∑
j=1

f2

f ′
(e
ni
f −1) =

f2

kif ′
(e
ni
f −1) (3.12)

Substituting the expressions for E[Aki(n̂i)] and V ar[Aki(n̂i)] into either of the two inequalities

in Eq. (3.11) and rearranging, we get the inequality in Eq. (3.8).

3.4.2 Frame Sizes f and f ′

For the given values of f ′ and f , Theorem 1 calculates the number of frames that SEM must

execute to achieve the required reliability. Next we optimize the values of the executed and

broadcast frame sizes to ensure that the estimation time of SEM is minimized.

Let Ti represent the minimum execution time needed by category Ci, tλ represent the

duration of each slot, and tξ represent the time that the reader takes to transmit the ξ-

bit parameters for frame initialization. Thus, Ti = ki × (tξ + f ′ × tλ) =
(fZβ)

2

f ′(αni)2
(e
ni
f −

1) × (tξ + f ′ × tλ). Let T represent the execution time of SEM for all categories, which

should be equal to the longest execution time among all minimum execution times for the

λ categories. It is easy to see that Ti is a monotonically decreasing function of f ′ because

its first derivative ∂Ti
∂f ′ = −

Z2β

α2n2i
f2(e

ni
f − 1)

tξ

f ′2
is always negative. Therefore, SEM always

sets f ′ to its maximum value. According to C1G2, the executed frame size f ′ should be

no more than 512 due to practical reasons [177]. Meanwhile, executed frame size f ′ should

also be smaller than the broadcast frame size f . Briefly, we set f ′ as min{512, f}. Next, we

will show that Ti is a convex function of ni. To prove convexity, a sufficient and necessary

condition is that the second-order derivative of Ti with respect to ni is always larger than 0.

The following equation calculates the second-order derivative of Ti with respect to ni.

∂2Ti
∂n2i

=
f2Z2

β(tξ+f
′tλ)

f ′α2

[
e

ni
f

(
1

f2n2i
− 4

fn3i
+

6

n4i

)
− 6

n4i

]
(3.13)
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For simplicity, we substitute ( 1
f2n2i

− 4
fn3i

+ 6
n4i

) with Φ. Note that Φ = ( 1
f2n2i

− 4
fn3i

+ 6
n4i

) ≥

2
√

1
f2n2i

× 6
n4i
− 4

fn3i
= 2

√
6−4

fn3i
> 0. Furthermore, using the fourth-order Taylor series

expansion of e
ni
f , we know that e

ni
f > 1 +

ni
f +

n2i
2f2

+
n3i
6f3

+
n4i
24f4

. Then, Eq. (3.13) can be

written as the following inequality.

∂2Ti
∂n2i

>
f2Z2

β(tξ+f
′tλ)

f ′α2

[(
1+

ni
f
+
n2i
2f2

+
n3i
6f3

+
n4i

24f4

)
Φ− 6

n4i

]

Substituting the value of Φ in the inequality above and simplifying, we get ∂
2Ti
∂n2i

>
f2Z2β(tξ+f

′tλ)

f ′α2
( 2
fn3i

+

1
12f4

+
n2i
24f6

) > 0. As this second-order derivative is always greater than 0, Ti is a convex

function of ni. Let Cx and Cy be the categories with the fewest and the most number of tags,

respectively, among all λ categories. Let nx and ny be the number of tags in the categories

Cx and Cy, respectively. By the property of convex function, the maximum value of Ti

lies at one of the two boundary points, i.e., (nx, Tx) or (ny, Ty). Thus, T = max{Tx, Ty}.

Minimizing the overall time T is equivalent to minimizing max{Tx, Ty}. Formally, we need

to solve the following optimization problem to find out the optimal values of f ′ and f to

minimize max{Tx, Ty}.

Minimizing max{Tx, Ty}

s.t. f ′ ∈ [1, 512]

f ′ ≤ f

Cx is the smallest category under estimation

Cy is the largest category under estimation

Ti =
(fZβ)

2

f ′(αni)2

(
e

ni
f − 1

)
×
(
tξ + f ′ × tλ

)
i = x or y

(3.14)

In the optimization problem formulated in Eq. (3.14), the executed frame size f ′ should be

no more than 512 due to practical reasons [177]. It is easy to enumerate each possible value

of f ′ to find the optimal one because of its small value range. However, f has a large value
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range, and the enumeration method is not suitable when optimizing its value. Therefore,

we investigate how to quickly optimize the value of f in the following. We first show that

max{Tx, Ty} is a convex function of f , which means that there is a value of f for which the

execution time of SEM is the minimum. Then, we describe a simple binary search-based

method to determine the optimal value of f . The second-order derivative of Ti with respect

to f is given by the following equation.

∂2Ti
∂f2

=
Z2
β(tξ + f ′tλ)

α2n2i f
′

[
e
ni
f

(
n2i
f2
− 2ni

f
+ 2

)
− 2

]
(3.15)

For simplicity, we substitute
n2i
f2
−2ni

f +2 with Ψ. Note that Ψ =
n2i
f2
−2ni

f +2 = (
ni
f −1)2+1 > 0.

Substituting e
ni
f with its fourth-order Taylor series in Eq. (3.15) and simplifying, we have

the following inequality.

∂2Ti
∂f2

>
Z2
β(tξ+f

′tλ)

α2n2i f
′

(
n3i
3f3

+
n4i
4f4

+
n5i
12f5

+
n6i
24f6

)
> 0 (3.16)

As the second order derivative of Ti, with respect to f , is always greater than 0, Ti is a convex

function of f . Thus, Tx and Ty are both convex functions of f . Consequently, max{Tx, Ty}

is also a convex function of f .

Leveraging this convexity of max{Tx, Ty} with respect to f , SEM uses a fast binary-

searching algorithm to find the optimal value of f . Given a f ′ ≤ 512, SEM first initializes

flow to f ′, and fhigh to 3ny. We have observed through simulations that 3ny is a good upper

bound on the size of broadcast frame. Second, SEM calculates the first-order derivative of

max{Tx, Ty} at
flow+fhigh

2 . If this derivative is less than 0, it updates flow to
flow+fhigh

2 ;

otherwise, it updates fhigh to
flow+fhigh

2 . SEM recursively performs this search until

flow = fhigh, at which point it stops and returns the value of f as f = flow = fhigh.

3.4.3 Dynamic Parameter Adjusting

To calculate the optimal values of system parameters, our proposed methods assume that

SEM already knows the size of each category apriori. However, the category sizes are unknown
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apriori and are actually the quantity we need to estimate. Next, we present how to obtain

rough estimates of category sizes, which are then used to calculate the optimal values of

system parameters.

Before executing the first frame, SEM sets the size of the smallest category to nmin and

the largest category to nmax, where nmin and nmax are the lower and upper bounds on

category sizes, respectively, and are provided by the system administrator. Using nmin and

nmax as inputs, we calculate the broadcast frame size f using the binary search-based method

proposed above. Note that our binary search based method is not sensitive to the rough

values of nmin and nmax because the system parameter values converge to their near optimal

values after only a few frames. After executing κ > 1 frames, we get average estimate Aκ(n̂i)

for each category Ci. This Aκ(n̂i) is used to calculate the number of required frames, and

should be repeated using Eq. (3.8).

3.4.4 Avoiding Premature Termination

As we calculate the number of times the frames are executed (i.e., ki) using the estimated

value Aκ(n̂i), which is not very accurate when κ is small, the value of ki may be smaller

than what it should be. Consequently, SEM may stop after executing fewer frames than it

should have executed causing the estimated size of category Ci do not satisfy the required

reliability. In other words, the estimation process for category Ci is terminated too early,

which we call premature termination. As ki is a monotonically increasing function of ni,

instead of substituting ni with Aκ(n̂i), SEM substitutes ni with Aκ(n̂i) + ` ·
√
V ar[Aκ(n̂i)]

to calculate the value of ki. The variance of Aκ(n̂i) was calculated in Eq. (3.12). According

to the famous three-sigma rule [183], ` = 3 should be large enough. We name this method of

calculating ki as the `-sigma method. Through extensive simulations in Section 3.6, we show

that our `-sigma method is highly effective against premature termination.
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Figure 3.3 Separate estimation vs. simultaneous estimation in a balanced RFID system that
contains two categories C1 and C2 with sizes of 100 and 110 tags respectively.
(α, β) = (5%, 95%). (a) SEM on C1. (b) SEM on C2. (c) SEM on C1 and C2.
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Figure 3.4 Separate estimation vs. simultaneous estimation in an unbalanced RFID system
that contains two categories C1 and C2 with sizes of 100 and 2000 tags respectively.

(α, β) = (5%, 95%). (a) SEM on C1. (b) SEM on C2. (c) SEM on C1 and C2.

3.5 SEM: Adaptive Partitioning

Until now, we have described how SEM executes multiple frames for all categories

simultaneously, and estimates the sizes of the categories. This strategy works well only when

all categories are balanced, i.e., sizes of all categories are similar. When the categories are

unbalanced, i.e., sizes of categories are very different, simultaneously estimating sizes of all

categories adversely affects the performance of SEM. Next, we discuss the two scenarios of

balanced and unbalanced categories, respectively.
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3.5.1 Category Types Analysis

3.5.1.1 Balanced Categories

We first consider an RFID system that consists of two categories C1 and C2 with similar sizes

of 100 and 110 tags, respectively. Fig. 3.3(a) and (b) respectively show the minimal execution

time of SEM when it is separately executed on tags in category C1 and C2. In the figure, the

optimal pair, e.g., (68, 68, 0.8378s), means that the optimal values of both f ′ and f for SEM

are 68, and the corresponding minimum execution time is 0.8378s. Note that the minimum

time SEM takes to solely estimate the number of tags in category C1 is 0.8378s. And the

time for category C2 is 0.8311s. Clearly, the total time of SEM when executed separately

for each category is 1.6689s. In contrast, as shown in Fig. 3.3 (c), the minimum time SEM

takes to simultaneously estimate the number of tags in both categories C1 and C2 is just

0.8826s, which is much smaller than the time SEM takes to estimate the number of tags in

the categories separately. Thus, simultaneous estimation performs much better than separate

estimation method in such a balanced RFID system.

3.5.1.2 Unbalanced Categories

Fig. 3.4(a) and (b) plot the minimum execution times of SEM for two categories C1 and C2

with quite different sizes of 100 and 2000 tags, respectively. The minimum time SEM takes

to estimate the number of tags in categories C1 and C2 separately are 0.8378s and 1.0038s,

resulting in the total time of 1.8416s. In contrast, as shown in Fig. 3.4(c), the minimum

time SEM takes to simultaneously estimate the number of tags in both categories is 2.56s,

which is much larger than the time SEM takes to separately estimate the number of tags

in the categories. This happens because, for the unbalanced categories, it is hard to find a

pair of parameters 〈f, f ′〉 that simultaneously fit categories with large and small sizes. Thus,

separate estimation performs better in the scenario of unbalanced categories.

From the above case studies of balanced and unbalanced categories, we conclude that
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when the category sizes are unbalanced, SEM should first partition categories into groups

such that the sizes of categories in the same group are comparable and then simultaneously

estimate the sizes of categories in individual groups. This will reduce the overall estimation

time of SEM. Next, we describe how SEM partitions categories into groups.

3.5.2 Adaptive Partitioning

At start, SEM assumes that all categories belong to the same group. Without loss of

generality, it assumes that all categories are arranged in a list L1,λ in ascending order, i.e.,

L1,λ = 〈n1, n2, .., nλ〉, and for any i, j ∈ [1, λ], if i < j, we have ni ≤ nj . As aforementioned,

the sizes of the smallest and largest categories in a group, i.e., n1 and nλ in this case,

determine the estimation time of SEM. We represent the minimum time of SEM on a group

that has the smallest category size ni and the largest category size nj by Ti,j . Recall that

the estimation time of SEM is minimum when the values of n, f ′, and f are calculated as

described in Section 3.4.

SEM partitions the group represented by list Lx,y = 〈nx, .., ny〉 into two groups represented

by lists Lx,s = 〈nx, .., ns〉 and Ls+1,y = 〈ns+1, .., ny〉, where the value of s should satisfy the

following two conditions.

1. Tx,s + Ts+1,y ≤ Tx,y

2. ∀z ∈ [x, y − 1], Tx,s + Ts+1,y ≤ Tx,z + Tz+1,y

SEM recursively applies this partitioning method on groups starting with x = 1 and y = λ

and continues until for a given group represented by list Lx,y, there is no s ∈ [x, y − 1]

that satisfies the first condition. Fig. 3.5 shows an example where SEM partitions a large

unbalanced group represented by the list 〈n1, n2, n3, n4, n5, n6〉 into several small balanced

groups represented by the lists 〈n1, n2〉, 〈n3, n4〉, and 〈n5, n6〉. Note that, in Fig. 3.5, Tx,x

(e.g., T1,1) means the minimum estimation time of SEM on a group that contains just one

category Cx (e.g., C1). After obtaining the small balanced groups, SEM takes one balanced

group at a time and estimates the sizes of categories in that group simultaneously.
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Figure 3.5 Example of Adaptive Partitioning (AP): an initial unbalanced group is partitioned
into 3 balanced groups.

Just like in the calculation of optimal system parameters, adaptive partitioning also needs

the size of each category apriori. At the very beginning, we do not know the number of tags

in each category at all. Hence, for the first round of SEM, we let all the categories be in the

same group. After the first round of estimation, SEM uses the method proposed in Section

3.4.3 to obtain the rough estimates of category sizes to guide the group partitioning process,

and to find the optimum values of broadcast frame size f and executed frame size f ′ for

each group. If for any category, the estimate Aκ(n̂i) achieves the required reliability after κ

frames, SEM removes category Ci from the list L1,λ. Before executing each frame, SEM first

updates the list L1,λ by removing the categories for which the required reliability has been

achieved, and then partitions them into groups. The estimation process terminates when

all categories achieve the required reliability. What we should clarify is that the proposed

Adaptive Partitioning method is a heuristic algorithm, and does not ensure to return the

optimal grouping result.
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3.5.3 Discussion about SEM

3.5.3.1 Multi-reader Estimation

Due to the limited communication range, a single RFID reader cannot cover a large area.

Thus, multiple RFID readers are frequently deployed. SEM uses one of the many existing

reader-scheduling protocols [211] to schedule which reader transmits and receives at what

time. All readers always send the same commands and relay the data they receive to a

back-end server. Thus, these readers essentially work like a logical big reader. SEM works

seamlessly in single as well as multi-reader environments.

3.5.3.2 Bit Synchronization

Katabi et al. reported in [197] that the synchronization offset for commercial RFID tags

is normally no more than 1us. Recall that transmitting each bit from a tag to a reader

requires 18.8us. Hence, the 1us offset is only about 5.3% of a bit duration. In other words,

the signal offset does not have much negative impact on SEM. Hence, like many top level

RFID literature [225, 91], we also assume that the signals of each tag is well synchronized on

bit level.

3.6 Performance Evaluation

In this section, we conduct extensive simulations on a large scale multi-category RFID

system to evaluate the performance of SEM. We evaluate SEM in a variety of scenarios

both with and without adaptive partitioning. We implemented SEM and 5 existing state-

of-the-art RFID cardinality estimation schemes, namely Maximum Likelihood Estimator

(MLE) [101], Enhanced Zero Based estimator (EZB) [89], Unified Probabilistic Estimator

(UPE) [88], Average Run-based Tag estimation (ART) [177], and Ensemble Sampling (ES)

[207]. Following the simulation strategy used by these state-of-the-art cardinality estimation

schemes, we assume that the communication channel is error-free and a single reader covers
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Figure 3.6 Comparing SEM+AP with SEM for balanced category sizes. Each category has
the same size of 5000 tags.
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Figure 3.7 Comparing SEM+AP with SEM for unbalanced category sizes. The cardinalities
of 10 categories are exponentially distributed.
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Figure 3.8 Comparing SEM+AP with SEM for unbalanced category sizes. The cardinalities
of 10 categories are linearly distributed.

all tags. Recall that the execution of SEM in multi-reader scenario is same as that in the

single reader scenario.

3.6.1 Evaluation Metrics

We evaluate SEM on two important metrics: (1) actual reliability, which is the percentage

of times the relative errors in the estimates calculated by SEM are less than α, and (2)

execution time, which is the time SEM takes to estimate the cardinalities of all tags in each

category. We run each simulation 1000 times and use the results from these 1000 simulations

to calculate the values of the performance metrics. Before evaluating these metrics, we first

evaluate the effectiveness of our adaptive partitioning strategy. In the rest of this section,
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we use SEM+AP to denote SEM with adaptive partitioning and simply SEM to denote it

without partitioning.

3.6.2 Adaptive Partitioning

To evaluate the improvement in execution time due to adaptive partitioning, we simulate an

RFID system containing a tag population with 10 categories. We conduct simulations for two

accuracy requirements, i.e., α = 5%, β = 95% and α = 3%, β = 97% and two settings of `,

i.e., ` = 0 and ` = 1. We conduct simulations for both balanced and unbalanced categories.

3.6.2.1 Balanced Categories

In this case, each category has the cardinality of 5000 tags, as shown in Figure 3.6(a). Figures

3.6(b) through 3.6(e) show the execution times of both SEM+AP and SEM for the two

accuracy requirements and the two settings of ` from 1000 independent runs of simulations.

We observe from these figures that the execution time of SEM+AP and SEM are almost

the same. This is because the frame size calculated by SEM is appropriate for all categories.

This means that there is no need to partition the list L1,10 into multiple groups. In fact,

when SEM applies the adaptive partitioning algorithm on these 10 categories, the categories

are not divided into multiple groups; rather, they are returned in a single group only.

3.6.2.2 Unbalanced Categories

In this case, the category sizes vary from 1000 tags to 50000 tags. We pick the category

sizes from two different distributions: exponential distribution as shown in Figure 3.7(a)

and linear distribution as shown in Figure 3.8(a). Figures 3.7(b) through 3.7(e) and 3.8(b)

through 3.8(e) show the execution times of both SEM+AP and SEM for the two accuracy

requirements and the two settings of ` from 1000 independent runs of simulations. We observe

from these figures that the execution time of SEM+AP is 50% smaller than the execution time

of SEM. For example, the execution times of SEM+AP and SEM with ` = 0, α = 5%, and
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β = 95% are approximately 3.2s and 6.3s, respectively. We make similar observations about

SEM+AP and SEM for other settings of `, α, and β when the categories are unbalanced.

The underlying reason is that SEM+AP first adaptively partitions an unbalanced group into

multiple balanced groups and then finds proper broadcast frame sizes for each group, which

significantly reduces the execution time.

3.6.3 Actual Reliability

Recall that actual reliability is the percentage of times the estimates for any category Ci

lie in the range [(1− α)ni, (1 + α)ni], where ni is the actual cardinality of category Ci. We

independently repeat each simulation scenario 1000 times and calculate the actual reliability

from those 1000 estimation results. Figure 3.9 plots the actual reliability of SEM+AP in a

balanced RFID system for the two accuracy requirements and the two settings of ` when the

cardinalities of the categories are those shown in Figure 3.6(a). We observe from these two

figures that the actual reliability achieved by SEM+AP for each category is higher than the

required reliability β.

Figures 3.10 and 3.11 plot the actual reliability of SEM+AP in the unbalanced RFID

system for the two accuracy requirements and the two settings of ` when the cardinalities of

the categories are those shown in Figures 3.7(a) and Figures 3.8(a), respectively. We observe

from these figures that SEM+AP with ` = 0 sometimes does not satisfy the required reliability.

This happens due to the premature termination, discussed in Section 3.4.4. However, with

` = 1, the actual reliability of SEM+AP is always higher than the required reliability β in

all scenarios. This further shows that our `-sigma method with ` = 1 is very effective in

alleviating premature termination.

3.6.4 Execution Time

We evaluate the execution time of SEM+AP and present its side-by-side comparison with

the execution times of five existing estimation protocols, namely MLE, EZB, UPE, ART,
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Figure 3.9 Actual reliability of SEM+AP for balanced categories.
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Figure 3.10 Actual reliability of SEM+AP for unbalanced (exponential) categories.
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Figure 3.11 Actual reliability of SEM+AP for unbalanced (linear) categories.
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and ES. We use these existing estimation protocols to separately estimate the cardinality of

each category one by one, except for ES that simultaneously estimates the cardinalities of

the top-k largest categories. We set K in ES equal to the total number of categories. We

change the number of categories in tag populations from 1 to 20 and pick category sizes from

two distributions: a non-uniform distribution to generate balanced categories and a uniform

distribution to generate unbalanced categories. Next we present the execution time of SEM

and existing protocols for the balanced and unbalanced categories.

3.6.4.1 Balanced Categories

In this case, for each value of number of categories, we pick the sizes of categories from the

distribution shown in Figure 3.12(a). For example, the probability corresponding to 10000

tags is 0.25, which means that an arbitrary category has a 25% likelihood of being assigned a

cardinality of 10000 when simulating the RFID system. Since the cardinalities with non-zero

probabilities are within a relatively small range ([8000, 12000]), all categories will have similar

cardinalities, resulting in a balanced categories scenario. Figure 3.12(b) plots the normalized

average execution times of SEM+AP and existing protocols. Normalized execution time is

calculated by dividing the execution time with the number of categories. We observe from

this figure that SEM+AP is the only protocol whose average execution time per category

decreases as the number of categories increases. Furthermore, SEM+AP is significantly faster

compared with the prior estimation protocols. For example, with 20 categories, the average

time per category of the fastest existing protocol, i.e., ART, is about 0.7 seconds, whereas

that of our SEM+AP is just about 0.10 seconds, which is nearly 7 times faster than ART.
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Figure 3.13 Execution time of SEM+AP (` = 1) and prior protocols for unbalanced
categories. α = 5%, β = 95%.

3.6.4.2 Unbalanced Categories

In this case, for each value of number of categories, we pick the sizes of categories from the

distribution shown in Figure 3.13(a). Since the cardinalities with non-zero probabilities are

in a relatively wide range ([1000, 20000]), different categories will have different cardinalities,

resulting in an unbalanced categories scenario. Figure 3.12(b) plots the normalized average

execution times of SEM+AP and existing protocols. We make two important observations.

First, the average execution time of the existing protocols is almost the same as that
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in the scenario of balanced categories. This is because the execution times of existing

protocols only depend on the required accuracy and are independent of tag population sizes

[177, 101, 89, 88, 51]. Thus, as long as the number of categories does not change, the execution

time of the existing protocols does not change. Second, our SEM+AP protocol is persistently

several times faster than all prior protocols for unbalanced categories as long as the number

of categories is greater than 2.

3.7 Conclusion

In this paper, we make the following three key contributions. First, we formally defined the

practically important problem of multi-category RFID estimation and proposed an Single-one

Manchester coding-based approach called SEM. Our SEM approach could decode multiple

bit vectors from a single physical frame, thereby achieving simultaneous estimation over

multiple categories. Second, we propose the optimization technique of adaptive partitioning

called AP to address the issue that category sizes may have large variances. The key idea

is to group categories of similar sizes together and execute our SEM approach for each

group separately. Third, we conducted extensive simulations to evaluate the proposed

approaches. The simulation results show that our optimized SEM+AP approach can satisfy

the predefined estimation accuracy while significantly outperforming all prior schemes, in

terms of execution time. Moreover, we find that our SEM is the only approach whose

normalized estimation time decreases as the number of categories increases. Many excellent

estimation protocols dedicated to single-set estimation can be built on our SEM+AP to

achieve fast and simultaneous estimation in multi-category RFID systems.
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CHAPTER 4

FUTURE WORK

In this section, I provide an overview of the planned future work.

4.1 Missing Tag Detection and Identification

After briefly explain of my RFID work there is another question come out. Even RTSP

can detect and identify some specific tags we want to know but RTSP cannot tell anything

more than the ID of tag. Since previously we haven’t make any change of the entire RFID

systems which means we can not do some operations. However, as the RFID tags are designed

to be more powerful we can do more work about that.

4.2 Motivation and Problem Statement

RFID systems with active tags are widely used in various application, such as indoor

localization, object tracking , work-in-process tracking, supply chain management [143], [141],

[142] etc. A typical RFID system consists of three elements: a large number of tags, RFID

readers and a back-end data server. RFID tags are labeled in designated objects where each

tag has a small size of memory to store its unique ID and some other information (e.g.,

product price, expiry date, personal information, etc). A reader has a dedicated power source

with significant computing power. It transmits a command to query a set of tags, and the tags

respond over a shared wireless medium. A data server which stores all tags information such

as tag ID, brands or values of tagged items will do some computing based on the information

from reader.

An interesting application of RFID is to detect and identify missing items in a large

storage [126]. Consider a warehouse that stores a large number of commercial products. Some

of the items might be expensive and some of the items might be inexpensive. Now assume

a scenario where some of the items are stolen from the warehouse. In such situations, it is
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important to not only identify the stolen items but also detect these events in timely fashion.

However, most of the existing missing tag detection protocols spend a lot time to detect such

events. These protocols also do not consider the value of the missing items and treat all

the tags as having same value, [99], [181], [216], [61], [151]. However, this is untrue in the

real world, RFID missing tag detection protocol is expected to be unfair. The reason is

that the missing tag event of expensive products should be detected successfully with a high

probability. As in this scenario, managers may want to detect and identify the expensive

tags with a higher accuracy like 99.99%. But for other inexpensive ones, they may just want

to detect with the accuracy above 90%.

This project will address this fundamental problem of achieving unfairness in RFID missing

tag detection while minimizing identification time. Specifically, given a tag population of

known size, with IDs and values of known distribution in the data server, and a required

detection probability β, design a missing tag detection and identification protocol that

minimizes the execution time under the constraint that the accuracy of detecting and

identifying the expensive missing tag event is no less than β. The protocol should be

compliant with the prevalent EPCGlobal Class 1 Generation 2 (C1G2) RFID standard.

4.3 Limitations of Prior Art

To the best of our knowledge, no prior work has been targeted on developing a unfair

RFID missing tag detection protocol that can achieve any required accuracy. Existing RFID

missing tag detection protocols mostly focus on minimizing detection time and energy [126],

thus are not suitable to the real world because in these protocols, all non-singleton tag has

to transmit equal number of times on average. In contrast, our objective is to minimize the

detection time with total value of missing items constraint.

There are two types of missing tag detection and identification protocols: probabilistic

[126], [186], [123] and deterministic [112], [99], [181], [216]. The probabilistic protocols are

faster but only report the event that some tags are missing, without pinpointing exactly
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which ones. The deterministic protocols return IDs of all missing tags but are comparatively

slower. Both protocols are have their merits, and they are complementary to each other. For

example, a probabilistic detection protocol should be used to detect a missing tag event and

once detected positive, a deterministic protocol should be invoked to identify all the missing

tags. There are two key limitations of existing protocols. The first limitation is that all

existing protocols don’t consider the value of items attached with tags, which is not a realistic

assumption. Here is an example, suppose in a shopping mall which uses RFID readers to

monitor only expensive merchandize, the reader receive response from tags of inexpensive

merchandize as well. Existing protocols can not handle the presence of inexpensive tags

because they pick up unexpected slot in Aloha frames resulting in unexpected false positive.

The second key limitation of the missing tags detection and identification protocols except

TRP, none of them is compliant with the EPCGloable Class 1 Generation 2 (C1G2) RFID

standard. Most of those protocols require the manufactures to put random bit vectors in tags

that tags use to calculate specialized hash functions. They also require the tags to be able to

receive and interpret "pre-vector" and/or "post-vector" frames to select slots in frames. Such

functionalities are not provisioned in the C1G2 standard. A protocol which is not compliant

with the C1G2 RFID standard will lead to difficulty in deploying RFID system in different

scenarios.

4.4 Solution Directions

For the problem of RFID missing tag detection with different values, there are three

seemingly straightforward solutions based on previous work. The first solution is to execute

a tag collection protocol repeatedly to collect IDs of all tags compare with IDs stored in the

data server to detect and identify the missing tags. This method works; however, the long

execution time is not appropriate for some scenarios. For example, in the airport luggage

check out, we want to detect the missing tags as soon as possible.

The second solution is to first execute missing tag detection protocol on expensive tags
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and then run the protocol on inexpensive tags. This can be achieved by using bloom filter

to deactivate the inexpensive tags when executing the protocol with a higher accuracy

requirement. After that, the inexpensive tags can be activated and expensive tags will not

participate, running the same protocol again with lower accuracy requirement to minimize

the total execution time. This method pays much attention to the expensive tags however

it’s not compliant with C1G2 RFID standard.

The third solution is to run our searching protocol RTSP. Since the data server has

IDs of all tags which are supposed to be in the tag population. After running RTSP, we

will know tags present in the population, therefore, the missing tag can be detected and

identified. However, RTSP only can detect and identify the missing tags. It doesn’t show

any information about the value of items attached with tags.

In this project, we will develop a new protocol based on a sampled method to detect and

identify the expensive tags with a higher accuracy requirement which can be assigned before

the execution.

The missing tag detection and identification problem can be defined as: Given a tag set

X with known IDs, a threshold value λ, a required accuracy α. Let A denote the event that

reader reports a missing tag alert after running our detection protocol. m missing tags with

values {x1, x2, ..., xm} and {x1 ≥ x2 ≥ ... ≥ xm}. Neither m or {xi, i = 1..m} is known. Our

detection protocol should meet the following probability:

P{A|
m∑
i=1

≥ λ} ≥ α

Given a tag set with known tag IDs, a required confidence interval β, a required accuracy

α and a threshold value λ. m missing tags x1, x2, ..., xm are unknown. If the total value

of missing tags are larger or equal to λ, a missing tag detection and identification protocol

outputs ỹ1, ỹ2, ..., ỹk, .., ỹs so that top-k expensive tags can be identified with the probability

greater or equals to α1, α2, ..., αk and the missing tag event can be detected with the probability

P{
∑m
i=1 xi−λ
λ ≤ β} ≥ α.
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In our protocol, before each run, the data server will calculate a hash function to maximize

the number of expensive tags who will respond in the coming frame. Meanwhile, this hash

function will try to minimize the number of inexpensive tags who will participate in the

frame. After the reader broadcast all the parameters, the data server will compare the frame

collected by the reader with the logical frame it computes and deactivate those tags which are

present and identify missing tags through empty slots which are supposed to be nonempty

based on its computation. After several runs, all the missing tags can be detected.
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