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ABSTRACT

Harnessing Low-Pass Filter Defects for Improving Wireless Link Performance:
Measurements and Applications

By

Alireza Ameli Renani

The design trade-offs of transceiver hardware are crucial to the performance of wireless sys-

tems. The effect of such trade-offs on individual analog and digital components are vigorously

studied, but their systemic impacts beyond component-level remain largely unexplored. In

this dissertation, we present an in-depth study to characterize the surprisingly notable sys-

temic impacts of low-pass filter design, which is a small yet indispensable component used

for shaping spectrum and rejecting interference.

Using a bottom-up approach, we examine how signal-level distortions caused by the

trade-offs of low-pass filter design propagate to the upper-layers of wireless communica-

tion, reshaping bit error patterns and degrading link performance of today’s 802.11 systems.

Moreover, we propose a novel unequal error protection algorithm that harnesses low-pass fil-

ter defects for improving wireless LAN throughput, particularly to be used in forward error

correction, channel coding, and applications such as video streaming. Lastly, we conduct

experiments to evaluate the unequal error protection algorithm in video streaming, and we

present substantial enhancements of video quality in mobile environments.
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Chapter 1

Introduction

1.1 Background and Motivation

With the rapid advance of physical layer (PHY) technology, the implementation of

802.11 transceiver hardware is becoming increasingly complex. From 802.11g-2003 [7] to

802.11n-2009 [8], the number of transistors required to implement the transceiver increased

12.5 times in just six years [20] [65], which is 1.56 times faster than the Moore’s rate. This

trend is expected to continue in 802.11ac and the upcoming 802.11ad [9] [10]. To cope with

this trend, a key trade-off in transceiver design is to balance the performance and cost of

hardware implementation. As an example of such trade-offs, implementing a flash analog-

to-digital converter (ADC) of n-bit resolution requires 2n ´ 1 comparators. The better the

precision of conversion, the larger the package size and the higher the power consumption.

Similarly, the gain and stability of a low-noise amplifier (LNA) can be improved by increasing

current density, which is however at the expense of higher current draw [29].

The design trade-offs in transceiver hardware are crucial to the performance of wire-

less systems. However, although the effects of such trade-offs on individual analog and

digital components are well-studied, their systemic impacts beyond component-level remain

largely unexplored. The problem is particularly complex in commercial wireless systems,

where consumers and researchers are not privy to the proprietary design choices, resulting in

1
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Figure 1.1 Normalized bit error frequency for transmission rate 54Mbps.

hardware-related communication and performance issues at upper-layers that are difficult to

diagnose and control [34] [35] [50] [64]. For example, recent work [34] observed that off-the-

shelf 802.11 devices suffer from performance degradation due to a twisted bit error pattern

shown in Fig. 1.1, where bits transmitted at certain positions of a frame experience signifi-

cantly higher error rates. This pattern persists even in over-cable communication, implying

that the cause is rooted in transceiver hardware. Although a number of protocols have been

developed to optimize communication performance based on this pattern [37] [57], the root

cause of such error pattern remains unidentified.

The contents of this chapter were adapted from a published conference paper 1.

1.2 Problem Statement and Goals

In order to precisely understand the performance of today’s wireless systems, we

present an in-depth study to characterize the surprisingly notable systemic impacts of hard-

ware defects caused by component-level design trade-offs. To this end, we take Low-Pass

1“Harnessing hardware defects for improving wireless link performance: Measurements and
applications”. Alireza Ameli Renani, Jun Huang, Guoliang Xing, Abdol-Hossein Esfahanian.

INFOCOM 2017 - IEEE Conference on Computer Communications.
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Filter (LPF) – a small yet indispensable component used for shaping spectrum and rejecting

interference – as an example, and study the impacts of its defects on the performance of

off-the-shelf 802.11 systems. Our contribution is three-fold:

1. Measurement of signal-level distortions caused by LPF defects Signal-level distortions

play a significant role in overall wireless system performance. It is thus crucial to

measure and understand such distortions caused by hardware components like LPF. A

basic trade-off in LPF design is to balance the steepness of frequency roll-off with im-

plementation complexity. A slow roll-off may distort wanted signal components in the

passband, while a steep roll-off requires higher implementation costs. To understand

the effects of such trade-off in commercial wireless systems, we present microscopic

measurements and models to characterize the signal-level distortions caused by LPF

roll-off, and evaluate its significance in practical environments in the presence of mul-

tipath fading and mobility.

2. Characterization of the impacts of LPF defects on link reliability Using a bottom-up

approach, we examine how signal-level defects caused by LPF roll-off propagate to the

upper-layers of wireless communication, reshaping bit error patterns and degrading

link performance. To this end, we build standard-compliant emulation tools on a

software-defined radio to measure and diagnose the impacts of LPF, and quantify the

degradation of link reliability caused by LPF defects.

3. Harnessing LPF defects for mobile video streaming In addition to measuring and mod-

eling the effects of LPF, we propose algorithms that harness LPF defects for improving

mobile video streaming, which entails significant challenge due to fast varying channel

conditions. Our approach is driven by the insight that distortions caused by hard-

3



ware defects are invariant of wireless channel. As a result, although the instantaneous

performance of video streaming is highly dependent on channel condition, hardware

defects typically result in error patterns that are stable and predictable on mobile

links, after the distortion introduced by wireless channel is averaged out after a short-

period of movement. Based on this observation, we design an unequal error protection

(UEP) algorithm that reorders video frame bytes based on the error pattern caused

by LPF defects, which substantially enhances video streaming performance in mobile

environments.

4



Chapter 2

Related Work

2.1 Cross-Layer Design

Numerous cross-layer protocols have been developed for various wireless networks.

Channel information is used in [55] to provide unequal error protection for upper-layer traf-

fic flows. The fact that decoded erroneous symbols are still a good “approximation” of the

original transmitted symbol is the foundation in designing a UEP algorithm. [23] leverages

CSI to recover partially corrupted FEC groups and facilitate FEC decoding. EffSNR [23], Ac-

cuRate [56] and SoftRate [59] exploit various PHY hints to facilitate rate adaptation. These

cross-layer designs exploit PHY information at the link layer or above to improve wireless

performance. TiM [60] or time-line modulation, adds time dimension into amplitude-phase

scheme for a three-dimensional modulation scheme to fill the gap of not having a one-to-one

mapping from channel conditions to modulation schemes.

2.2 Error Estimation and Recovery

Maranello [36] and PPR [40] reduce unnecessary retransmissions by only retrans-

mitting bit blocks that contain errors. ZipTx [45] sends parity bits to correct bit errors.

SOFT [62] allows multiple receivers to cooperatively repair corrupted packets. Bit error rate

5



estimation is central to various wireless protocols. Previous solutions either use error esti-

mation codes (EEC) [28], or PHY hints for bit error rate (BER) estimation. However, EEC

requires transmitter cooperation for code embedding, while soft-values are not available on

many production wireless NICs. Han et al. [34][35] identified the bit error pattern using

experimental results and hypothesize their cause for upper-layer applications.

2.3 Video Streaming

There is a large body of work on video coding and video streaming to increase the

throughput, quality and performance of the video streaming. SoftCast [39] broadcasts video

without specifying a data rate and each receiver obtains a video quality depending on its

channel quality. Recitation [44] employs CSI to predict error-prone bit positions and expose

them to upper layers. FlexCast [19] provides a video codec to increase video streaming per-

formance. piStream [63] estimates the bandwidth by monitoring the physical layer resource

allocation and enhances adaptive video streaming over LTE by utilizing an agile video rate

adaptation. A-HDAVT [66] is an adaptive hybrid digital-analog video transmission scheme

that is designed for video streaming in mobile networks. The study combats channel fading

and improves the system performance unlike most previous studies that improve the system

only in unrealistic Gaussian channels.

6



2.4 Vehicular Communication

VANETs are about to be deployed on a large scale, hence recent papers studied

different aspects of it, from modeling and simulations to field studies and physical layer

analysis. Physical layer effects are very hard to model and there is a need to understand the

performance of IEEE802.11p receivers.

Bloessl et al. took the first steps toward an open source 802.11p stack by implement-

ing a complete OFDM transceiver and extending it to a simulation and experimentation

framework for 802.11p [25] [26]. They validated the implementation by testing it using mul-

tiple wifi devices and two 802.11p prototypes, Cohda MK2 and Unex DCMA-86P2. They

further conducted a Field Operational Test (FOT) using a modified 802.11a chipset as the

transmitter and an Software Defined Radio (SDR) as the receiver [24]. They collected traces

in an hour long test over 56 km in city, rural, freeway and highway environments. They

further evaluated different receive algorithms on the collected data. Another SDR imple-

mentation of IEEE 802.11p is presented in [47]. The authors focus on power efficiency of the

implementation which is prohibitive in mobile environments.

Field trials for studying DSRC in VANETs can be very expensive specially when the

number of vehicles involved is high. Therefore, many studies used network or physical layer

simulations. The simulators often abstract details of the other layers or even do not consider

them at all, which is problematic. Recent study proposed a solution by integrating IEEE

802.11p physical layer simulator with NS-3 which is a discrete-event network simulator[49].

Bernado et al. modeled and simulated the physical layer of 802.11p and studied the

effect of many factors on the channel estimation performance such as strength of diffuse

components, Line-Of-Sight (LOS) and SNR [22]. Sassi et al. modeled and simulated IEEE
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802.11p PHY and evaluated the OFDM transmission performance by studying the affect of

various parameters on Bit Error Rate (BER) versus SNR[54].

Qualcomm Research [12] has introduced Cellular V2X (C-V2X) technology which is

designed to connect vehicles to vehicles, infrastructure, pedestrians, network and basically

everything (V2X). It can coexist with 802.11p and its trials start in 2017 with commercial

solutions.

IEEE 802.11p specifies four Spectrum Emission Masks (SEMs) which introduces a

challenge for filtering signals in 802.11p to meet the standard. Recent work investigated

multiple techniques and proposed a method to relax the constraints of radio frequency front-

end such that implementation of 802.11p system would be possible by using 802.11a hard-

ware [52].

Experimental measurements and studies of WAVE started long before IEEE 802.11p

was published in 2010. Kukshya et al. conducted various experiments using modified 802.11a

chipsets [43]. They considered line-of-sight scenarios with no vehicle traffic, moderate vehicle

traffic and high vehicle density in parking lot, street and freeway environments. They studied

the effect of SNR on BER and also the effect of distance on SNR of the received packets.

Based on small differences between IEEE 802.11p and other IEEE 802.11 standards,

[58] presents an approximation of 802.11p standard using commercial off-the-shelf 802.11a

hardware and some software adjustments. Using the proposed implementation makes it pos-

sible to use cheap 802.11a hardware compared to rather expensive 802.11p prototypes for

VANET research. It can also turn available WLAN testbeds into valuable VANET research

testbeds. The most important drawback of this work and many other similar implemen-

tations is that not all parameters of 802.11p can be modified on a 802.11a hardware. For

example, they used 20 MHz channels instead of 10 MHz channels, which means parameters

8



such as symbol duration, guard time and subcarrier spacing do not represent a real 802.11p

hardware.

Most of the prior work in this field focus on physical layer information to increase

the communication performance while we study and utilize the hardware defects to create

our state of the art unequal error protection algorithm which can improve communication

performance in any scenario that data is divided into different levels of importance such as

error estimation and recovery, video streaming and vehicular communication.
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Chapter 3

Background

In this chapter we present a brief background on 802.11 architecture, OFDM basics

and Low Pass Filter which are the subjects of our study.

3.1 802.11 Primer

Fig. 3.1 shows the high level architecture of 802.11. The transmitter first scrambles

the original bit-stream and randomizes the data bits. Then the data bits are coded using

convolutional encoding. Orthogonal Frequency Division Multiplexing (OFDM) divides the

20 MHz 802.11g channel bandwidth into 64 312.5 KHz subcarriers. 802.11g uses 4 pilot

subcarriers, 12 null subcarriers and the remaining 48 subcarriers for data. The center or

“DC” subcarrier is not used. Out of the remaining 11 subcarriers, 6 of them are in the

beginning of the channel and 5 of them are at the end. The transmitter interleaves and

maps the coded bits to subcarriers and also modulates them into symbols. The combined

signal of all subcarriers is called OFDM symbol. Each received OFDM symbol undergoes

the reverse operations to recover the original data.

According to Part 11 of IEEE Standard for Wireless LAN MAC and PHY Specifica-

tion, the transmitted spectrum using 20 MHz channel spacing should fall within the spectral

mask described below.

The following items and Fig. 3.2 present the spectral mask that the signal should fall

10



Figure 3.1 802.11 architecture at a high level. Figure illustrates scrambling, coding and
interleaving in the architecture.

within. The units are in dBr which is dB relative to the maximum spectral density of the

signal. The transmitted spectrum should have a 0 dBr bandwidth not exceeding 18 MHz

centered at fc , the channel center. -20 dBr at 11 MHz frequency offset. -28 dBr at 20 MHz

frequency offset. The maximum of 40 dBr and 53 dBm/MHz at 30 MHz frequency offset

and above.

3.2 Low-Pass Filter

Low-pass filter is widely used in wireless systems for reshaping spectrum and rejecting

interference. An ideal low-pass filter passes signals with frequencies lower than a specified

cutoff frequency, and eliminates other signals with higher frequencies. The frequency re-

sponse of the ideal LPF is rectangular, and its impulse response is a Sinc function presented
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Figure 3.2 Transmit spectrum mask for 20MHz transmission [7].

in the Fig. 3.3, whose support region extents to all past and future time. As a result, the

ideal LPF is impossible to realize, because it requires the knowledge of signals in the infinite

future and past.

The practice of designing LPF is to approximate the ideal LPF by truncating and

windowing the infinite impulse response, which results in a transition band that exhibits

a roll-off between the passband and the stopband. A filter is characterized by its cutoff

frequency and rate of frequency roll-off which is expressed in dB/decade or dB/8ve. Signal

attenuation after cutoff frequency depends on the design of the filter, specifically the order

of the filter. Fig. 3.4 illustrates the trade-off in designing LPF. As shown in the figure,

high-order filters have steeper roll-offs, resulting in less distortion of wanted signal in the

passband, which is however at the cost of higher implementation complexity.
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Chapter 4

The Impacts of LPF Defects Under

the Microscope

In this chapter, we present microscopic measurements and models to characterize the

surprisingly notable impacts of LPF design on the performance of today’s 802.11 systems.

Using a bottom-up approach, we demonstrate how signal-level defects induced by LPF roll-

off propagate to the upper layers of wireless communication, reshaping bit error patterns

and degrading link performance.

The contents of this chapter were adapted from a published conference paper 1.

4.1 Signal-Level Characterization

In this section, we characterize the signal-level defects caused by LPF design. Specif-

ically, a basic trade-off in LPF design is to balance the steepness of frequency roll-off with

implementation complexity. As discussed before, a slow roll-off may distort wanted signal

components in pass-band, while a steep roll-off requires higher implementation cost. We

demonstrate the effect of roll-off induced signal distortion in different off-the-shelf chips,

and evaluate its significance in practice in the presence of multi-path fading and mobile

1“Harnessing hardware defects for improving wireless link performance: Measurements and
applications”. Alireza Ameli Renani, Jun Huang, Guoliang Xing, Abdol-Hossein Esfahanian.

INFOCOM 2017 - IEEE Conference on Computer Communications.
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environments.

4.1.1 Methodology

We characterize LPF design by measuring the frequency roll-off in the output signal

of off-the-shelf 802.11 chips. Existing measurement tools have several limitations for this

purpose. General-purpose spectrum analyzers can measure the power spectral density of

received signal, but cannot differentiate between signals of different transmitters. Therefore,

in uncontrolled setups, their measurements can be polluted when the target signal mixes

with noise or interference. The firmwares of a few 802.11 chips can provide channel state

information (CSI) that characterizes signal-level distortions [33]. However, the reported CSI

is subject to the manipulation of CSI calibration algorithms, thus cannot accurately measure

frequency roll-off. The GNURadio/USRP platform [6] can be programmed to analyze raw

802.11 signals, but its results can be distorted by various processings along the receiving

pipeline of the USRP hardware.

To address these limitations, we carefully examine signal distortions introduced by

various analog and digital components of USRP, and then insert a compensation filter to

correct distortions before feeding the signal to the 802.11-compliant receiver. Fig. 4.1 shows

the architecture of the receiver pipeline used in our measurements, which uses a daughter-

bord of SBX. By checking the datasheet of each analog component of SBX, we find that it

introduces ignorable distortion to the 802.11 signal on a 20 MHz channel. For example, the

LPF of SBX operates on a passband of 40 MHz. Thus the effect of its roll-off on the 20 MHz

channel of 802.11 is non-significant.

We find that the major source of distortion inside the receiver is caused by the digital

down converter (DDC) of USRP, where the output of the ADC (100 million samples per
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Figure 4.1 Architecture of the receiver front-end, consisting of a USRP2 and an SBX daugh-
terboard.

second (MS/s)) is down-sampled by a factor of 5 in order to generate a 20 MHz signal. To

suppress the aliasing caused by down-sampling, the DDC incorporates a 4-stage cascaded

integrator-comb (CIC) filter. Its magnitude response is given by

|Hpfq| “ |
sinpπfq

sinpπfR q
|
4
« |

R sinpπfq

πf
|
4 (4.1)

where R is the rate change factor. The magnitude response is poor when R is odd, resulting

in significant distortion to the received 802.11 signal. Fig. 4.2 illustrates the effects of the

CIC filter on the received signals. As shown in the figure, the CIC filter causes a power

degradation as high as 18 dB at the border of the 802.11 20 MHz channel, and results in

a power loss of approximately 12 dB at the right-most and left-most data subcarriers. To

correct this distortion, the magnitude response of the compensation filter must be the inverse

of Eq. (4.1), which can be computed as

|Gpfq| «

ˇ

ˇ

ˇ

ˇ

πf

R sinpπfq

ˇ

ˇ

ˇ

ˇ

4

(4.2)
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Figure 4.2 Magnitude response of CIC filter for the USRP2.

We then compute the filter coefficients by applying an inverse Fourier transform to Eq. (4.2),

and apply the filter on the signal received from USRP to compensate signal loss.

After compensating for the distortion caused by CIC filter, we measure frequency roll-

off using the long preamble of each received packet. Specifically, each long preamble of an

802.11 consists of known symbols of equal power transmitted on all subcarriers. As a result of

frequency roll-off, symbols transmitted on subcarriers close to the channel border may have

lower power. To quantify the power loss caused by roll-off, we first correct the frequency

offset between the transmitter and the USRP, and then normalize power measurements for

each subcarrier by computing the ratio with respect to the maximum power (measured in

dB), which can be expressed as

pi “ 10log10
pi

1
n

řn
k“1 pk

(4.3)

where n is the number of subcarriers and pi is the power of symbol transmitted on subcarrier
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4.1.2 Measuring Frequency Roll-Off

To obtain precise measurements of the frequency roll-off, we first conduct experiments

in a controlled setup where transmitter and receiver are connected using a cable to exclude

the interference and distortion induced by wireless channel. Specifically, the 802.11 chip

is associated with an off-the-shelf access point (AP). The output signal of the 802.11 chip

is split into two ways using an RCA signal splitter. One way of the signal is fed to an

external antenna, which allows the 802.11 chip to communicate with the AP. The other way

is connected with an USRP2 via cable, such that the effect of channel fading is excluded in

our measurement, allowing us to focus on the effect of hardware-induced distortions. A step

attenuator is used to reduce the transmitter power by 10 dB, thus minimizing the risk of

any damage to the USRP2. We have checked the datasheets of the signal splitter and the

step attenuator to make sure they introduce ignorable distortions to signal. Fig. 4.3 shows

the setup of our measurement.

We measure the frequency roll-off induced by LPF in different laptops and access

points. These devices use 802.11n chips manufactured by Broadcom, Qualcomm and Intel,

respectively (three 802.11 chip vendors that share a majority of the global market). The

BCM43xx series is widely used in mobile devices, including Apple MacBooks and iPhones,

while AR92xx chips are widely used in 802.11n access points of major vendors such as D-

Link, Linksys, TP-Link, and Netgear. The Intel 53xx series are popular in laptops, and

are widely used in academic research thanks to its capability of reporting channel state

information [33] [38] [46].

Fig. 4.4 shows the raw and compensated transmitter power spectral densities (PSDs)
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Figure 4.3 Setup of over-cable measurements using an USRP and a 2ˆ2 MIMO AR9285
chip. The AR9285 is connected to an Agilent 8494B attenuator through an RCA DH24SP
2-way signal splitter, and the signal was measured from the main antenna port.

measured using five 802.11 chips, including Atheros’ AR2425 and AR9285, Broadcom’s

BCM4312 and BCM4331, and Intel5300. Roll-off in power spectral density caused by LPF

design is observed in all of the chipsets we studied. We also observe that signal power loss

at the channel border is different across different chips. For example, the AR2425 has a loss

of 2 dB on subcarrier -26, while BCM4312 shows a 4 dB loss on the same subcarrier. Such

difference is probably caused by the different design of LPF across chips. As we expected, the

effect of roll-off can be clearly observed on symbols received at border subcarriers. Moreover,

the CIC filter of USRP’s DDC introduces significant additional distortions, which demon-

strates the necessity of careful compensation. In particular, the power degradation caused
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Figure 4.4 Transmitter power spectral densities of different 802.11 chipsets measured before
and after compensation for CIC roll-off.

by the roll-off of the transmitter’s LPF can be clearly observed even after compensating the

distortion of CIC filter. As an example, Fig. 4.5 compares the power loss on subcarriers -26

and +26 (border subcarriers) with that on subcarriers -1 and +1 (center subcarriers). As

shown in the figure, border subcarriers suffer up to 5 dB additional power loss because of

the roll-off of LPF.

The measurements shown in Fig. 4.4 and Fig. 4.5 only account for the loss caused

by the transmitter’s LPF. In practice, LPF in the receiver may introduce additional degra-

dations, which further distorts the PSD of received signal. Unfortunately, measuring the

distortions caused by the receiver’s LPF is not feasible, so we assume that the receiver’s

LPF roll-off is the same as that of the transmitter. Fig. 4.6 depicts the projected power

loss on subcarrier 26 for different transmitter and receiver pairs. The power loss of border

subcarriers can be as high as 10 dB.

4.1.3 Significance in Practical Environments

We have shown that the distortion caused by LPF roll-off is significant in a controlled

setup where the effect of channel fading is excluded. In the following, we study the effect
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Figure 4.5 Power losses caused by transmitter LPF on border subcarriers (subcarriers -26
and +26) and center subcarriers (subcarriers -1 and +1). Error bars show the minimum and
maximum measurement results.

of LPF roll-off in practical environments in the presence of multipath fading and device

mobility which causes frequency-selective fading and fast channel variation, respectively.

Our experimental setup consists of a client associated with an AP, which use AR2425 and

BCM4331, respectively. Another netbook equipped with Intel5300 is employed to measure

the PSD of signals.

To study the effects of LPF roll-off in the presence of multipath fading, we deploy the

client in a position outside of the AP’s line-of-sight, with a distance about 15 feet between

them. The client and the AP are kept stationary during measurement. Fig. 4.7 shows

the PSD of the AP’s signal measured using the netbook equipped with Intel5300 at three

randomly selected positions inside an office building. As shown in the figure, the PSDs of

received signals differ significantly when measuring at different positions. The deepest fading
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Figure 4.6 Projected power losses on subcarrier 26 for different transmitter and receiver
pairs. The results were computed based on the measurement shown in Fig. 4.5.

ranges from 12 dB to 30 dB, which are observed at different subcarriers. In comparison,

power loss at border subcarriers becomes less significant. Fig. 4.8 illustrates the CDFs of

symbol power measured on channel border (i.e., subcarrier -26 and +26) and channel center

(i.e., subcarrier -1 and +1) during the same experiment. In particular, we observe that the

power losses are similar on border and center subcarriers. The results indicate that in most

cases, the effect of LPF roll-off is overwhelmed by the distortion caused by multipath fading.

To study the effects of LPF roll-off in the presence of device mobility, we conduct

experiments using the same devices, and have the client move at a walking speed of about 3

mph. Fig. 4.9 shows the average PSD of the AP’s signal when the number of measurement

packets increases. The figure shows that, upon receiving 500 packets, the average power

losses on border subcarriers increase to 3 dB and 3.5 dB, respectively, while other subcarriers

experience lower power losses. The result indicates that, the LPF-induced roll-off becomes

significant in the average PSD as the number of received packets increases. This is because

of the fast variation of wireless channel, which cancels the effects of multipath fading in the

average of PSD after a short period of device movement. Fig. 4.10 shows how the average
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Figure 4.7 Transmitter spectral densities measured at three randomly selected static links
within a single office building. The LPF-induced roll-off became insignificant as a result of
the severe distortion caused by multipath fading.

symbol powers converge with time. At the beginning of the measurement, both border

and center subcarriers exhibit similar power losses. After receiving 1500 packets, the effect

of LPF roll-off can be clearly observed, as symbols received on border subcarriers suffer a

higher power loss than that received on center subcarriers. After 3000 packets, the average

power loss on center and border subcarriers converge to lower than 0.5 dB and above 2 dB,

respectively.

4.1.4 Summary

In summary, our signal-level measurements show that:

• In off-the-shelf 802.11 devices, the design trade-off of LPF causes notable signal-level

distortions, where subcarriers close to channel border suffer higher power loss due to

LPF roll-off.

• In the presence of multipath propagation, the effects of frequency-selective fading over-

whelms the impacts of LPF roll-off on static links.

• In mobile environments, the effects of frequency-selective fading can be averaged out

after a short-period of movement, making LPF roll-off the dominant cause of signal
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Figure 4.8 CDFs of power losses measured in the presence of multipath fading. The power
losses at channel center (i.e., subcarrier +1 and -1) and channel border (i.e., subcarrier +26
and -26) are similar, as the effect of LPF roll-off is overwhelmed by multipath fading.

distortion.

4.2 Impacts on Upper Layers

In the following, we study how signal-level distortion caused by LPF roll-off propa-

gates to the bit-level and link layer, reshaping bit error patterns and degrading link reliability.

4.2.1 From Signal-Level to Bit-Level

Modern 802.11 adapters adopt OFDM in PHY, which transmits data on different

subcarriers. To understand how LPF induced signal-level defects propagate to the upper-

layers of wireless communication, Fig. 4.11 gives a simple example and demonstrates how

LPF roll-off affects the data transmitted on different subcarriers. Specifically, when the effect

of LPF roll-off is significant, subcarriers at channel border will experience higher power losses,
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Figure 4.9 The average PSD measured on an 802.11 receiver moving at walking speed.
LPF-induced roll-off becomes increasingly pronounced as the number of received packets
increases. Roll-off is the most significant error source in the average PSD measured using
500 packets.

leading to lower SNRs and higher error rates, which will result in a periodic error pattern

that repeats itself every OFDM symbol.

We note that although other components in the transceiver pipeline of 802.11 may also

affect communication performance, the impact of roll-off induced signal distortion remains

significant at bit-level. Specifically, in 802.11, data bits are first scrambled, channel coded,

and interleaved before transmitting on different subcarriers using OFDM. As we discussed

earlier, LPF roll-off will introduce a periodic error pattern to received coded bits. After

demodulation, coded bits are first de-interleaved, where positions of coded bits are changed

pseudo-randomly. According to 802.11 standard, the interleaving depth equals OFDM sym-

bol size, and the interleaving map remains the same across all OFDM symbols. Therefore,

the effect of interleaving is reshaping rather than eliminating the periodic error pattern of

coded bits. During channel decoding, whether a data bit can be correctly decoded or not

depends on the errors of coded bits. Therefore, errors in the output of channel decoder is
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Figure 4.10 The average of power losses measured at channel border (i.e., subcarrier +26
and -26) and channel center (i.e., subcarrier +1 and -1) as the number of received packets
increases.

determined by the error pattern of coded bits. Finally, the de-scrambler XORs decoded bits

with a pre-defined pseudo-random sequence, which does not affect bit errors. As a result, the

periodic error pattern caused by LPF roll-off will be transformed and observed at bit-level.

In the following, we first conduct measurements to confirm the existence of periodic

bit error pattern, and then examine its relation with LPF design based on simulations with

a standard-compliant software transceiving pipeline.

4.2.2 Measuring Bit Error Patterns

In this section, we conduct experiments to examine the bit error rate to study the

effect of LPF roll-off in bit-level using Commercial Off-The-Shelf (COTS) 802.11 devices.

We modified an ath9k which is a free and open source software (FOSS) wireless driver for

Atheros IEEE 802.11n chipsets to report packets with CRC errors. That makes AR9285
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Figure 4.11 Bits close to the border suffer from in-band signal loss.

report corrupted packets which allows us to use the device as receiver for measuring bit error

patterns. Other devices are employed as transmitters. We set up a Virtual Access Point

(VAP) on the receiver so we can control the transmission power and transmission rate. We

examine the effect of the following factors in the study of bit-level patterns:

• Transmitter Chipset. Our experiment setup consists of four devices equipped with

AR9285, AR2425, AR9001, and Intel5100.

• Transmission Power. We conduct experiments using a wide range of transmission

powers, from minimum to maximum allowed on a chipset.

• Transmission Rate. We repeated the experiments using all the 802.11g rates.

• Distance. We conduct the experiments over a wide range of transmitter to receiver

distances.

• Payload. We use different payloads such as loading all the bytes with 0xff, 0x00, and

also with random values.

27



0 200 400 600 800 1000 1200 1400 1600
Byte Position

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008
B

y
te

 E
rr

o
r 

R
a
te

Figure 4.12 Byte error rates for transmission rate of 54Mbps. The vertical axis represents
the normalized bit error rate and the horizontal axis represents the byte position within the
payload.
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Figure 4.13 Byte error rates for transmission rate of 48Mbps. The vertical axis represents
the normalized bit error rate and the horizontal axis represents the byte position within the
payload.

• Mobility. We conduct the experiments using stationary and mobile transmitter and

receiver.

We observe a periodic bit error pattern when the receiver receives enough errors

in conducting experiments using all the above factors. Fig. 4.12 and Fig. 4.13 plot byte

error rates of 100,000 packets transmitted by AR2425 device over a stationary link with

transmission rates of 54Mbps and 48Mbps respectively. The error rates of 8 bits are averaged

to a byte error rate to decrease the number of data points for plotting the entire payload.

We observe that bits at certain positions experience significantly higher error rates. Similar

bit error patterns are also observed on other devices in all configurations.

In most of the experiments, the rate of the bit errors also increased in proportion to

the position of the bits in the payload. Han et al. referred to this pattern as slope pattern

[34][35]. They concluded that clock drift and changes in channel condition are the main

28



Figure 4.14 The autocorrelation of error rates over bit positions under different transmis-
sion rates. The period of the error pattern equals to the number of bits carried by one
OFDM symbol. The transmission rates are 48Mbps and 54Mbps for left and right figures,
respectively.

reasons of the slope pattern.

We further validate the periodicity of the bit error pattern by computing the au-

tocorrelation of error rates over bit positions. Fig. 4.14 shows the results measured using

transmission rates of 48Mbps and 54Mbps. The peaks are identified at bit positions 192 and

216 respectively, which are equal to the number of bits carried by one OFDM symbol at

48Mbps and54 Mbps transmission rates. Table 4.1 shows the modulation, coding rate and

number of data bits per symbol for all the transmission rates in 802.11g. The results are

consistent with previous measurement study [34] [35], and are accordance with our analysis

discussed in Section 4.2.1, confirming that the cause of the periodic bit error pattern is not

effected by environmental factors and it’s rooted in the transceiver hardware.
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Transmission
Rate(mbps)

Modulation Coded bits
per carrier

Coded Bits
per OFDM
Symbol

Coding Rate Data Bits per
Symbol

6 BPSK 1 48 1/2 24
9 BPSK 1 48 3/4 36
12 QPSK 2 96 1/2 48
18 QPSK 2 96 3/4 72
24 16-QAM 4 192 1/2 96
36 16-QAM 4 192 3/4 144
48 64-QAM 6 288 2/3 192
54 64-QAM 6 288 3/4 216

Table 4.1 802.11g OFDM modulations, coding and data rates [31] [61].

4.2.3 Simulation-Based Diagnosis

We conduct simulation-based diagnosis using a pair of 802.11-compliant software

transceivers. Both transmitter and receiver are interfaced with a digital LPF, and then

connected via an AWGN channel of tunable SNR. To uncover the impacts of LPF roll-off,

we measure bit error patterns and packet error rates using extensive simulations and compare

the results with that measured using COTS 802.11 devices in testbed experiments. We then

tune the order and cut-off frequency of LPFs to diagnose their impacts at bit-level and link

layer.

Fig. 4.17 shows the bit error patterns measured in simulations and experiments at

54 Mbps. Similar results are observed under other settings, which are skipped here due to

space limit. The experiment result shown in Fig. 4.17a is obtained on a WiFi link consisting

of two AR9285 chips. Fig. 4.17b shows simulation result obtained under a SNR of 24 dB,

using a 5-order LPF with a cut-off frequency of 5 subcarriers at each edge of the channel.

The periodic bit error pattern can be clearly observed and is accordance with experiment

result. In comparison, Fig. 4.17c shows simulation results obtained under the same SNR,
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but using a 31-order LPF with a cut-off frequency of only 2 subcarriers. As shown in the

figure, the periodic pattern is completely eliminated. This is because a LPF of higher order

and lower cut-off frequency will result in a sharp transition between passband and stopband,

and effectively reduce the power loss of wanted signal caused by roll-off.

Figs. 4.15 and 4.16 show the effects of cutoff frequency and filter order on the packet

success rate when the SNR is 20dB. As shown in the figures, both cut-off frequency and

filter order have significant impacts on packet loss rate. Low filter order makes the transition

between passband and stopband slower, which results in more signal distortions and packet

loss. In particular, changing the cutoff frequency from 5 subcarriers down to 2 subcarriers

and increasing the filter order from 4 to 10 increases the packet success rate from less than

20% to more than 70%.

The simulation results also imply that LPF roll-off is the root cause of the periodic

bit error pattern observed on COTS 802.11 devices. The result demonstrate the significant

impact of LPF design on link reliability.
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Figure 4.15 Filter simulation results illustrating the effect of cut-off frequency and filter
order on packet success rate.

Figure 4.16 Heat map of filter simulation results illustrating the effect of cut-off frequency
and filter order on packet success rate.
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Figure 4.17 Bit error rates measured using a) WiFi link of two AR9285 chips; b) simulation
of a 6-tap filter with cut-off frequency of 5 subcarriers; c) simulation of a 32-tap filter with
cut-off frequency of 2 subcarriers.
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Chapter 5

Application in Video Streaming

The periodic bit error rate pattern has a high potential to get utilized in applications

which transmit data with different levels of priority. Video streaming and forward error

correction (FEC) are examples of such applications. In this chapter, we evaluate the effect

of utilizing the BER pattern on video streaming performance.

The contents of this chapter were adapted from a published conference paper 1.

5.1 The Unequal Error Protection Algorithm

According to the Cisco Visual Networking Index [1], video traffic will make up 80% of

all consumer Internet traffic by 2019. Mobile video traffic accounted for 55% of total mobile

data traffic in 2015. This traffic will increase by 11-fold by 2020, accounting for 75% of total

mobile data traffic. Unfortunately, the fluctuations caused by the inherent unpredictability

of the wireless medium being used for streaming also causes fluctuations in both the bit error

rates and throughput, resulting in choppy video playback [19].

A large body of work on video coding and streaming has explored various means

to improve the throughput, quality and performance of video streaming [39] [55] [19] [44].

Most of them are designed based on channel measurements and estimations which introduce

1“Harnessing hardware defects for improving wireless link performance: Measurements and
applications”. Alireza Ameli Renani, Jun Huang, Guoliang Xing, Abdol-Hossein Esfahanian. INFOCOM
2017 - IEEE Conference on Computer Communications.
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processing overhead to the system.

In this section we present our state of the art unequal error protection algorithm

which increases the video streaming performance with minimal processing overhead and no

data overhead. Based on our study the processing overhead of our UEP algorithm is less

than the buffering time in the receiver, so it is not noticeable.

5.1.1 Background

Lightweight User Datagram Protocol or UDP-Lite is a protocol that delivers damaged

payloads to upper layers rather than discarding them. UDP-Lite does not drop corrupted

packets if the header does not contain errors. One of the major applications of UDP-Lite

is video streaming for the same reason. Receiving corrupted packets in video streaming are

useful and displaying them to the user is better than discarding them.

The H.264 codec [53] is the most widely used codec for video streaming [13]. We used

H.264 implemented in x264 [14]. The x264 has been used in many video services on the web

such as Youtube, Facebook, Vimeo and Hulu [14] [15]. H.264 includes three major type of

frames: I-frame, P-frame and B-frame. One I-frame and multiple P- and B-frames form a

single Group Of Pictures (GOP). The I-frame is the intra-coded picture and is the key frame

as it contains static image from a given scene. The P-frame is the predicted picture and only

holds changes made from one frame to another (i.e., only moving parts are encoded onto

P-frames). The B-frame is the bi-predictive picture and retains the differences between the

current frame and the two frames that precede and follow it.

Because the I-frame is required to decode all consecutive P- and B-frames within a

given GOP, it is necessarily the most valuable frame, since losing it would mean the loss of the

entire GOP. P-frames are second in line of priority, since B-frames need them for decoding.
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This means B-frames have the lowest priority, as no other frame types are dependent on

them. Based on this observation, we assign different levels of priority to video frame types.

I-frames have the highest priority among the frames, then P-frames and finally B-frames.

5.1.2 Basic Idea

Our basic idea to improve the video streaming quality is to transfer the data with

highest priority in payload byte positions with lowest error rate. Therefore I-frame data

should be positioned into payload bytes that experience the lowest error rates. From the

remaining byte positions, P-frames should take the bytes that experience lowest error rates.

Finally B-frames should take the remaining positions in the payload. Such reordering moves

the errors to less sensitive parts of the data which results in higher quality in the final result.

Based on this idea, we plan to develop our UEP algorithm to increase the quality of the

video streaming without increasing data overhead.

We explain the display order of the frames in MPEG compression by an example.

Assuming GOP = 12 with two B frames between two P frames or between an I frame and

a P frame, the display sequence of a GOP will be:

I, B1, B2, P1, B3, B4, P2, B5, B6, P3, B7, B8 (5.1)

The order of the frames change in standard video streaming and is different from

their display order because of the dependencies between them. The idea is to stream the

frames that are dependent to other frames last as they should get decode last. So the order
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of the frames in the standard data stream will be:

I, P1, B1, B2, P2, B3, B4, P3, B5, B6, I2, B7, B8 (5.2)

In the sequence above, I2 is the I-frame for the next GOP which comes before B7 and B8

because both B-frames are dependent to that I frame.

Our algorithm reorders the above data stream based on priority of the frames. I

frames have the highest priority because all P and B frames need them to decode. Next

are the P frames as they only need the I frames to decode. Finally B frames are the least

important in the GOP as no other frames depend on them. Here is the data stream after

reordering the frames:

I, P1, P2, P3, B1, B2, B3, B4, B5, B6, B7, B8 (5.3)

The above step can be reversed in the receiver to reorder the data back to the original

order so they can get decoded and displayed to the user. The order of the frames becomes 5.2

after reverting the changes made by the transmitter. The rest of the process will be the same

as standard streaming.

5.1.3 Algorithm Design

The goal of our unequal error protection algorithm is to increase the quality of the

video streaming without adding extra data overhead and minimizing the processing overhead.

Given the BER pattern as the input of the algorithm, the output is the mapping of the video

bytes into wireless frames.
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We make two contributions in the design of UEP algorithm:

• Reordering the payload based on byte error rate. UEP algorithm takes all the required

wireless packets into account and sorts the payload bytes based on their error rate

which is known to both transmitter and receiver ahead of time, and moves the highest

priority data bytes into positions that experience the lowest error.

• Video frame based FEC. In wireless communication, errors usually happen in bursts

so instead of using FEC to wireless packets, our UEP algorithm uses FEC on video

frames before reordering. This causes the burst of errors in a wireless packet to get

distributed among different video frames which have different FEC data hence results

in more error correction capability.

The UEP algorithm starts by sorting the payload bytes by their byte error rates which

is known prior to streaming by both transmitter and receiver. Next it reads and decodes all

the frames in a GOP, then it sorts them based on their priority. Each GOP will most likely

get transmitted using more than one wireless packet, so the size ratio of I frame in GOP

should be calculated in order to map the I frame data in that ratio of each packet payload.

The same goes for P and B frames. Next, the UEP algorithm maps the highest priority

bytes (I-frame bytes first) to the payload bytes with lowest error rates across all the wireless

packets.

Fig. 5.1 presents the original video frame positions in wireless packets. In this exam-

ple, the GOP consists of one I frame, one P frame and two B frames and the GOP requires

five wireless packets to transmit all the video frames. Fig. 5.2 presents the how UEP algo-

rithm orders the same GOP using the same number of wireless packets based on their priority

to protect them against periodic errors. Fig. 5.3 illustrates the mapping of higher priority
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Figure 5.1 Standard video streaming is used to transmit a GOP with one I-frame, one
P-frame and two B-frames using five wireless packets.
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Figure 5.2 UEP algorithm is used to transmit a GOP with one I-frame, one P-frame and
two B-frames using five wireless packets.

data to payload positions with lower error rates in just one wireless packet. The receiver

goes through the steps in reverse and outputs the original video frame order illustrated in

Equ.5.2. The pseudocode of the UEP algorithm is described in Algorithm 1.

The UEP algorithm distributes errors in a single wireless packet to multiple video

frames. To maximize the effect of this scheme, we further incorporate a video-frame-based

FEC. In wireless communication, errors usually happen in bursts, so using FEC on video

frames before reordering causes errors to get distributed among different video frames in

the same wireless frame which leads to more error correction. For the purpose of the video

streaming application, we decided to use a popular Reed-Solomon code RS(255,223) for both
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Figure 5.3 UEP algorithm maps higher priority data to bit positions that experience lowest
error rates in a wireless packet.

standard and UEP streamings. RS(255,223) adds 32 parity bytes for each 223 bytes of data

to a sum of 255 byte block and it can recover up to 16 corrupted bytes in each data block.

5.2 Implementation

In this section we present the details of the implementation of the UEP algorithm. We

use trace-driven simulation to evaluate the improvements resulting from our UEP algorithm

compared to standard video streaming. The experiment setup consists of two netbooks with

Atheros AR2425 and AR9285 chipsets. There is no need to modify the firmware in order

to report corrupted frames to the user space, compared to some chipsets like Broadcom

which require a modification to an open source firmware like OpenFWWF [32], to pass

the corrupted frames to user space. Although some drivers require minimal modification.

Simply removing the condition to drop frames containing CRC errors in the ath9k drivers is

sufficient to enable all Atheros chipsets with that driver to support our UEP algorithm. We
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theorize that other drivers that drop frames containing CRC errors would also require similar

modification to support our algorithm, but this would be proven in our future work. It should

be noted that there are other drivers currently available that support our UEP algorithm,

such as the driver used by in [34] [35]. For these experiments, we installed the modified ath9k

wireless driver mentioned in 4.2.2 to have the driver report all packets including corrupted

ones that would fail the CRC, to the user space. We must state that the simple modification

we made in the driver does not affect the generality of our evaluation results, and our UEP

algorithm can deliver the desired improvement as long as the error pattern exists. Although

the UDP-lite protocol was specifically designed for use in cases where receiving corrupted

frames was preferential to dropping them, it is still not fully supported, and lower layers still

discard packets containing CRC errors. However, if firmwares and drivers support UDP-lite

in the future, our UEP algorithm will then be viable for use on all chipsets.

We use ffmpeg multimedia framework [5] to encode, decode, transcode and play the

video files. The ffmpeg command line tool is used for transcoding and the ffmpeg libraries

are used to decode the input files. After executing our UEP algorithm and masking the data

with our traces to simulate streaming, we use the ffmpeg libraries to encode the resulting

video files into yuv formatted videos. We further process the outputs using the VQMT

tool [11], which is a program for objective video quality assessment.

5.3 Evaluation

The primary focus of this section is to compare traditional video streaming to stream-

ing using UEP algorithm. A major advantage of our UEP algorithm is that it can be com-

bined with any physical or MAC layer schemes.
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5.3.1 Setup and Configuration

We use trace-driven simulations to evaluate both traditional video streaming and

UEP streaming. The experiment setup to collect traces consists of an Eee PC with Atheros

AR9285 chipset as the receiver and an Acer aspire with Atheros AR2425 chipset as transmit-

ter. The transmitter has a virtual access point (VAP) setup on it, thus enables us to control

the transmission rate. As discussed in 4, the transmission rate affects the period of the BER

pattern, making it crucial to keep it at a constant rate for our experiments. Using the same

trace for standard and UEP streamings makes the comparison fair in all aspects. We leave

studying the effect of dynamic transmission rate on the video streaming performance for our

future work.

For trace collection, we use the ping command to generate wireless frames with max-

imum payload size of 1464 bytes. We set the protocol to udp-lite as video streaming and

multimedia communication in general is one of the major applications of that protocol. We

collect 10,000 packets in each trace. The payload is set to 0xff for all the bytes of the payload.

According to [34][35] and our analysis in 4, the payload data does not have any effects on

the bit error rate. The major advantage of using 0Xff as payload is that any 0 bit in the

bit stream is an error bit, so a simple XNOR of the payload with video bit stream in the

next step affects the appropriate bit in the video stream simulating the actual transmission.

We apply the same trace to both traditional and UEP video streams and then evaluate the

results.

In all experiments the receiver is mobile and traveling with walking speed within the

15 feet range of the transmitter in a 300 square feet room, representing a mobile device in

an office environment.
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PSNR (dB) MOS

ą 37 5 (Excellent)
31 - 37 4 (Good)
25 - 31 3 (Fair)
20 - 25 2 (Poor)
ă 20 1 (Bad)

Table 5.1 PSNR to MOS conversion [41] [51].

We use the well-known Akiyo video file for these experiments. The file format is mp4

and the video is 10 seconds long. The frame rate is 30fps so the video file has 300 frames in

total. The GOP size of the file is 30.

5.3.2 Baseline and Metric

We utilize PSNR, the most widely used metric, to quantify video quality. PSNR is

purely mathematically defined metric and some literature recommend using metrics that

have similar characteristics of Human Visual System (HVS) [42]. For that reason, we also

use the Structural SIMilarity (SSIM) index to compare the video quality. The last metric

we use is the mean opinion score (MOS) which is the perception of video quality to human

eyes. MOS expresses the video quality in five levels: excellent, good, fair, poor and bad.

Table 5.1 shows the PSNR to MOS conversion.

5.3.3 Results

Fig. 5.4 shows one video frame recorded using traditional video streaming with PSNR

of 12, SSIM of 0.57 and based on Table 5.1 falls into the Bad category in MOS. Fig. 5.5

shows the exact same frame recorded using our UEP streaming in the same experiment. The

measured PSNR is 30, SSIM is 0.93 and it falls into Fair category in MOS. The improvement
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Figure 5.4 A video frame of akiyo.mp4 recorded from standard streaming. Many parts of
the frame are completely corrupted. With PSNR of 12 it falls into the lowest MOS category.

of the quality in UEP streaming is obvious to human eye, but all the metrics validate it as

well. In standard streaming most of the video frame parts are either completely lost or

extremely corrupted, but the UEP algorithm, with minor corruptions, is able to deliver

impressively higher quality video over the same unreliable wireless channel.

Fig. 5.6 plots the PSNR for every frame in the akiyo.mp4 video streamed using both

traditional and UEP streamings. We repeat the experiment 10 times using 10 different traces

and average the PSNRs for each frame. As shown in the figure, the PSNRs range from 20

dB to 70 dB in traditional streaming while UEP keeps the PSNR constantly at or above 70

dB.

Fig. 5.7 presents the histogram of frame qualities for the same experiment. As shown

in the figure, UEP streaming produces fewer frames with bad, poor, fair and good rat-

ings, and 40% more frames with excellent rating compared to traditional streaming. The

video streaming experiment results indicate that our UEP algorithm surpasses the standard
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Figure 5.5 A video frame of akiyo.mp4 recorded from UEP streaming which shows major
improvements in quality of the video. With PSNR of 30, it is in the high range of fair
category in MOS.

streaming by a clear margin without adding extra data overhead.

The average SSIM index of all the video frames in the abovementioned experiment

for standard and UEP video streamings are 0.93 and 0.96, respectively. The UEP algorithm

shows massive improvements in video streaming according to all three metrics we use in this

work.

We discussed the aggregated results which show UEP algorithm is successfully moving

the bit errors to less sensitive parts of the video. We compared the results with standard

streaming by using the same trace for both methods and UEP algorithm achieved extremely

higher quality videos. Next we discuss the individual experiment results and also the effect

of video frame based FEC and its impact on correcting the burst of errors distributed by the

UEP algorithm to different video frames.

Table 5.2 shows the average PSNR and SSIM in all the individual experiments and

also the overall average of the 10 experiments conducted in this section.
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Figure 5.6 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings.

Figures 5.8 to 5.27 plot the PSNR and MOS quality levels for every frame in the

akiyo.mp4 video streamed using both traditional and UEP streamings in the rest of the

experiments.

Fig. 5.8 plots the PSNR for every frame in the akiyo.mp4 video streamed using

both traditional and UEP streamings in experiment number 1. The figure shows that UEP

algorithm is able to deliver all 300 video frames with PSNR of 100 and in contrast traditional

streaming has only 154 video frames with PSNR of 100. As UEP algorithm only relocates the

errors, we can conclude that it is the video frame based FEC that is able to correct the errors

that appeared in almost 50% of the video frames and it corrected all video frames to achieve

PSNR of 100. Fig. 5.9 presents the histogram of frame qualities for the same experiment.

The figure indicates that the UEP is successfully distributing the burst of errors even in poor

video frames and video frame based FEC is able to correct all those errors and deliver 100

46



Figure 5.7 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings.

PSNR for all the video frames. Figures 5.10 and 5.11 present the result of the experiment

number 2 which has a highly corrupted trace. Even in the extreme case scenario which most

of the video frames streamed using standard streaming fall into the bad MOS, the UEP is

able to deliver most of the video frames with fair MOS, which is two level improvement

compared to standard streaming.

Figures 5.12 to 5.15 present the result of the experiment numbers 3 and 4. These two

experiments are the only experiments that standard streaming is delivering slightly higher

quality video frames. The average PSNR of all the frames in experiment 3 is 24 and 21 for

standard and UEP streamings. The values are 23 and 21 for standard and UEP streamings

in experiment 4. This is expected as the goal of the UEP algorithm is to increase the average

performance and does not guarantee higher quality in every situation. In chapter 4 we prove

that the periodic bit error pattern exists in every wireless communication, no matter what
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PSNR SSIM
Experiment UEP STD UEP STD

1 100 64.91 1 0.97
2 27.94 20.22 0.89 0.76
3 26.02 25.6 0.87 0.86
4 25.8 26.72 0.87 0.86
5 100 81.02 1 1
6 100 61.88 1 0.99
7 100 48.4 1 0.99
8 100 79.15 1 0.99
9 100 65.41 1 0.99
10 100 32.79 1 0.95

Average 77.976 50.61 0.963 0.936

Table 5.2 Average PSNR and SSIM of all the experiments.

environmental variables are. We expect anomalies and sometimes they dominate the periodic

bit error pattern, and that explains the weak performance of UEP algorithm in these two

experiments.

Figures 5.16 to 5.27 present the experiments 5-10. The UEP streaming is delivering

all the video frames with PSNR of 100 while the average PSNR of standard streaming reaches

below 32 in experiment 10. This shows a significant improvement of video quality achieved

by combining the state of the art UEP algorithm to distribute the bit errors to different

video frames, with the novel idea of applying FEC on video streaming which corrected all

the bit errors in all the video frames.

We list the FEC code we use in streaming in Chapter 5. It is a popular Reed-Solomon

code RS(255,223) for both standard and UEP streamings. RS(255,223) adds 32 parity bytes

for each 223 bytes of data to a sum of 255 byte block and it can recover up to 16 corrupted

bytes in each data block. We can use more parity bytes to increase the number of bytes

the system can correct. In the future work, we can study different coding schemes and the

effect of changing that threshold on system performance, and possibly use a dynamic FEC
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Figure 5.8 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 1.

to minimize the redundancy and maximize the error correction depending on the number of

errors.
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Figure 5.9 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 1.
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Algorithm 1 Pseudocode of the UEP algorithm.

1: max pkt size = 1500
2: error rates = sort(read error rates())// read and sort BERs
3: gop = read video frames()// read video frames
4: p, b = 0, 0
5: for i “ 0Ñ lenpgopq do
6: if gop[i].type() == ”I” then
7: I frame = gop[i]
8: else if gop[i].type() == ”P” then
9: P frames[p++] = gop[i]
10: else if gop[i].type() == ”B” then
11: B frames[b++] = gop[i]

12: wireless pkts count = len(gop)/max pkt size
13:

14: Ź reorder gop based on frame priority
15: i = 0
16: reordered gop[i++] = I frame
17: for j “ 0Ñ lenpP framesq do
18: reordered gop[i++] = P frames[j]

19: for j “ 0Ñ lenpB framesq do
20: reordered gop[i++] = B frames[j]

21:

22: Ź get bytestream of the data
23: data = get byte stream(reordered gop)
24: k = 0
25: for i “ 0Ñ max pkt size do
26: for j “ 0Ñ wireless pkts count do
27:

28: Ź put data with highest priority to byte position with lowest error rate across all the wireless
packets

29: uep data[error rates[i]][j] = data[k++]

30: for i “ 0Ñ max pkt size do
31: transmit(uep data[:][i]) Ź transmit packet i

51



Figure 5.10 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 2.

Figure 5.11 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 2.
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Figure 5.12 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 3.

Figure 5.13 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 3.
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Figure 5.14 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 4.

Figure 5.15 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 4.
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Figure 5.16 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 5.

Figure 5.17 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 5.
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Figure 5.18 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 6.

Figure 5.19 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 6.
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Figure 5.20 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 7.

Figure 5.21 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 7.
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Figure 5.22 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 8.

Figure 5.23 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 8.
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Figure 5.24 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 9.

Figure 5.25 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 9.
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Figure 5.26 PSNR of all 300 frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 10.

Figure 5.27 MOS of all the frames in akiyo.mp4 streamed using UEP and standard stream-
ings in experiment number 10.
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Effect of retransmission. Thus far, we showed the impressive effect of UEP al-

gorithm in increasing the video streaming performance without considering retransmission.

In this section, we study the effect of packet retransmission on the video quality in both

UEP and traditional streamings. Retransmission makes it possible for both streamings to

retransmit the wireless packet in case of failure. As the UEP algorithm has higher chance of

correcting the errors, this gives the standard streaming an advantage to close the quality gap

and deliver video frames with higher qualities, possibly very close to what UEP algorithm

can achieve. To study the effect of retransmission in video quality, we conduct experiments

with 1, 2 or 3 retransmission possibilities.

Table 5.3 presents the average byte errors in I, P and B frames in all 10 experiments

without considering retransmission. It also presents the total errors observed in both stan-

dard and UEP streamings. The UEP streaming is experiencing approximately 50% fewer

errors than standard streaming which is significantly lower considering all experiments are

conducted over identical traces.

Table 5.4 presents the average byte errors in I, P and B frames in all 10 experiments

by having 3 possible retransmissions for every wireless packet. Each algorithm retransmits

the wireless packet if the packet get delivered corrupted. The table shows much lower errors

in both standard and UEP streamings, and a closer gap in the total errors. UEP algorithm is

experiencing 20% fewer errors than standard streaming which is still significant considering

UEP algorithm shifts errors from sensitive parts of the video to less sensitive parts. As an

example, the total errors in the I frames are 1700 and 502 in standard and UEP streamings,

respectively. This means UEP is experiencing 70% fewer errors in the most sensitive parts

of the video which shows significant improvement in video streaming quality.

61



Frame type STD UEP
I frames 14255.9 5979.5
P frames 18102.8 9346.1
B frames 17260.8 9343.4

Total errors 49619.5 24669

Table 5.3 Average byte errors in I, P and B frames in standard and UEP streamings without
retransmission.

Frame type STD UEP
I frames 1700.8 502.5
P frames 6269.3 3214.3
B frames 4945.7 6505.9

Total errors 12915.8 10222.7

Table 5.4 Average byte errors in I, P and B frames in standard and UEP streamings with
3 retransmissions.
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Chapter 6

Application in Vehicular

Communication

Recent years have witnessed the emergence of vehicular networks deployed for smarter

and safer transportation services, such as vehicle safety communication systems, context-

aware drive tuning, remote diagnosis and network-assisted autonomous driving. These ap-

plications typically impose stringent performance requirements on vehicular networks, in-

cluding low delivery delay, high packet reception ratio and spectrum efficiency. To support

performance-demanding applications in vehicular networks, previous research mainly focuses

on designing communication protocols and architectures that address the fast variation of

the wireless channel [21] [30] [48]. However, the effects of hardware defects have been largely

unexplored, which leads to communication behaviors and performance issues at upper-layers

that are difficult to diagnose and control [38] [34].

6.1 Background

With recent emerging growth in autonomous driving, Wireless Access in Vehicular

Environments (WAVE) is receiving a great interest. There are numerous benefits for WAVE,

but we focus on safety aspect of it in Vehicular Ad hoc Networks (VANETs). WAVE is facing

many challenges mostly due to extremely fast varying channels hence it is crucial that packets
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get delivered successfully specially in emergency scenarios.

There has been a great body of work in simulation and SDR based study of WAVE

which we discussed in Chapter 2. Recent developments of autonomous vehicles are bringing

more attention to Dedicated Short Range Communications (DSRC) in VANETs, opening

a huge market for wireless chipset vendors to make 802.11p chipsets. Recent studies have

focused on using 802.11a chipsets instead of 802.11p chipsets for two main reasons:

1. IEEE 802.11p standard [17] is based on IEEE 802.11a standard [16] with differences

in bandwidth, carrier spacing and symbol length. In 802.11p the channel bandwidth of

10MHz is usually used, with the optional 20MHz mode. The carrier spacing is reduced

by half compared to 802.11a. The symbol length is doubled.

2. There are no 802.11p chipsets in production at the time of writing this dissertation.

There are a few products available, but they are not mass produced and the vendors

do not sell them directly to costumers.

Almost every study that used 802.11a chipsets modified them to make them similar to

802.11p standards. However, these modified chipsets suffer from at least omitting one of the

specifications because of various hardware and software limitations, such as using 20MHz

channel instead of 10MHz channel, or using 2.4GHz band instead of 5.9GHz band of 802.11p

which ranges from 5.850 to 5.925 GHz.

There are a few prototypes for On Board Units (OBUs) and Road Side Units (RSUs)

from vendors such as Cohda Wireless [3], Unex [2] and DENSO [4] which make it possible

to conduct field tests and execute measurement experiments.
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6.2 Harnessing Hardware Defects in Vehicular Com-

munication

IEEE 802.11p standard is based on IEEE 802.11a, so our measurements discussed in

Chapter 4 is applied in 802.11p. Building on our measurements and models we conclude

that our UEP algorithm presented in Chapter 5 can be modified to harness hardware design

tradeoffs and improve DSRC throughput by introducing minimal processing overhead, po-

tentially saving lives in emergency scenarios. FEC can also be employed to reduce the errors

caused by fast varying channels in vehicular environments.

We design an architecture to exploit the systemic impacts of transceiver hardware

defects in vehicular networks. By modeling the systematic impacts of hardware defects, the

system can be employed for directing the tuning of various analog and digital components,

given the system performance requirements imposed by network applications. In addition,

it harnesses hardware defects to improve communication performance, leveraging the fact

that hardware induced error patterns are invariant in despite of the fast channel variation

in vehicular networks.

We describe the architecture of the system next, and then explain the three main

components of the system, hardware defect modeling, harnessing hardware defect at PHY

and exploiting BER pattern at link layer. Finally based on our proposed methodology and

architecture, we explain how one may implement the experiments and evaluate the results.
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Figure 6.1 The architecture of the system.

6.3 Architecture

As shown in Fig. 6.1, our system consists of the following major components. The

hardware defect modeling models the error patterns caused by hardware defect and exposes

them to PHY and link layer components. At PHY, the system leverages the pattern to

improve channel equalization and decoding performance. At the link layer, our system

leverages error patterns for bit error estimation and uses the results to optimize various link

layer protocols, such as data rate adaptation and transmission power control.

6.3.1 Hardware Defect Modeling

Hardware defect modeling component models the error pattern based on communi-

cation theory rather than mathematical modeling. Recent research shows that accurate

per-packet BER estimation has the potential of greatly improving the performance of wire-

less networks [28]. As an example, in autonomous driving systems, sensory data streaming

techniques can tolerate a certain level of errors, where a corrupted packet can be recovered
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using application layer code if the BER of the packet is lower than a threshold. Exposing

the error patterns to PHY and link layer protocols to enable fine-grained performance opti-

mization. Conducting a systematic measurement study is required to gain insights into the

characteristics of vehicular network traffic in different applications and scenarios in 802.11p

DSRC based V2V communications. Based on the results, efficient algorithms can be devel-

oped to model the error pattern.

6.3.2 Harnessing Hardware Defects at PHY

If PHY knows the signal distortions prior to receiving the signal, it can optimize the

channel equalization and decoding algorithms to improve their performance. We tackle two

major challenges at the PHY of vehicular network stack. First, wireless communication in

vehicular networks suffers from noise and interference significantly more than conventional

wireless networks. Second, communication in vehicular networks is subject to the fast fading

of wireless channel. Conventional receiver obtains channel estimation using packet preamble

at the beginning of packet receiving. However, such estimation may be quickly outdated in

vehicular environment due to the fast movements of vehicles, causing substantial bit errors.

The proposed new system addresses the above challenges using novel system designs that

integrate BER model from hardware defect modeling and signal distortion modeling.

6.3.3 Exploiting BER Pattern at Link Layer

The link layer can exploit the BER pattern models to significantly improve the per-

formance of various link layer protocols such as bit rate adaptation, power control, selective

retransmission and hybrid automatic repeat request (ARQ). It can improve quality of service
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while reducing spectrum overhead. Since this component operates at the link layer, it can

be directly implemented on off-the-shelf devices

6.4 Suggested Evaluation Methodology

Based on our proposed architecture, one may evaluate the system with a combined ef-

fort of theoretical analysis, simulation study and real testbed experiments. Publicly available

datasets [27] [18] can be used to evaluate the performance of hardware defect modeling. Real

channel traces can be fed into simulation tools for realistic and extensive simulation study

of the proposed algorithms and protocols. The performance of the system in real wireless

network testbeds can be also evaluated. The BER estimator and link layer protocols can be

implemented and evaluated on commercial off-the-shelf devices. A testbed of laptops and

smartphones may be required to evaluate the impact of the system on link layer throughput

and delay under mobility. One may conduct the following real testbed experiments to study

the systemic effect of hardware defects in vehicular communication.

To obtain precise measurements of the frequency roll-off caused by the OBU, exper-

iments should be conducted in a controlled setup where transmitter and receiver are con-

nected using a cable to exclude the interference and distortion induced by wireless channel.

We presented our controlled experiments we conducted for 802.11g chipsets in Section 4.1.2.

The setup should consist of an 802.11p prototype and a USRP2. Fig. 6.2 shows en

example of such setup which consists of a Cohda MK5 OBU and a USRP2 and an XCVR2450

daughterboard. The Cohda MK5 is connected to the USRP2 through a Mini-Circuits VAT-

20+ SMA fixed attenuator to reduce the transmission power by 20 dB, minimizing the risk

of any damage to the USRP2 or the daughterboard. We have checked the datasheet of such
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Figure 6.2 Setup of over-cable measurements using an USRP2 and Cohda MK5 OBU. The
MK5 is connected to a Mini-Circuits VAT-20+ attenuator, and the signal was measured
from the antenna port 1.

attenuator to make sure it introduces ignorable distortions to signal.

After conducting the experiments in a controlled setup to measure the effect of the

transmitter’s defects on the signal, one should conduct another set of controlled experiments

using two 802.11p prototypes such as Cohda MK5 OBU, to determine the effect of the

receiver’s defects on the signal. The two prototypes should be connected using a cable to

avoid any distortions caused by the wireless channel. An attenuator such as Mini-Circuits

VAT-20+ should be used to reduce the risk of damage to the prototypes. In this set of

experiments the signal passes through both transmitter and receiver, and it gets affected by
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Figure 6.3 Setup of measurements using two MK5 units over a stationary link. The antenna
is MGW-303 which includes two WiFi antennas and a GPS antenna.

the defects of both hardware, without any distortions caused by the wireless channel. By

comparing the results with the other controlled experiment, one can determine the effect

of the receiver’s defects on the signal which is extremely hard to measure and requires

specialized measuring tools and techniques.

Next experiment should be conducted over a static wireless link to measure the effect

of wireless channel on the bit error rate. To connect the two 802.11p prototypes over a

wireless link, one can use MGW-303 antenna which includes two WiFi antennas and a GPS

antenna. This experiment simulates a communication between two vehicles when they are

stationary. Fig. 6.3 shows an example of such setup.
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The final experiments should represent the extreme case scenario which is when two

vehicles are moving and communicating with each other. The same two devices as the last

experiment can be used to study the effect of fast varying channels of vehicular networks on

bit error rates. It is preferred to use an antenna with a magnetic mount such as MGW-303

antenna. It makes it possible to mount it on the roof of the car to minimize the antenna

movement and vibration while driving, minimizing the noise caused by the movement. One

can also collect traces on these experiment to evaluate the UEP algorithm and study its

impact on improving the wireless communication in vehicular networks. We conducted the

the last two experiments on 802.11g chipsets in Section 4.1.3.

71



Chapter 7

Conclusion

We present an in-depth study of the surprising impacts of LPF defects on the per-

formance of today’s 802.11 systems. Based on microscopic measurements and models, we

show that LPF roll-off causes notable signal-level defects in off-the-shelf 802.11 chips, and

illustrate how the defects propagate to the upper-layers of wireless communication, reshaping

bit error patterns and degrading link performance.

Our results show that the impacts of LPF defects are particularly pronouncing on

mobile links, where LPF roll-off becomes the dominant source of error when the effects of

varying channel are averaged out after a short period of movement. Driven by this insight,

we develop a novel unequal error protection algorithm that reorders video frame bytes based

on the error pattern caused by LPF defects, which substantially enhances video streaming

performance in mobile environments. A major advantage of our UEP algorithm is that it

can be combined with any physical or MAC layer schemes. It also has a great potential to

be used in forward error correction, channel coding, and many other applications to bring

about improvements on mobile links.
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