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ABSTRACT

IMPROVING SPECTRUM EFFICIENCY IN HETEROGENEOUS WIRELESS NETWORKS

By

Chin-Jung Liu

Over the past decades, the bandwidth-intensive applications that are previously confined to wired

networks are now migrating to wireless networks. This trend has brought unprecedented high

demand for wireless bandwidth. The wireless traffic is destined to dominate the Internet traffic in

the future, but many of the popular wireless spectrum bands, especially the cellular and ISM bands,

are already congested. On the other hand, some other wireless technologies, such as TV bands,

often do not fully utilize their spectrum. However, the spectrum allocation is tightly regulated by

the authority and adjusting the allocation is extremely difficult. The uneven utilization and the rigid

regulation have led to the proposal of heterogeneous wireless networks, including cognitive radio

networks (CRN) and heterogeneous cellular networks (HetNet). The CRNs that usually operate

on different technologies from the spectrum owner attempt to reuse the idle spectrum (i.e., white

space) from the owner, while HetNets attempt to improve spectrum utilization by smallcells. This

dissertation addresses some of the challenging problems in these heterogeneous wireless networks.

In CRNs, the secondary users (SU) are allowed to access the white spaces opportunistically

as long as the SUs do not interfere with the primary users (PU, i.e., the spectrum owner). The

CRN provides a promising means to improve spectral efficiency, which also introduces a set of

new research challenges. We identify and discuss two problems in CRNs, namely non-contiguous

control channel establishment and k-protected routing protocol design. The first problem deals

with the need from SUs for a channel to transfer control information. Most existing approaches are

channel-hopping (CH) based, which is inapplicable to NC-OFDM.We propose an efficient method

for guaranteed NC-OFDM-based control channel establishment by utilizing short pulses on OFDM

subcarriers. The results show that the time needed for establishing control channel is lower than

that of CH-based approaches. The second problem deals with the interruption to a routing path



in a CRN when a PU becomes active again. Existing reactive approaches that try to seek for

an alternative route after PU returns suffer from potential long delay and possible interruption

if an alternative cannot be found. We propose a k-protected routing protocol that builds routing

paths with preassigned backups that are guaranteed to sustain from k returning PUs without being

interrupted. Our result shows that the k-protected routing paths are never interrupted even when k

PUs return, and have significantly shorter backup activation delays.

HetNets formed by smallcellswith different sizes of coverage andmacrocells have been proposed

to satisfy increased bandwidth demand with the limited and crowded wireless spectrum. Since

the smallcells and macrocells operate on the same frequency, interference becomes a critical issue.

Detecting and mitigating interference are two of the challenges introduced by HetNets. We first

study the interference identification problem. Existing interference identification approaches often

regard more cells as interferers than necessary. We propose to identify interference by analyzing

the received patterns observed by the mobile stations. The result shows that our approach identifies

all true interferers and excludes most non-interfering cells. The second research problem in

HetNets is to provide effective solutions to mitigate the interference. The interference mitigation

approaches in the literature mainly try to avoid interference, such as resource isolation that leads to

significantly fewer resources, or power control that sacrifices signal quality and coverage. Instead

of conservatively avoiding interference, we propose to mitigate the interference by precanceling

the interfering signals from known interferers. With precancellation, the same set of resources can

be shared between cells and thus throughput is improved.

This dissertation addresses several challenges in heterogeneous wireless networks, including

CRNs and HetNets. The proposed non-contiguous control channel protocol and k-protected routing

protocol for CRNs can significantly improve the feasibility of CRNs in future wireless network

applications. The proposed interference identification and interference precancellation approaches

can effectively mitigate the interference and improve the throughput and spectrum utilization in

HetNets. This dissertation aims at breaking the barriers for supporting heterogeneous wireless

networks to improve the utilization of the precious and limited wireless spectrum.
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CHAPTER 1

INTRODUCTION

With the rapid advancement of wireless technologies in the past few decades, the bandwidth-

intensive applications that are previously confined to wired networks are migrating to wireless

networks [81, 91]. These bandwidth-intensive applications have brought unprecedented high

demand for wireless bandwidth. The wireless traffic is destined to dominate the Internet traffic

in the future, but many of the popular wireless spectrum bands, especially the cellular bands and

the industrial, scientific and medical radio bands (ISM bands), are already congested. Various

techniques have been proposed and have pushed the capacity of a spectrum band close to the

theoretical upper bound according to Shannon-Hartley Theorem [106]. Increasing the spectrum

bandwidth is the last resort to improve the capacity. However, the wireless spectrum is a finite and

increasingly precious resource that is carefully regulated by the administrative authority.

The administrative authority partitions the wireless spectrum into various spectrum bands. Each

licensed spectrum band is allocated to a specific usage, such as the cellular bands and TV bands.

In general, there are mainly two spectrum access policies: unlicensed and licensed. The owner

technology of the licensed spectrum band has the exclusive access to the band. Since different

technologies cannot access the same licensed spectrum at the same time in the same area, the

interference is minimized. Contrary to licensed spectrum bands, the access of unlicensed spectrum

bands, such as the ISM bands, is less restrictive. Any device can access the spectrum in a contention

manner. However, the static spectrum allocation does not consider spatial and temporal variations

of spectrum utilization. The unlicensed spectrum bands have become more congested [5] than ever

before, while many of the licensed spectrum bands are severely underutilized. Many measurement

reports [31, 124] have revealed that a significant amount of idle spectrum (i.e., white spaces,

spectrum holes) found in licensed spectrum bands, such as TV bands. The uneven utilization

and the rigid regulation have led to the proposal of heterogeneous wireless networks, including

cognitive radio networks (CRN) and heterogeneous cellular networks (HetNet).
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1.1 Cognitive Radio Networks

In CRNs, the secondary users (SU) that operate on different technologies and protocols from the

primary users (PU, i.e., the spectrumowner), are allowed to access thewhite spaces opportunistically

as long as the SUs do not interfere with the PUs. The dynamic spectrum access (DSA) is proposed to

let unlicensed users exploit the white spaces in the licensed spectrum opportunistically [29, 30, 38].

The DSA is realized by the cognitive radio (CR) technology, where the devices can adjust operating

parameters autonomously. The CRNs provide a promising means to improve spectral efficiency,

which also introduces a set of new research challenges. The fifth generation (5G) cellular networks

also envision DSA as a possible resort for augmenting cellular service [56, 119]. We identify

and discuss two problems in CRNs, namely non-contiguous control channel establishment and

k-protected routing protocol design.

1.1.1 Non-contiguous Control Channel Establishment in CRNs

The first problem we study in this dissertation is finding control channels for CRNs. In any

wireless network, a pair of nodes needs to agree on necessary communication parameters (e.g.,

center frequency, bandwidth) before commencing data communication, so are SUs in CRNs.

The SUs need to perform specific handshaking procedures on a common channel for obtaining

these communication parameters. The process of two or more SUs attempting to meet on a

channel is known as rendezvous. A control channel is needed not only for handshaking but also

for transferring control information for CR and network functionalities (e.g., neighbor discovery,

cooperative channel sensing, routing information.) An always-on control channel between any pair

of SUs is needed for a CRN to function correctly. However, since the PU activities can be highly

dynamic and are hard to predict, preselecting a control channel in the licensed spectrum is difficult

and lacks flexibility. On the other hand, using unlicensed spectrum bands for control purpose not

only deteriorates the congestion in the already crowded unlicensed spectrum bands but also deviates

from the original purpose of the CRNs.
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Most existing approaches are channel-hopping (CH) based, where the SUs hop on predefined

channel hopping-sequences (CH-sequences). However, themain drawback ofCH-based approaches

is that the size of theCH-sequences and the time it takes to find a control channel increases drastically

along with the number of channels. On the other hand, the non-contiguous orthogonal frequency-

division multiplexing (NC-OFDM) control interfaces are no longer limited to access fixed-width

channels only and can aggregate non-contiguous subcarriers for communication. The CH-based

approaches cannot be applied to the NC-OFDM based interfaces because the number of subcarriers

in the spectrum is ten times or even a hundred times to the number of channels.

To this end, we propose an efficient method for guaranteed NC-OFDM-based control channel

(NCCC) establishment by utilizing short pulses on OFDM subcarriers. The results show that the

time needed for establishing control channel is lower than that of CH-based approaches. Moreover,

our approach can establish NCCC even if there is no common channel in the CRN and can

significantly improve the success rate of forming CRNs.

1.1.2 k-Protected Routing Protocol Design

The second problem deals with the interruption to a routing path in the CRNs when the PUs become

active again. In CRNs, the SUs have to ensure that their communications do not interfere with the

PUs. When the PU who owns the spectrum band starts to be active again, the SUs that are currently

using the spectrum band must stop using it as soon as possible. However, stop using the band

might break the routing path between of the SUs and interrupt the ongoing communication session.

The potential interruption is undesirable for quality-of-service (QoS) sensitive applications, such

as audio or video conferencing and multimedia streaming, which motivates us to study the routing

protocol designs in CRNs that build routing paths that will not be interrupted when PUs return to

be active.

Existing reactive approaches that try to seek for an alternative route after PUs become active

suffer from potential long delay and possible interruption if an alternative path cannot be found.

Therefore, we propose the k-protected routing protocol for the CRNs. The k-protected routing
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protocol attempts to find a set of main links with main spectrum resource plus k sets of preassigned

backup spectrum resource and backup paths, that is guaranteed to sustain from k PU returns

without being interrupted. When an application requests communication to another SU, depend

on the characteristic of the application, it requests a different level of protection (different k). Our

result shows that with the preallocated resources, the k-protected routing paths are never interrupted

even when k PU returns, and have significantly shorter backup activation delays.

1.2 Heterogeneous Cellular Networks

On the other hand, we have also witnessed the blistering rate of advances in cellular technology

in recent two decades. Significant amounts of research efforts have been devoted to the fourth

generation (4G) cellular networks, to meet the overwhelming demands for bandwidth. The mobile

operators are constantly buying or bidding spectrum bands to provide higher capacity and to

support more mobile users. However, as aforementioned, the rigid regulation makes the process

both difficult and time-consuming. It is critical to maximizing the efficiency of the limited spectrum

currently available to the mobile operators. It is well known that there is a tradeoff between cellular

station (cells) coverage and capacity [49, 52]. Since it is difficult to acquire more spectrum, network

densification by deploying denser smaller cells (smallcells) in the same geographical area would

significantly improve the capacity of the same amount of spectrum.

Network densification has been an important evolution direction since Long Term Evolution

Advanced (LTEAdvanced) release 10[89]. The smallcells with different sizes of coverage including

microcell, picocells, and femtocells, are deployed with or without the macrocellular station (macro-

cell) coverage and form heterogeneous cellular networks (HetNets). The cells in HetNets operate

on the same licensed spectrum band and use the same technology as macrocellular infrastructures.

Hence no modification to existing user equipment (UE, e.g., mobile phones and tablets) is required.

The smallcells connect to the core cellular network through wired IP-based broadband backhauls

such as cables or the digital subscriber line (DSL). The smallcells are expected to provide seamless

voice coverage and local area networks (LAN) comparable throughput. [7, 20, 35, 89, 111, 129].
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Some researchers’ vision of HetNet also considers augmenting cellular service by including other

wireless technologies such as Wi-Fi [3] and LTE-U [95]. In this dissertation, we focus on HetNets

formed by the smallcells and macrocells with same wireless technology, but with different coverage

size, which is defined similarly as in [35, 51, 111]. In contrast to SUs in CRNs that attempt to

utilize the licensed spectrum bands when the spectrum bands are idle, the smallcells are cooper-

ating with the macrocellular infrastructures to augment the cellular service quality, to improve the

capacity, and to reduce the load of the macrocellular infrastructures. However, since the smallcells

and macrocells operate on the same frequency, interference becomes a critical issue and must be

handled with care. In this dissertation, we study the new challenges in detecting and mitigating

interference introduced by HetNets.

1.2.1 Interference Detection

The first research challenge for HetNets addressed in this dissertation is deciphering the interference

relations. A typical HetNet can compose of several types of smallcells, including femtocells,

picocells, and microcells. The femtocells and picocells aim at improving indoor signal quality

for homes or offices, while microcells are beneficial for enterprise users. However, femtocells

are deployed by end-users in an ad hoc fashion, and several characteristics of femtocells make the

interference identification challenging. In densely populated urban areas, large-scale deployment of

femtocells is expected to be realized in the future, and inter-femtocell interference must be handled

with care. Existing interference identification approaches often regard more cells as interferers

than necessary, such as considering neighboring femtocells with signal strength higher than certain

thresholds as interferers. Misidentified interferers bring unnecessary interference mitigations,

which result in a reduction of throughput to each cell. It is critical to identify true interferers

accurately and to avoid misidentifying non-interfering femtocells as interferers.

We propose a method to improve the interference identification by taking advantage of the avail-

ability of multiple subchannels in an orthogonal frequency-division multiple access (OFDMA) [90]

system. We let each femtocell transmit data using a subset of subchannels in the downlink to the
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mobile stations (MS, e.g., phones and tablets). The different combinations of subchannels are called

patterns in this dissertation. The femtocells transmit with different transmission patterns, which

impact the subchannels the MSs can receive data. The subchannels from which an MS receives

data constitute a received pattern. We propose an efficient algorithm that detects the potential

interfering femtocells and the interference relations in a femtocell network by examining these

patterns intelligently. After the interference relations are detected, isolated (non-overlapping) wire-

less resources are assigned to the femtocells to avoid inter-femtocell interference. The evaluation

results show that our method successfully identifies all real interferers and eliminated most of the

non-interfering femtocells compared with approaches that use received signal strength (RSS). With

improved interference relation, we propose an efficient weighted vertex-coloring based resource

assignment algorithm that allocates resources with better fairness and achieves higher throughput

than existing approaches.

1.2.2 Interference Precancellation

The next research problem in HetNets is to mitigate the interference in HetNets, which means

avoiding interference from happening, dealing with interfering signals, and ensuring the delivery

of signals to the intended receiver. Most existing interference mitigation techniques handled inter-

cell interference by assigning isolated resources to interfering cells [8, 73, 112, 120, 120, 126]

or power control [21, 28, 80]. However, resource isolation leads to significantly fewer resources

and power control sacrifices signal quality and coverage. Both approaches are mainly avoiding the

interference from all potential interferers, which is overly conservative if the exact interferers are

identified and known. In this dissertation, we propose an interference mitigation mechanism that

deals with known exact interferers, called interference precancellation.

In cellular networks, the cellular base stations are connected to the cellular core network through

high speed wired backhauls. The core cellular network disseminates the data for each MS to the

cellular base station (cells, either macrocells or smallcells) via the backhauls. Then, cells send

the data to the MSs via the wireless downlink. Since the data to all cells are originated from the
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core cellular network, the interfered signal and interfering signal are known by the core cellular

network. Therefore, instead of conservatively avoiding interference, we propose a mechanism that

let the core cellular network precancel the interfering signal from the interfered signal before the

interfered signal is sent to the cells. With precancellation, the cells do not need to avoid interference

by conservatively allocating isolated resources or reducing transmission power and sacrificing their

coverages. Instead, the same set of resources can be shared between MSs through interference

precancellation and thus throughput is improved.

1.3 Dissertation Organization

The rest of the dissertation is organized as follows. Chapter 2 discusses the control channel es-

tablishment challenges in CRNs and our NC-OFDM-based control channel (NCCC) establishment

algorithm. We discuss the k-protected routing protocol that deals with the potential interruption

when the PUs become active in Chapter 3. Chapter 4 presents our interference detection and

interferer identification in HetNets using received pattern. We present the interference precancel-

lation that mitigates interference from known interferers in Chapter 5. Finally, we conclude this

dissertation and discuss future research work in Chapter 6.
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CHAPTER 2

EFFICIENT NC-OFDM-BASED CONTROL CHANNEL ESTABLISHMENT
PROTOCOL IN COGNITIVE RADIO NETWORKS

The first problem we study in this dissertation is finding control channels for cognitive radio

networks (CRN). In any wireless communication system, a pair of devices needs to agree on some

necessary communication parameters (e.g., central frequency, bandwidth) before commencing

data communication. Similarly, in CRNs, for two or more SUs to agree on the communication

parameters, the SUs need to perform specific handshaking procedures on a common channel. The

process of two or more SUs attempting to meet on a channel is known as rendezvous. A control

channel is needed not only for handshaking but also for exchanging various control messages for

CR functionalities (e.g., cooperative channel sensing) and network functionalities (e.g., neighbor

discovery, routing information). Therefore, an always-on common control channel (CCC) between

any pair of SUs is needed for aCRnetwork (CRN) to function correctly. PreviousCRN studies either

rely on a dedicated CCC or dynamically find CCCs through channel-hopping based (CH-based)

schemes. These methods, however, have some limitations.

The majority of dynamic CCC studies are CH-based, where the SUs hop on predefined channel

hopping-sequences (CH-sequences). The predefined CH-sequences are designed to have a certain

degree of overlapping. When the SUs that wish to establish communication hop on the same

channel, the SUs perform a handshake. The intentional overlapping of CH-sequences ensures that,

by hopping on the CH-sequences, two SUs are guaranteed to meet on a channel in a finite time.

The time consumption for all SUs in a CRN to rendezvous is called Time-to-Rendezvous (TTR).

The CH-based schemes take different channel availabilities into account and can adapt to the

primary network dynamics. However, the main drawback of CH-based schemes is that the size of

the CH-sequences and the TTR increases drastically along with the number of channels. Even for

the state-of-the-art CH-based algorithm, Enhanced Jump-Stay algorithm (EJS algorithm) [71], the

upper bound of the TTR is as high as O(P2), where P is the smallest prime number that is greater
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than the number of channels.
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Figure 2.1: An NCCC establishment example. Traditional approaches for fixed-width channels
systems cannot find a control channel for this example.

Additionally, traditional approaches require that at least a common channel must be available at

all SUs across the whole network so that the SUs can all utilize the channel as the CCC [71, 114].

However, it is possible that such a channel does not exist and the SUs fail to form an effective

CRN because the SUs are unable to exchange necessary control messages. In contrast to traditional

channel-based wireless transceivers, several spectrum-agile systems [18, 122] propose the use of

the non-contiguous orthogonal frequency division multiplexing (NC-OFDM) technology that is

able to transmit and to receive using spectrum fragments. Utilizing spectrum fragments not only

improves spectral efficiency, but also enables highly flexible spectrum allocation. By using the

NC-OFDM interfaces for control purposes, SUs can operate on multiple spectrum fragments or to

access spectrum that spans across multiple channels, which allows an NC-OFDM-based control

channel (NCCC) to be established.

For a network shown in Figure 2.1, channel 0 is not available to node z, and channel 1 is not

available to node u. Traditional channel-based approaches cannot establish control channel in this

network because a network-wide CCC does not exist. A possible solution to this network is to

let some nodes toggle between the two channels. For example, let node u and v use channel 0 as

9



the control channel and let node y and z use channel 1 as their control channel. Node x needs a

mechanism to switch between channel 0 and 1 so that x can still exchange messages with node v

and y. However, this channel switching mechanism of node x is not easy to implement and requires

a certain amount of coordination and some overhead.

In contrast, the NC-OFDM enables flexible spectrum access, and an NC-OFDM interface

is no longer restricted to access fixed-width channels. A feasible NCCC allocation for SU x

exists by tuning x’s control interface to access half of channel 0 and half of channel 1. A set

of feasible NCCC allocations is found and can be established for the network. However, since

the control interface no longer accesses fixed-width channels, The CH-based approaches cannot

be applied to the establishment of the NCCCs. It is also unrealistic to apply a hopping-based

approach to subcarrier level because the number of subcarriers is significantly larger than the

number of channels. Although the NC-OFDM technology enables highly flexible spectrum usage,

the establishment of the NCCC is challenging and is seldom discussed.

Instead of finding a globally available channel, this chapter proposes to take advantage of

the NC-OFDM interfaces that can access and allocate partial channels for control purpose. We

propose an efficient method for establishing control channels in CRNs that coexist with OFDM-

based primary networks by utilizing short pulses on the OFDM subcarriers [27]. When a pulse

is added to an OFDM subcarrier, only a small number of symbols in primary data transmissions

experience interference. For a pulse with a duration of k symbols, at most k + 1 symbols in the

time domain are affected. Instead of letting the SUs hop on their available channels, we exploit the

pulses to design a control channel establishment strategy, called probe and rendezvous.

The main idea of probe and rendezvous is that an SU probes its neighbors about one available

channel using one pulse. Considering two neighboring SUs u and v that are trying to handshake.

The transmitting SU u transmits a pulse on a specific subcarrier, indicating a specific channel c is

available. On detecting the pulse, if channel c is unavailable at the neighboring SU v, v ignores this

pulse and waits for future pulses. When u times out and gets no response, u knows that channel c is

unavailable at its neighbors and u will probe another channel in future rounds. On the other hand,
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if channel c is available at SU v, v tunes its control interface to channel c and handshakes with u

on channel c. Intuitively, one may wonder how an SU should handle multiple pulses detected at

the same time. We will discuss these scenarios in Section 2.2.4. The major contributions of this

chapter are summarized as follows.

• A CRN can establish an NCCC even if there is no common available channel across the

whole CRN. Our approach is able to establish at least 10% more NCCCs compared with

CH-based approaches.

• By exploiting the OFDM subcarrier pulses, we propose an NCCC establishment method

called probe and rendezvous that does not require time synchronization. Each SU probes its

neighboring SUs of their available resources with minimized interference to PU activities.

• The simulation results show that our approach is able to establish NCCCs with at least

19.60% lower time consumption than CH-based approaches.

• Our approach is able to find out that there is no feasible allocation in two rounds of probing.

We organize the rest of this chapter as follows. Section 2.1 provides discussions on related work

and a brief introduction to the background of OFDM systems. We give a problem formulation and

introduce our control channel establishment in Section 2.2. Section 2.3 is devoted to evaluating

our algorithm. Finally, we summarize this chapter in Section 2.4.

2.1 Related Work and Background

Designing and finding control channels [4, 79] is an essential fundamental component to

form feasible CRNs. In this section, we discuss the most representative existing control channel

establishment studies and give an overview of OFDM systems.

2.1.1 Related Work

We categorize existing CRN studies into two categories: centralized and decentralized systems.

Decentralized systems can be classified into dedicated CCC and channel-hopping schemes. The
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majority of previous decentralized control channel establishment studies are based on channel-

hopping.

Centralized Systems: In most centralized CRN systems [15, 16], the SUs report their local

channel availability information and other CR-related information to a central entity through a pre-

selected CCC known by all SUs. The central entity is responsible for coordinating and maintaining

the CRN. The data communications between the SUs are also determined by this central entity.

Simplicity is the main advantage of centralized systems. Due to the dynamic PU activities, the

licensed spectrum availability varies not only temporally, but also spatially. The SUs at different

geographical locations are very likely to have different spectrum holes. An SU might have different

spectrum availability at a different time as well. As a result, preselecting a dedicated CCC on target

licensed spectrum band is impractical and it makes the CRN lacks adaptivity to primary network

dynamics. On the other hand, the CCCs in unlicensed spectrum deteriorate the congestion in

unlicensed spectrum and deviates the purpose of the CRNs. Moreover, aside from the problems of

CCC mentioned, the preselected CCC is also vulnerable to jamming attacks and the central entity

is a single point of failure.

Dedicated CCC for Decentralized Systems: Several decentralized studies adopt a dedicated

CCC [33]. In [32, 36, 82, 110], the SUs need to monitor an out-of-band CCC in unlicensed

bands. The SUs exchange control messages through the out-of-band CCC, while the actual data

transmissions are performed in licensed spectrum bands. Again, the use of out-of-band control

channel deviates from the purpose of CRN and also deteriorates the congestion in unlicensed bands.

HC-MAC [55] considers the hardware limited SUs that have a single radio interface. The goal of

HC-MAC is to optimize the proportion of the time SUs on spectrum sensing and spectrum access.

Instead of occupying channels in the licensed spectrum for control purposes, O-CCC [26]

proposed to create control channels by utilizing guard band subcarriers between OFDM-based

primary networks. The SUs sense primary activities and the SUs determine the set of subcarriers

as the CCC. When an SU detects a channel to be idle, the SU attempts to utilize the subcarriers

in the idle channel and combine them into the CCC. This approach creates CCC in licensed bands
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that coexist with primary activities. However, the number of guard band subcarriers is constant

and thus the achievable rate for the CCC is also limited.

Dynamic CCC for Decentralized Systems: Previous dynamic and decentralized control

channel establishment studies either establish a local control channel through negotiations or adopt

CH-based schemes for finding a network-wide CCC.

The studies in [65, 132] focus on negotiating a local control channel, where the SUs form

clusters according to their channel availability or physical locations. Each group has its local control

channel, instead of a network-wide CCC. However, the negotiating the local control channel takes

multiple rounds of negotiation through PU channels, which might result in interference with PU

activities. Moreover, the overhead of forming and maintaining clusters and determining the local

control channel is considerable.

Several dynamic and decentralized CH-based schemes are proposed for SUs to perform hand-

shaking without dedicated CCCs. The SUs continuously hop on channels in a predefined CH-

sequences. When the SUs hop on the same channel in the same time slot, the SUs perform

handshaking. This approach is known as blind rendezvous, and the channel is known as the ren-

dezvous channel. The rendezvous channel serves as the local control channel for the SUs. The

SUs keep hopping on the CH-sequences until a global CCC is found. The most straightforward

CH-sequence algorithms are random-based. Each SU simply hops on its available channel and

hopes to rendezvous with another SU. AMRCC [34] improves the purely random algorithms by

letting SUs have a higher probability to hop to channels with lower interference to the primary

network. However, random-based CH algorithms cannot guarantee rendezvous in a finite time.

As a result, several CH scheme studies [12, 62] for synchronized networks focus on guaranteed

rendezvous in a finite time by generating deterministic CH-sequences that have a certain degree of

overlapping. The QCH [12] generates CH-sequences that are guaranteed to rendezvous by taking

advantage of the property of quorum systems. A quorum system is composed of a set of quorums.

Each quorum is a subset of elements. The intersection of any two quorums is designed to be a

non-empty set. The QCH formulates channels as the elements in a quorum system, and each SU
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hops on a quorum (a subset of the elements). The property of the quorums guarantees the SUs to

rendezvous in a finite time. From the simulation results, the QCH outperforms other CH-based

algorithms regarding TTR and throughput. However, also due to the property of the quorums,

time synchronization is required for the QCH to function correctly, but global time synchronization

may not be easily achieved in practice, especially in CRNs where control channels have not been

established. An extended asynchronous quorum-based A-QCH [12] algorithm is proposed, but the

A-QCH only works for networks consist of two channels. Such limitation makes it inapplicable to

most of the CRNs.

Several CH-based algorithms [71, 76, 77, 114] that do not require time synchronization are

proposed. In the MC/MMC [114], each SU picks a proper prime number and a rate smaller

than the prime number. Based on these two parameters, the MC/MMC generates CH-sequences

using a predefined modulo operation. Although the MC/MMC achieve rendezvous efficiently, the

MC/MMC cannot guarantee rendezvous if two SUs happen to construct their CH-sequences with

identical prime number and rate. RW [77] provides guaranteed rendezvous for asymmetric models

and asynchronous environment. Each SU in RW formulates its available channels as vertices in

a ring. The SUs traverse the vertices in the ring with different speeds. Rendezvous is guaranteed

because the SU with higher speed would eventually rendezvous with lower speed SU on a vertex.

However, theoretical analysis shows that the maximumTTR for the asymmetric model isO(M2 ·N),

where M is the total number of channels and N is the number of SUs.

The Jump-Stay (JS) [76] and the Enhanced JS algorithm (EJS algorithm) [71] also utilize

modulo operations to generate CH-sequences. JS and EJS produces CH-sequences consist of two

repetitive periods, jumping period and staying period. The length of jumping and staying period

varies across SUs due to the randomly selected step-length and starting index, and thus rendezvous is

guaranteed. Although CH-based algorithms guarantee rendezvous, their TTR increases drastically

along with the number of channels. The upper bound of the EJS algorithm’s TTR is O(P2), where

P is the smallest prime number that is greater than the number of channels. Instead of hoping the

whole network to rendezvous on the same channel, ETCH [130] proposes an efficient rendezvous
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algorithm that aims at utilizing multiple rendezvous channels as control channels. ETCH needs to

pre-construct schedules with guaranteed rendezvous, but it is not likely to pre-construct overlapping

schedules. However, since the NC-OFDM control interface is no longer limited to access fixed-

width channels, CH-based approaches cannot be applied to the establishment of NCCCs.

2.1.2 OFDM Overview and NC-OFDM

The orthogonal frequency-division multiplexing (OFDM) is a digital modulation technique that

encodes digital data into multiple carrier frequencies. In OFDM systems, instead of transmitting

data using the whole spectrum band as a single carrier, the spectrum band is divided into evenly

spaced orthogonal sub-bands, known as subcarriers. The digital data are encoded into parallel bit

streams with a certain degree of redundancy, to recover the data/symbol losses due to interference

and distortion. Each stream is transmitted by a subcarrier in parallel. The OFDM is effective in

dealing with multi-path fading and is robust against narrow-band interference.

Instead of rigidly utilizing contiguous spectrum for wireless communication, Jello [122] and

Papyrus [123] proposes the NC-OFDM that enables data communications over multiple spectrum

fragments. The NC-OFDM transmitter transmits using multiple available spectrum fragments. The

receiver filters out unwanted signals and only receives signals on those spectrum fragments used

by the transmitter. However, a mechanism is needed for the transmitter and receiver to achieve a

consensus on which spectrum fragments to be included for communication. RODIN [18] proposes

a technique called spectrum-shaping for general wireless devices so that NC-OFDM is not required

for DSA. By using filters, each spectrum fragment can be used as an independent channel. In each

channel, cross-correlation is used to inform the receiver of the used spectrum fragments. Because

each channel must be isolated through filters and guard bands, the spectral efficiency is reduced.
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PUi inactive subcarrier

frequency
channel i channel i + 1 channel i + 2

PUi+1 active PUi+2 inactive

SUx active
SUw active

two fragments

Figure 2.2: NC-OFDM interface enables transmission on non-contiguous spectrum fragments
simultaneously. The taller/shorter subcarriers denote PU/SU is active.

Unlike channels, the spectrum fragments do not have fixed subcarrier composition. Neither do

the spectrum fragments have a fixed spectrum width. As shown in Figure 2.2, instead of allocating

whole channel i to SU x, with NC-OFDM, we can allocate a spectrum fragment (the leftmost block)

in channel i to SU x. Meanwhile, NC-OFDM enables the allocation of multiple non-contiguous

spectrum fragments in different PU channels, such as SU w shown in Figure 2.2, which is accessing

the two spectrum fragments surrounding channel i + 1. Therefore, CH-based algorithms for control

channel cannot be applied on NC-OFDMs directly. Even if a receiver has exactly the same spectrum

fragment used in a transmission, the receiver does not know how to filter out unwanted signals.

These issues have made NCCC establishment a challenging problem. In this chapter, we propose

an efficient NCCC establishment algorithm for this problem.
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Figure 2.3: Pulses on OFDM subcarriers [27].

2.1.3 Pulses on OFDM Subcarriers

In [27], a novel technique that conveys messages by transmitting short and high power pulses over

OFDM subcarriers is proposed. Pulses are simple sinusoid signals transmitted over a specific

OFDM subcarrier that creates a discernible high power pulse on the subcarrier. As shown in

Figure 2.3[27], the pulses are only located in one subcarrier for a short period of time and will only

affect a small number of symbols of the same subcarrier. For a pulse with a duration of k symbols,

at most k + 1 consecutive symbols in the time domain are affected.

As discussed in Section 2.1.2, based on current channel condition, most OFDM systems perform

rate adaptation to maximize throughput. Usually, the receiver side performs the channel condition

estimation on a per packet basis. The receiver estimates the channel condition (e.g., bit error

rate (BER), signal-to-noise ratio (SNR)) on receiving a packet. The channel condition is then

reported back to the packet sender in ACKs. Based on the channel condition received in ACKs,

the transmitter selects the highest data rate modulation and coding schemes (MCS) that can ensure

data delivery. For poor channel conditions, the transmitter uses a lower rate MCS such as QPSK

with 1/2 coding rate, which means that 1/2 of the data are redundant for forward error correction.

In contrast, for good channel conditions, the transmitter uses a higher rate MCS such as 64-QAM.
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However, even the state-of-the-art rate adaptation protocol SoftRate [118] tends to select mod-

ulation and coding scheme conservatively, because even the latest channel condition estimation

technique is known to be imperfect and error-prone. Therefore, each successful transmission has

some link margin that can sustain the use of pulses.

Transmitting pulses does not consume extra energy on the transmitter. When transmitting

regular signals, the transmitter has to allocate transmission power to all subcarriers to transmit

signals. For pulses, the transmitter concentrates all the transmission power to a specific subcarrier

and maps zeros to all other subcarriers. Therefore, the power on the subcarrier is significantly

higher than other subcarriers. The receiver can detect a discernible power spike, and thus the pulse

detection can be done by examining the received power level. If a subcarrier has a significantly

higher power level than the other subcarriers, it may be carrying a pulse.

Pulse and FECs Experiment: We conducted experiments on GNU Radio [13]/USRP [37] to

gain insight into pulses coexisting with OFDM-based transmissions. The channel bandwidth is 6

MHz, the central frequency is located at 4.0 GHz and the channel is divided into 64 subcarriers.

The pulse transmission gain is set to 10 dB. A pulse is transmitted in two OFDM symbols (each

of 64 samples) with a total duration of 2 × 10.67 µs. The duration ensures the receiver can obtain

the OFDM symbol without requiring the receiver to align with the first OFDM symbol. When the

neighboring nodes monitor the channel by performing the FFT, the nodes can detect a discernible

power spike, indicating there is a pulse.
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Figure 2.4: The power spike on subcarrier 43 with transmission gain 10 dB detected by a receiver.

Figure 2.5: The power spike on subcarrier 43 and 6MHz data transmission detected by a receiver.
Both transmission gains are 10 dB.

In Figure 2.4, by concentrating transmission power to subcarrier 43, the power spike is evident,

and the detection can be done by checking the energy level on the subcarriers. In Figure 2.5, even

with another data transmission of transmission gain 10 dB, the pulse power level is also higher
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compared with other subcarriers carrying data. The pulse detection can be done by checking the

power level on the subcarriers. A pulse is detected on subcarrier s if the power level on subcarrier

is δ dB higher than the average power on all subcarriers, and the power level is higher than that

on subcarrier s - 1 and s + 1. δ is set to 10 in our experiment. To gain some insight into the side

effect of the pulses to data transmissions, we also conducted experiments that transmit pulses on

subcarriers simultaneously with OFDM transmissions encoded with forward error correction codes

(FECs).

We conduct experiments by alternating transmission gain to see how pulses impact the FEC

protected OFDM transmissions. The channel bandwidth is 10 MHz, and the channel is composed

of 64 subcarriers. The central frequency is located at 4.0 GHz. We simulate OFDM-based primary

activities by letting a USRP transmit OFDM signals to another USRP. The transmitter and the

receiver are one meter away from each other. The transmission gain is set to 20 dB and is decreased

by 1 dB after each experiment. The modulation is QPSK and the transmission time is about 60

seconds. Another USRP transmits two OFDM symbols carrying a pulse on one subcarrier every 10

milliseconds. We measure the bit error rate (BER) by comparing the received file on the receiver

and the original file on the transmitter.
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Figure 2.6: Bit error rate with or without FEC. The modulation is QPSK.

The BERs of different transmission gains are shown in Figure 2.6. Without the presence of

pulses, the sender still needs 10 dB transmission gain so that the BER at the receiver is 10.23%.

With 1/2 Turbo code, the sender with 6 dB transmission gain results in 12.71% BER at the receiver.

With the presence of pulses and no FECs, the receiver cannot receive data correctly whenever there

is a pulse. The BER on the receiver remains over 2% regardless of the transmission gain at the

transmitter. It is because the pulses destroy one symbol located on one of the subcarriers. The

transmission is not protected by the FEC to recover the symbols destroyed by the pulses. With 1/2

Turbo code, the destroyed data carried by the destroyed symbol can be corrected and the BER is not

significantly different from that of 1/2 Turbo code without the presence of pulses. The experiment

shows that the transmission with the FECs can correct data from pulse damages as long as there is
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Figure 2.7: An illustration of channels and subcarriers. x is the starting frequency.

some link margin, which is very common in wireless systems [27]. Therefore, we propose to use

pulses to establish NCCC for OFDM-based primary networks.

2.2 Problem Formulation and Solution

In this section, we present the problem formulation and our proposed solution by utilizing pulses

on OFDM subcarriers.

2.2.1 Problem Formulation

Consider a CRN consists of S, S ≥ 2, SUs and one or more OFDM-based PUs in the same

geographical area. The licensed spectrum bandwidth is N MHz and is divided into M channels.

The channels are denoted as C = {c0, c1, ..., cM−1}, where ci denotes the ith channel. A CRN is

said to be symmetric if for all SUs u and v ∈ S, their channel availability C(u) = C(v). Otherwise,

the network is considered to be asymmetric. Obviously, algorithms for asymmetric models can

be applied to symmetric models naturally. In the proposed NCCC establishment, we consider

asymmetric model and the SUs are not synchronized.

Each channel is further divided into K non-overlapping resource units (RUs), as shown in
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Figure 2.7. Each RU is composed of m non-overlapping OFDM subcarriers, and a channel is thus

composed of (m · K) subcarriers. An RU is the smallest unit for a pair of SUs to form NCCC

allocations. The goal of NCCC establishment algorithm is to efficiently find an RU allocation as

the NCCC for each SU’s.

The number of subcarriers in a channel is greater than the total number of channels M and

m · K ≥ M 1. Subcarrier j in channel i is denoted as sc(i·m·K+ j). Although allocating control

channels in subcarrier-level (i.e., m = 1, one RU is one subcarrier) is theoretically possible, but

the overhead is too high and is unnecessary. In the NCCC establishment algorithm, we group m

subcarrier as an RU and allocate RUs to form NCCC allocations. The RU availability of channel ci

are denoted as Ri = {r(i·K+0), r(i·K+1), ..., r(i·K+K−1)}. The RU availability in the licensed spectrum

are denoted as R = {r0, r1, ..., r(M ·K−1)}. In the following context, the word resource denotes

resource unit.

Each SU is equipped with an NC-OFDM-based control interface that can to access non-

contiguous spectrum and perform CR functionalities. We assume that the control interface is

able to perform channel sensing, and to tune itself within the spectrum with negligible overhead.

With this control interface, each SU u is able to sense local channel availability, but the channel

availabilities of other SUs are unknown to SU u. The channel availability of an SU u is denoted

as C(u) = {c(u)0, c(u)1, ..., c(u)M−1}. A channel i is said to be available to SU u if u can access

channel i without interfering with any PU activity. The RU availability of SU u is represented by a

several bits R(u) = r(u)0r(u)1...r(u)M ·K−1, where r(u)i is 1 if this RU is available to u, otherwise

r(u)i is 0. The length of R(u) is denoted as |R(u)|. If channel i is available to u, all RUs in channel

i are available and r(u)i·K+0, r(u)i·K+1, ..., r(u)i·K+K−1 are all 1s. If c(u)i is unavailable, all RUs in

channel i are unavailable and corresponding r(u)s are marked as 0s. NCCC allocates RUs, instead

of channels for control purposes.

1This statement is true because, for any communication system, a channel is composed of at least
one carrier. For OFDM-based systems, there are more subcarriers than channels. For example, in
802.11a/g/n, there are 15 channels and 64 subcarriers in a 20 MHz channel. For LTE-A, even the
narrowest bandwidth 1.25 MHz channel is composed of 128 subcarriers.
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A wireless interface consumes more power when accessing a wider spectrum bandwidth,

because the interface needs to sample with higher sampling rate. It is unrealistic to expect that the

control interface can access the whole licensed spectrum simultaneously. Therefore, to make the

discussion more realistic, we include a limitation that the control interface can access spectrum that

spans over n channels that is equal to n · N
M MHz (n · K RUs). The RU allocation of SU u’s control

interface’s current accessing can be denoted as a bit stream I(u) = r(u)0r(u)1...r(u)M ·K−1. If SU

u’s control interface is currently accessing RU i, r(u)i is 1, otherwise r(u)i is 0. Note that in I(u),

the index of the last 1 minus the index of the first 1 must be less than or equal to (n · K), because

the control interface is assumed to be restricted to access spectrum that spans over n · K RUs only.

The intersection operation of I(u) ∩ I(v) is defined as r(u ∩ v)0r(u ∩ v)1r(u ∩ v)2...r(u ∩ v)M ·K−1,

where r(u ∩ v)i = (r(u)i & r(v)i) for all 0 ≤ i ≤ (M · K − 1). The union operation of I(u) ∪ I(v)

is defined as r(u ∪ v)0r(u ∪ v)1r(u ∪ v)2...r(u ∪ v)M ·K−1, where r(u ∪ v)i = (r(u)i | r(v)i) for all

0 ≤ i ≤ (M ·K − 1). Two SUs u and v can establish control channel if I(u) ∩ I(v) , 0M ·K−1, where

0M ·K means all M ·K bits are 0. The intersection and union operations R(u)∩R(v) and R(u)∪R(v)

are defined similarly.

The NCCC establishment problem is defined as following: Given an OFDM-based CRN

consisting of S, S ≥ 2, SUs and M channels in a licensed spectrum. Each SU is equipped with an

NC-OFDM-based wireless interface for control purposes. For each SU u ∈ S, we need to find at

least one available RU to serve as the control channel for SU u and all u’s one-hop neighbors. That

is, for each SU u and each of u’s one-hop neighbors v, we need to find the RU allocation I(u) and

I(v), such that I(u) ∩ I(v) , 0M ·K . For SU u and v, they can perform handshaking and exchange

control messages using the resources in I(u) ∩ I(v).

2.2.2 Probe and Rendezvous

The goal of our study is for SUs to obtain a set of NCCC allocations in licensed spectrum efficiently

without using any preselected dedicated control channel. By exploiting the OFDM subcarrier

pulses, we propose a probe and rendezvous method that probes the neighboring SUs of local
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available channels with minimized interference to PU activities.

When the CRN is still negotiating control channels, all SUs’ control interfaces are tuned to a

predefined probing channel denoted as cp. In contrast to blind rendezvous approach, we propose a

probe and rendezvous approach. The basic idea is to enable one SU to probe its neighbors about

one of its available channels using one pulse on a specific subcarrier. Each SU transmits a pulse

on cp every random amount of time. Suppose channel i is available to SU u, u transmits a pulse on

sc(p·m·K+i) (ith subcarrier in channel p), indicating ci is available to SU u. Because u is checking

the availability of channel i to u’s neighbors, channel i is the current checking channel of u.

After the pulse is sent, SU u switches its control interface to checking channel i and waits for

any neighbor to respond. For an SU v, on detecting the pulse, if c(v)i is available, v also tunes its

control interface to channel i and channel i now serves as the rendezvous channel between u and

v. SU u and v perform handshaking. We call this a successful probing between u and v. If ci is

unavailable to v, v simply ignores this probe and waits for future pulses. When SU u times out

without receiving any response from v, u knows that c(v)i is unavailable and this is a failed probing.

u v 

pulse over 
a subcarrier? 

handshake request 
over channel i? 

ci available ci  unavailable 

Figure 2.8: The scenario of a secondary network activity interfering with primary networks on
channel ci.

2.2.3 Probing Causes Less Interference

Consider two SUs u and v in Figure 2.8, ci is unavailable to v and ci is available to u. Some primary

network activities on ci must be taking place near v, but the activities might be too far away from
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u and u is unable to sense the primary activity. u needs to know if ci is available to v and if ci can

be used as a control channel.

In our approach, SU u probes the availability of channel ci by transmitting a pulse on sci to

SU v. One may argue that the pulse from u is causing interference to PU activities. However, as

we discussed earlier, the pulse carried by one subcarrier only interferes with one subcarrier in the

frequency domain and a small number of symbols in the time domain. (k + 1 symbols are affected

if the duration of the pulses is k symbols.) Moreover, there is some link margin in each successful

OFDM transmission that can sustain the pulse.

Nevertheless, this is also a concern in CH-based schemes, but it is seldom addressed. Whenever

an SU hops to a channel, some handshaking procedures through packet exchange are required.

Even for the most straightforward two-step rendezvous procedure, it requires at least two packets:

Handshake Request and Handshake Grant. Each time an SU hops to the next channel, it must

broadcast a handshake request, and it must wait for its neighbor to respond.

Consider the same scenario in Figure 2.8, u hops to ci, and it transmits a handshake request.

ci is available to u, but is not available to v. When u hops to ci, at least u needs to broadcast

a handshake request. However, if a handshake request sent over the entire channel ci, is causing

interference to PU activities, the request must cause interference that is more severe than a single

pulse. In contrast, the interference to primary activities caused by a failed probing to v isminimized

to a subcarrier and is less than CH-based approaches.

2.2.4 NC-OFDM-based Control Channel Establishment

In this section, we describe the detailed NC-OFDM-based Control Channel (NCCC) establishment

algorithm. We adopt the same assumption in most related studies that each SU u knows its one-

hop neighbors, denoted as N(u). This assumption is a common assumption of control channel

establishment studies. The NCCC establishment algorithm requires each SU to perform two rounds

of successful probing to each of its neighbors. Initially, the control interfaces of all SUs are tuned to

the probing channel. Each SU u only knows about its local RU availability (Rl(u)). In the first round
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Figure 2.9: An NCCC establishment example. There are three channels (M = 3) and each channel
is composed of 4 RUs (K = 4). |R| = M · K = 12 bits.

of probing, the SUs exchange their Rl information using the negotiation packets. After an SU u

collected Rls of all its neighbors, u knows its one-hop RU availability (Ro(u)). In the second round,

the SUs exchange their Ros. After an SU collected all Ros information of its entire neighborhood, it

can determine its control RU allocation, the NCCC, locally. The negotiation packet is a three-tuple

(SU ID, Rngt, f lag). The f lag is false if this Rngt is Rl and is true if Rngt is Ro.

2.2.4.1 The Probe and Rendezvous Algorithm

Consider a simple CRN shown in Figure 2.9. Each channel is composed of 64 subcarriers. We

define each RU to be 16 subcarriers, and thus each channel is composed of K = 4 RUs. Suppose
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that the NC-OFDM control interface can access spectrum that spans over the bandwidth of two

channels, and we use channel 0 as the probing channel, i.e., n = 2 and p = 0. As a result, the RU

availability can be represented by M · K = 3 · 4 = 12 bits and the subcarriers that carry pulses are

sc0 to sc2. Initially, the control interfaces of all SUs are tuned to cp = c0.

Input: N(u) = {one-hop neighbors}, R(u)local ;
Output: I(u): u’s control resource allocation;
// Initialize
for v ∈ N(u) do

R(v)local = NULL;
R(v)one−hop = NULL;

end
while any v ∈ N(u), R(v)local or R(v)one−hop is NULL do

next_time = random(20 ms, 25 ms);
sleep(next_time);
checking_channel = get_next_checking_channel();
transmit_pulse(checking_channel);
change_channel(checking_channel);
while wait_for_negotiation(20 ms) do
(v, R(v), f lag) = receive_negotiation();
update(v, R(v), f lag);

end
change_channel(probing_channel);

end
I(u) = compute_control_resource_allocation();

Algorithm 1: Probing Algorithm of an SU u

Suppose that SU v probes channel 1 (c1) by transmitting a pulse on sc1. Then SU v tunes

its control interface to c1 and waits for rendezvous with its neighbors. Channel c1 is unavailable

to both SU u and w, so they do not respond to this probing. After SU v times out, it knows that

c1 is unavailable on both SU u, and SU w and SU v tune their control interfaces back to c0 for

detecting future pulses. Suppose SU w is the next SU to probe and SU w probes channel 2 (c2) by

transmitting a pulse on sc2. c2 is available to both SU v and x, so both v and x tune their control

interfaces to rendezvous with v and exchange negotiation packets. Since both v and x only know

about their Rls, their negotiation packets are (x, Rl(x), f alse) and (v, Rl(v), f alse). On receiving

the negotiation packets from v and x, w knows all its one-hop neighbors’ Rl , and w knows its
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one-hop RU availability Ro(w) = 111100001111.

An SU cannot determine its NCCC allocation relying merely on Ro without considering its

neighbors’ Ros. In Figure 2.9, without considering R(v)o and R(y)o, SU w might think either c0

or c2 can act as the control channel according to R(w)o. However, c0 is not a feasible choice for

SU x, because when SU x transmits using c(x)0, it might interfere with primary activities that

are currently using c0 near SU y. c2 has similar a concern to SU v and u. Therefore, a second

round probing and negotiation are needed for each SU to collect its neighbors’ Ro. In the second

round probing, the negotiation packets from an SU u are (u, R(u)o, true). The probing algorithm is

summarized in Algorithm 1.

Input: N(u), R(v)one−hop∀v ∈ N(u) and R(u)one−hop;
Output: I(u): the control resource allocation;
U(u) = 0M ·K ;
for v ∈ N(u) do

R(uv) = R(u)one−hop ∩ R(v)one−hop;
if R(uv) == 0M ·K then

return 0M ·K ;
end
U(u) = U(u) ∪ R(uv);

end
Let the index of first 1 in U(u) be f irst;
Let the index of last 1 in U(u) be last;
while last − f irst > n · K do

U(u)[ f irst] = 0, U(u)[last] = 0;
f irst+ = 1, last+ = 1;

end
for v ∈ N(u) do

// check if U(u) can still cover all R(uv);
if U(u) ∩ R(uv) == 0M ·K then

return 0M ·K ;
end

end
return U(u) as I(u);

Algorithm 2: NCCC Allocation Algorithm of an SU u
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2.2.4.2 The Control Resource Allocation Algorithm

When an SU u collected all its neighbors’ Ro, u can determine the NCCC allocation for its control

interface. For each v ∈ N(u), u computes R(uv) = Ro(u) ∩ Ro(v). R(uv) is the candidate RUs that

can be used as the control resources between u and v. However, u needs to make sure if its control

interface can cover all RUs in R(uv)∀v ∈ N(u). u computes a unionU(u) = U(u)∪R(uv)∀v ∈ N(u).

Let the index of first 1 in U(u) be first, and the index of last 1 in U(u) be last. U(u)must satisfy that

last − first ≤ n · K , because the control interface can access spectrum that spans over n · K RUs as

defined in Section 2.2.1. If U(u) requires RUs that span spectrum that is wider than the capability

of the control interface, we need to check if we can shrink U(u) by giving up RUs at the edges. The

detailed algorithm is described in Algorithm 2.

The SUs compute NCCC using the common available RUs based on their Ros and their

neighbors’ Ros. If there are more than one available RUs, the SUs choose the RUs with smaller

indices to be the NCCC. For SU u in Figure 2.9, Ro(u) = Ro(v), u simply use c0 as the control

interface and I(u) = 111100000000. Note that u does not utilize RU 4 to 7 because c1 is not

available to u. Similarly, SU v, x, and y can also easily determine their control RU allocation

to 11110000000, 000000001111 and 000000001111, respectively. For SU z, the initial NCCC

allocation would be 000011111111, and it can communicate with y through RU 8 to 11.

However, the NCCC allocation of SU w needs some adjustment. By comparing Ro(w) and w

neighbors’ Ro, U(w) = 111100001111 and w knows that it can communicate with v using RU 0

to 3 and with x using RU 8 to 11. Because of the restriction that the control interface can only

span over n = 2 channel wide spectrum, the control RU allocation can only span over 8 RUs.

The control interface needs to give up access to the first two and last two RUs. Therefore, x

established an NCCC with its neighbors and the final I(x) = 001100001100. RUs 2 and 3 are used

for communication with v and RU 8 and 9 are used for communication with y. On the other hand, if

n = 3, the restriction to I(x) is relaxed and the I(x) becomes 111100001111. In contrast, if n = 1,

then there is no possible NCCC allocation that can establish control channels for this CRN. For SU

z in Figure 2.9, if n is 1 instead of 2, z’s NCCC allocation would be 000000111100. However, an
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wireless interface consumes more power for larger n because it needs to sample wider spectrum.

2.2.4.3 The Probe Detection Algorithm

There are several scenarios to be addressed when an SU is detecting pulses, including deferring

one-hop neighbors probe and handling simultaneous pulses.

Notification Pulse: When an SU v detects a pulse from u on subcarrier i (scp·m·K+i), v checks

if cp·m·K+i is available. If the checking channel cp·m·K+i is available to SU v, SU v tunes its control

interface to channel i to perform handshaking. When v is transmitting using channel i, its control

interface is no longer accessing the probing channel cp, and SU v can no longer detect pulses from

its neighbors. However, if SU x transmits a pulse on scp·m·K+ j while v’s control interface is not at

the probing channel, v is not able to respond to this probe from x and x might incorrectly assume

channel j is not available to v. This is a false negative failed probing.

u v
1. pulse on sci

x

3. notification

w3. notification

2. SU v detects pulse

Step 1
Step 3

Figure 2.10: SU v notifies its neighbors to reschedule their probing.

Therefore, in order to avoid false negative failed probing, before v tunes its interface to the

checking channel, it needs to notify all its other neighbors N(v) about it. Each SU w ∈ N(v) needs

to defer its next probing because this v is already responding to a probing. As shown in Figure 2.10,

SU u transmits a pulse on scp·m·K+i to check if ci is available to SU v. On detecting this pulse,

SU v transmits a notification pulse to SU v’s neighbors so that SU v’s neighbors can adjust their

probing schedule (by changing next_time in probing algorithm) to correctly probe v.
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u v
1. pulse on sci

x

w
3. respond on ci

2. SU v detects pulse
1. pulse on sci

3. respond on ci

Step 1
Step 3

Figure 2.11: SU u and SU x probe ci at v simultaneously. SU v responds to both u and x as if only
one probing only.

Multiple Pulses Simultaneously: Although SUs transmit pulses in random period of time,

it is still possible that more than one SU is probing and multiple pulses are detected by an SU

simultaneously. If multiple SUs transmit pulses on the same subcarrier, it is a trivial case because

they are all probing the same channel. The receiver does not care if there are multiple pulses.

The receiver still tunes its interface to the probing channel and responds a negotiation packet. The

negotiation packet will be received by all transmitting SUs as if only one pulse is detected. As

shown in Figure 2.11, SU u and x probes the availability of ci to SU v. SU v does not care if there

are multiple pulse on subcarrier sci or not. SU v simply responds a negotiation packet to both u

and x using channel i as if only one pulse is detected.

u v
1. pulse on sci

x
1. pulse on scj

wsci ≠ scj and ci ≠ cj

Step 1
Step 3

2. SU v detects pulse

3. reject

3. reject

Figure 2.12: SU u probes ci at v and SU x probes c j at v simultaneously. SU v rejects both probes.
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However, if the SUs transmit pulses for probing different channels and an SU detects multiple

pulses on different subcarriers at the same time, the detecting SU cannot respond on all these

channels simultaneously. The SU has no choice but rejecting all the probing pulses as shown in

Figure 2.12. On detecting the two pulses, SU v cannot respond both of them and has to reject both

probings. When the transmitting SUs detect rejection pulse, the transmitting SUs x and u give up

this probing and reschedule another probing to the same channel later.
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Figure 2.13: The probability of pulses detected at the same time.

The Probability of Simultaneous Pulses: We conduct both simulations and experiments to

gain some insight into the probability of simultaneous pulses. The results are plotted in Figure 2.13.

In our simulation settings, a pulse has a duration of 4 µs, and each SU transmits a pulse every 20

to 25 ms. The topologies are the same set as in Section 2.3. The average degree of the nodes is

3.4. Thanks to the notification pulses, the chance of two simultaneous pulses is around 0.25%,

and the chance of three simultaneous pulses is lower than 0.1% when there are five channels. The

probability of simultaneous pulses is even lower as the number of channels increases.

We also conducted experiments on GNU Radio/USRP. Two USRPs act as pulse transmitting

SUs and another USRP is used to receive the signal. The USRPs are placed in a line in the order

of transmitter, receiver, and transmitter. Each pulse transmitter transmits a pulse on a random

subcarrier in a channel consists of 64 subcarriers every 20 to 25 ms. The pulses transmitted by the

USRPs are of length 10.67 µs, and the receiver does not return notification pulses. The receiver
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Input: N(v) = {one-hop neighbors};
Output: None;
while still negotiating I(v) do

checking_channel = detecting_pulses();
if more than one pulse then

transmit_pulse(p · m · K + M + 1);
end
else if checkin_channel is M) then

reset_next_time_in_probing();
else if checkin_channel is M + 1) then

transmit_same_pulse_again_in_probing();
else

transmit_pulse(M);
change_channel(checking_channel);
if R(v)one−hop is known then

send_negotiation(v, R(v)onehop, true);
end
else

send_negotiation(v, R(v)local, f alse);
end
change_channel(probing_channel);

end
end

Algorithm 3: Probe Detection Algorithm of an SU v

records the signals as a file, and we decode it using GNURadio. The power spike of multiple pulses

on the same subcarrier is higher than the power spike when pulses are on different subcarriers. We

ran the experiment five times for a different number of channels. For each experiment, 60 seconds

of the log from receiver were analyzed. The probability of multiple pulses is still as low as around

0.6% when there are five channels.

Special Purpose Pulses: As a result, the NCCC establishment algorithm needs at least two

types of special purpose pulses, including notification and rejection. Because there are M available

channels, we only need subcarrier 0 to M − 1 in channel cp for probing all available channels. We

can take advantage of the free subcarriers scp·m·K+M to sc(p+1)·m·K−1 for these special purposes.

In real-world wireless communication systems, there are guard band subcarriers at the two edges

(the first and last few subcarriers in a channel) of a channel in avoid cross-band interference.

We utilize these guard band subcarriers for special purpose pulses to reduce interference to PU
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activities. We use sc(p+1)·m·K−1 as pulses to notify neighbors to reschedule their probing pulses and

sc(p+1)·m·K−2 to reject simultaneous probing pulses. The probe detection algorithm is summarized

in Algorithm 3.

2.2.4.4 Guaranteed NCCC Establishment

Each SU probes its neighbors about each of its available channels. There are four possible situations

when an SU u is performing a probe and rendezvous on channel c. Firstly, before the pulse is actually

sent, SU u receives a notification pulse from its neighbor and u has to reschedule the probing pulse.

u is still waiting to perform a probe and rendezvous on channel c. Secondly, a pulse is sent, and

neighbors respond with a rejection pulse. SU u has to give up this probe and probes the same

channel again later. Thirdly, the probing pulse is responded by its neighbor and is a successful

probing. Alternatively, the probing pulse is sent without any response, and it is a failed probing.

In summary, if an SU cannot successfully probe any of its neighbors after probing all channels,

the SU knows that the none-responding neighbors and itself do not have any available resource in

common. There is no feasible NCCC allocation. On the other hand, an SU is guaranteed only to

continue to probe another channel if and only if the probing of the current channel is done. An SU

knows its own Rl and all its one-hop neighbors’ Ros if it has successfully probed all its neighbors.

Naturally, the NCCC establishment is bounded by the number of channels (M), and its complexity

is O(M). As described in Algorithm 2, The SUs are guaranteed to compute an NCCC assignment

based on their Rls and Ros of their neighbors.

2.2.4.5 Overhead Analysis

Each SU expects two negotiation packets from each of its neighbors. One negotiation packet for

Rl and another for Ro. Suppose the SU ID can be represented by d bits. One negotiation packets

is d + M · K + 1 bits. An SU only needs to exchange information with its neighbors. Let deg(u)

denote the degree of node u. The total number negotiation packet required is |S | · Σu∈Sdeg(u)
|S | · 2 =
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Σu∈Sdeg(u) · 2. The number of data transmitted is Σu∈Sdeg(u) · 2 · (d + M · K + 1) bits. The

overhead only increases linearly along with the increase in the number of channels.

2.3 Performance Evaluation

We simulate and evaluate our algorithms with the different number of SUs and PUs randomly

deployed in an area of 1500 · 1500 square meters. The SUs have the same transmission range

of 250 m. We assume that each SU is equipped with one NC-OFDM-based CR interface for

control purpose and another interface for data communication. We evaluate the different max

span (different n) of the spectrum that each control interface can access. The control interfaces

exchange negotiation packets in CSMA/CS fashion. Each channel is composed of 8 RUs as the

basic allocation unit, and each RU consists of 16 subcarriers. Therefore, there are 128 subcarriers

in a channel. The pulse length is 4 µs. Each SU performs a channel probing every random amount

of time between 20 and 25 ms.

We compare NCCC with EJS algorithm [71], which is one of the most representative CH-based

algorithms. The length of each hopping slot in EJS algorithm is set to 20 ms. EJS algorithm

is a CH-based rendezvous algorithm that guarantees rendezvous in a finite time if a CCC exist.

However, EJS algorithm does not consider the use of NC-OFDM-based control interface. Our work

focuses on exchanging RUs R, and finds a set of feasible NCCC allocation for the network using

probe and rendezvous. Therefore, instead of using the termTT R, we use the term time consumption

to establish NCCC. Moreover, we show that the NCCCs are established even if the control interface

can only access spectrum that spans across one channel (n = 1).

2.3.1 Symmetric Model Time Consumption

In simulations for symmetric models, we randomly select some channels to be unavailable across

the whole network. The ratio of unavailable channels over the number of channels (M) is defined

as θ. Higher θ means less available channels for the SUs. Every SU has exactly the same channel

availability across the network. We perform six sets of simulations for the symmetric model by
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varying θ and M . Each set of simulation consists of fifty randomly generated topologies and the

SUs deployed in the topologies has unified channel availability.
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Figure 2.14: The time consumption of NCCC and the TTR of EJS algorithm under the symmetric
models varying θ and M .
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Figure 2.15: The time consumption of NCCC and the TTR of EJS algorithm under the symmetric
models varying θ and M .

The results for symmetric models are shown in Figure 2.14 and 2.15. In symmetric models,

the worst-case complexity of EJS algorithm is O(P), where P is the smallest prime that is greater

than M . More unavailable channels (higher θ) means there are less possible options in the EJS

algorithm CH-sequences and higher possibility for SUs to rendezvous. When M is fixed, the

network rendezvous in less time with higher θ. When there are only five total channels, the time

consumption of EJS algorithm is slightly lower than that of NCCC. It is because NCCC needs

to perform two rounds of negotiations to exchange Rl and Ro and the two rounds negotiation

in our algorithm are inevitable. However, for NCCC in symmetric models, every probing is

successful probing, because a channel is available to all SUs. M value becomes irrelevant to NCCC

establishment and the time consumption becomes almost constant. In contrast, the TTR of the
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Figure 2.16: The time consumption of NCCC and the TTR of EJS algorithm under asymmetric
models varying the total number of PUs and M . (Missing dots means the time/TTR is inapplicable.)

CH-based approaches increases along with the number of channels.

2.3.2 Asymmetric Model Time Consumption

In asymmetric models, for each randomly generated topology, we simulate by deploying PUs in the

area and each PU occupies one randomly selected channel. The PUs also have transmission ranges

of 250 meters. Then we compute the channel availability of SUs based on these PUs. If an SU u

is located within a PU’s transmission range, the corresponding channel is marked as unavailable

to SU u. It is possible that a CCC does not exist in such kind of randomly generated asymmetric

topologies. We perform six sets of simulations by varying the locations of PU, the amount of PUs

and M . Each set of simulation consists of 50 randomly generated topologies.
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Figure 2.17: The time consumption of NCCC and the TTR of EJS algorithm under asymmetric
models varying the total number of PUs and M . (Missing dots means the time/TTR is inapplicable.)

The results for asymmetric models are shown in Figure 2.16 and 2.17. If M is low, the number

of possible available channels for an SU to hop on is higher and the chance of rendezvous increases.

However, even in the scenario with 20 SUs, 0 PU, and five channels, the time consumption of our

approach is 19.60% lower than EJS algorithm’s TTR. The time consumption of NCCC is much

lower than EJS algorithm’s TTR as the number of channel increases. More PUs occupy more

channels means less available channels for the SUs. NCCC start to have some failed probing.

The time consumption starts to increase compared with that of scenarios of less PU due to failed

probing. When there are 5 or 10 PUs in networks with M = 5, both NCCC and EJS algorithms

cannot establish control channel, because some SUs do not have any available channel at all. Similar

situations happen in some simulations where there are 10 PUs in networks with M = 10.
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2.3.3 No Common Channel Available

One of the CH-based approaches’ drawbacks is that it takes a long time for SUs to determine if

there is no CCC available. Some of the CH-based approaches keep hopping on the CH-sequence

indefinitely. If no CCC is available, for the upper bound of the CH-sequences can be determined,

such as EJS algorithm [71], the SUs need to go through thewholeCH-sequences. For CH-sequences

whose upper bound is infinite, such as AMRCC [34], the SUs keep hopping on the CH-sequences

indefinitely. In contrast, even if there is no feasible control channel allocation existing in a CRN,

NCCC establishment approach can determine that there is no feasible allocation.

There are two possible ways for an SU u to discover that there is no feasible NCCC allocation.

Firstly, suppose u is able to collect the Ro from all its neighbors. When computing the NCCC, u

knows it is unable to establish control channel with v if R(uv) = 0M ·K for any v ∈ N(u). Secondly,

if an SU u has performed probing on all its available channels and it is still unable to negotiate

with any of its neighbors, it can infer that the non-responding neighbors do not have any channel

available for control purpose with u. Therefore, worst-case time consumption for our NCCC

establishment approach to finding out that there is no feasible NCCC allocation is bounded by M .

This information can be propagated to other SUs using their Ro.

The time consumption of our approach only slightly increases as the total number of channels

M increases. It is because an SU gets all RU information Rl or Ro from at least one of its neighbor

when there is a successful probing. In our simulation, every SU starts probing from channels with

smaller indices. If an SU u probes on a channel that is available to all its neighbors, all its neighbors

send negotiate packets to u and u can determine Ro(u) right away. It is very likely that an SU

successfully probes all its neighbors using the first few channels. As shown in the results, with our

approach SUs are able to establish control channels in less time if there are more available channels.

It is because there are more possible channels in the CH-sequences to hop on and the chance that

two SUs hop to the same channel decreases. More possible channels lead to longer CH-sequences

and the chance that two SUs hop to the same channel decreases.
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Figure 2.18: Control channel establishment rate for 20 SUs and 5 PUs varying the value of n.
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Figure 2.19: Control channel establishment rate for 20 SUs and 8 PUs varying the value of n.

42



4 5 6 7 8 9 10 11 12 13
Number of PU

0.0

0.2

0.4

0.6

0.8

1.0
Es

ta
bl

is
hm

en
t r

at
e

EJS n = 1
NCCC n = 1
NCCC n = 2
NCCC n = 3

Figure 2.20: Control channel establishment rate for 15 channels, 20 SUs and varying the number
of PUs.

2.3.4 Control Channel Establishment Rate

One of themain advantages of adoptingNC-OFDM-based control interfaces is to access and allocate

partial channels for control purpose. NC-OFDM-based control interfaces is able to form NCCCs

while a CCC does not exist in the CRN. We conducted simulations using different topologies to

gain some insight into the advantage of NCCC.We randomly generate three sets of 100 asymmetric

topologies and deploy SUs and PUs randomly. Each of the PUs owns a channel and when the PU is

active, the channel is considered busy and the SUs do not use the channel for control purpose. We

define establishment rate to be the number of topologies that is able to establish control channels

divides by the number of total topologies simulated.

The results are shown in Figure 2.18 and 2.19. We can see that the utilization of NC-OFDM-

based control interfaces significantly improved the establishment rates even if the NC-OFDM-based

control interfaces can only access spectrum bandwidth that is equal to one channel (n = 1). In

Figure 2.18, the NCCC establishment rates are 13.8%, 21.8% and 27.2% higher than that of EJS

algorithm for n = 1, 2, 3, respectively. In Figure 2.19, the NCCC establishment rates are 9.88%,
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15.4% and 19.7% higher than that of EJS algorithm for n = 1, 2, 3, respectively. We also simulate

the establishment rate of NCCC and EJS with fixed number of channels, 20 SUs and varying the

number of PUs. The results are shown in Figure 2.20. More PUs means there are less available

channel for SUs to find a CCC or form an NCCC. The NCCC establishment rates are 8.65%,

12.86% and 18.71% higher than that of EJS algorithm for n = 1, 2, 3, respectively. Note that not

only the establishment rates of NCCC are higher than EJS algorithm, but the time consumption of

NCCC establishment is also at least 19.60% lower than that of EJS algorithm.

2.4 Summary

In this chapter, we propose an efficient NC-OFDM control channel (NCCC) establishment

method for distributed OFDM-based CRN.We propose a probe and rendezvous approach by taking

advantage of OFDM subcarrier pulses. Our simulation results show that the time consumption

to obtain a set of NCCC allocations is at least 19.60% lower than that in channel hopping-based

schemes. The time consumption of our approach increases slightly along with the increase in the

total number channels M for asymmetric models and are irrelevant to M for symmetric models.

A common requirement of previous studies is that a channel across the network must be available

to all SUs to serve as the control channel. However, such a channel may not exist in some CRNs.

We propose the use of NC-OFDM-based control interfaces for control purpose so that the control

channels can be established using non-contiguous spectrum fragments. In our simulations, the

use of NC-OFDM control interfaces improves the control channel establishment rate by at least

10% even when the control interface can only access the spectrum bandwidth that is equal to one

channel.

In CRNs, the SUs can establish communication sessions and perform communication tasks

based on their needs. However, some of the characteristics of CRNs might break the routing path

between two SUs, which is a critical issue that needs to be handled with care. To address this issue,

we present the k-protected routing protocol in the next chapter.
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CHAPTER 3

BUILDING K-PROTECTED ROUTES IN MULTI-HOP COGNITIVE RADIO
NETWORKS

The second problem deals with the interruption to a routing path in CRNs when PUs become active

again. In CRNs, the SUs reutilize the unused licensed spectrum as long as the SUs do not interfere

with the owner of the licensed spectrum (i.e., the PUs). When a PU who owns the spectrum band

starts to be active again, the SUs that are currently using the spectrum bandmust stop using it, which

means the routing pathmight be broken and the ongoing communicationsmight be interrupted. The

possible interruption due to PU activity significantly limits the applications of CRNs, especially for

quality-of-service (QoS) sensitive applications like audio and video conferencing. To address such

potential interruptions, we present the k-protected routing protocol which builds routing paths that

will not be interrupted even after k PU returns in CRNs.

In this chapter, PU returns means a PU becomes active again and is reclaiming the spectrum

the PU owns. The SUs must relinquish the spectrum resource when the owner PU returns. A

link between two SUs exits if the SUs are within each other’s communication range. A path from

SU s to d is a set of links that connect s to d with distinct intermediate SUs. The term spectrum

resources, spectrum holes or resources denote idle spectrum fragments that can be utilized by the

SUs for data communication.

An effective secondary network is expected to continue its operation even when PUs return.

There are two major approaches for the SUs to handle returning PUs and to maintain the ongoing

session. Firstly, the SUs perform spectrum handoff to another spectrum resource on the same

affected links [67]. Secondly, the SUs replace the interrupted link with an alternative link or path,

known as backup path1 to maintain the ongoing session between the SUs [39, 83].

In either approach, the backup resource and path can be preassigned or determined reactively

1In the networks described in this chapter, there is only one link between any two SUs. If a link
does not have any available spectrum resource for backup purpose, the protection must be done via
a multi-hop backup path.
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upon detecting PU activities. In the latter case, even if the SU attempts to find an alternative idle

spectrum using the same link, the SUs need to perform spectrum sensing (tens to hundreds of

milliseconds depending on the sensing technique [127]), neighbor discovery and channel switching

(several µs). It takes even longer if the SUs attempt to find an alternative multiple-hop path to

replace the broken link. The SUs reactively seeking for backup spectrum resources or even backup

paths may cause delay to the ongoing session. In the worst case, it is possible that neither an

alternative resource nor a path exists and the ongoing session is interrupted. The potential delay

and possible interruption are obstacles towards realizing DSA and make CRN infeasible for quality

of service-sensitive (QoS-sensitive) applications, such as audio/video conferencing, multimedia

streaming, or DSA for future cellular networks. In this chapter, we study the problem of building

k-protected routes in CRNs with one main resource and k preassigned backup resources or paths

that are guaranteed to sustain from k PU returns.

In CRNs, the links that are interrupted due to returning PUs may perform spectrum handoff to

another spectrum resource, and the same link is still perfectly functional. Moreover, the coverage

of PUs is usually significantly larger than that of SUs. For example, the Federal Communications

Commission (FCC) has approved the unlicensed access to TV band [29, 30], and Wi-Fi is one

of the possible applications. The transmission range of TV stations can be as broad as tens of

miles, while the unlicensed Wi-Fi devices have power limitation (several Watts depending on the

types of the devices [30]) and limited range. Multiple SU links far apart from each other might

be affected by one returning PU, while in wired networks, links that are physically far apart from

each other are unlikely to fail simultaneously. Existing work on handling returning PUs in CRNs

mainly focuses on minimizing the delay by spectrum handoff or backup path. Some of the previous

studies [39, 131] also consider maintaining the connectivity of the CRNs on PU returns. However,

providing a guaranteed level of protection from returning PUs is seldom discussed.

In this chapter, we study the problem of providing a guaranteed level of protection by building

k-protected routes in CRNs with preassigned resources and non-contiguous orthogonal frequency

division multiplexing (NC-OFDM) interfaces. NC-OFDM enables the SUs to access the spectrum
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in a more flexible fashion, including aggregating multiple spectrum fragments and access partial

channel. A k-protected route is a set of main links with main spectrum resource plus k sets of

preassigned backup spectrum resource and backup paths. A k-protected route is guaranteed to

sustain from k returning PUs without being interrupted. For every request made to a CRN, we

want to compute a k-protected route considering the CRN’s current spectrum resource availability

for the request. Meanwhile, we want to maximize the number of k-protected sessions that can be

supported in this CRN.

The preassigned backup paths and spectrum are activated upon PU returning with minimal

delay. Moreover, the backup paths are interleaved with the main path, instead of edge-disjoint

backup paths. When a PU appears, only part of the route is affected, and thus the activation delay

is lower than edge-disjoint backup paths. k-protected routing protocol in CRNs is suitable for

all kinds of applications. Applications that are intolerable to interruptions and are QoS-sensitive

can issue requests with higher protection level, while applications that are insensitive to delay

can issue requests with low protection level, even 0-protected route requests. For example, in

cellular networks with DSA, making calls should request k-protected route with high k value,

while a 0-protected route is sufficient for file transfer applications. We propose both centralized

and distributed algorithms for building k-protected routes. Some preliminary results have been

presented in [75].

We organize the rest of the chapter as follows. Section 3.1 provides some discussions on related

work and the reasons why they cannot be applied to CRNs directly. We give a problem formulation

and introduce our k-protected routing problem in Section 3.2. Our centralized and distributed

algorithms are discussed in Section 3.3 and 3.4, respectively. Section 3.5 is devoted to evaluating

our algorithms. Finally, we give a summary of this chapter in Section 3.6.

3.1 Related Work

Network protection for wired networks, especially for optical networks are widely studied

[19, 58, 98, 103, 133]. Edge-disjoint backup paths, extra physical backup wires or preallocated
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additional link capacity for restoration are usually required in these previous studies. It is because

unlike link failures in wireless networks, link failures in wired networks are often caused by the

damage of the wire medium such as the optical fibers. The link failure due to physical link cannot

be recovered without human labor. In contrast, such kind of damage is less common in wireless

networks.

The paper [98] discusses the survivability and restoration time ofwavelength-division-multiplexing

(WDM) optical network. Authors in [103] propose 1 + 1 protection by using edge-disjoint backup

paths for single link failures in optical networks. The paper [58] proposes network protection for

optical networks through network coding and p-cycle edge-disjoint paths. Each connection needs

to carry coded information for other connection. In [19], edge-disjoint backup paths are needed for

dual-link failure. Although [133] discusses multi-link failure and network survivability for optical

networks, the scenario is data center networks, where the failed links are located in proximity.

Instead of providing network protection in the lower layer, [60, 121] deliver to provide protection

in the network layer.

The paper [14] discusses graph search-based approaches for failure recovery in software defined

networks. Based on the OpenFlow fast-failover scheme, three algorithms are proposed to reach

the flows’ destination. However, the proposed algorithms are built on top of the OpenFlow fast-

failover. DDC [78] guarantees connectivity, butmight suffer from forwarding loops andmight result

in stretched routes. The authors in [25] achieved robust failover approach using static forwarding

tables. Although these approaches deal with multi-link failure, they seek backup paths after failure

happens and are designed for wired networks. These approaches cannot be applied to CRNs due

to the intrinsic differences between wired and wireless networks.

In most wireless networks, common approaches for handling link failures include switching to

an alternate channel and re-route current traffic. Protection of wireless networks is briefly discussed

in [61] by scheduling traffic. However, such reactive approach does not offer guaranteed protection.

The work [63] discusses guaranteed protection against single link failures for wireless networks

with a single channel. Extra protection paths between source and destination are established with
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scheduled time slots for accessing the wireless channel. The time slots are carefully allocated

to links to ensure that when a wireless link fails, the source is still able to deliver data to the

destination. However, this work focus on single channel and the slotted channel cannot provide

stable performance regarding throughput. Many existing studies on network survivability [109]

focus on improving the reliability of networks. In [85], the authors prepare predetermined backup

paths for traffic flows by using a redundancy tree. However, in CRNs, links that are affected by one

PU can switch to another channel and still be functional.

However, these previous studies mainly focus on keeping the network from single link failure.

In contrast, the transmission range of the PUs is usually significantly larger than that of the SUs.

Multiple links might be affected by one returning PU (e.g., Wi-Fi using TV whitespace), which

makes the edge-disjoint path approaches insufficient. If two links in two edge-disjoint paths use the

same spectrum resource of PU i, both paths are interrupted when PU i returns to active. Therefore,

spectrum disjointness is also required to provide protection to CRNs. Although multi-link failure

is discussed in [19, 133], the links are in proximity, and the links fail simultaneously due to physical

damage.

Several previous studies attempt tomaintain ongoing trafficflows after detecting link failures due

to returning PUs. A self-healing algorithm for returning PUs is studied to improve the survivability

of CRNs [68]. A spectrum aware routing algorithm is proposed in [94]. The algorithm attempts to

re-route affected traffic after link failure due to returning PU. These reactive approaches not only

suffer from significant delay time but also substantial traffic loss for recovering from link failures.

Moreover, it is possible that the interruption cannot be recovered reactively and the session is

interrupted.

Instead of reactively re-route after PUs return to active, proactively allocating backup spectrum

and paths provides protection with lower delay. The authors in [67] propose to prepare backup

spectrum for each link in the CRN. The SU switches to the backup spectrum when the PU reclaims

the main spectrum. The authors in [83] formulate the problem of preassigning backup paths

as an integer programming problem. In [36], two edge-disjoint and spectrum-disjoint paths are
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required for each session for protecting from returning PUs. On the other hand, several previous

studies [39, 131] discuss maintaining the connectivity of CRN when PUs return to active. The

paper [39] studies multiple links handoffs while maintaining connectivity and minimize total

completion time. In [131], one or more channels are assigned to each link with a minimal level of

interference to maintain connectivity when PUs appear. Existing work on CRNs mainly focuses

on minimizing the delay time for handling returning PUs by spectrum handoff and/or backup

path. However, guaranteed network protection from returning PUs for QoS-sensitive applications

is seldom discussed.

3.2 System Model and Problem Formulation

In this section, we present the problem formulation and introduce the k-protected routing.

3.2.1 System Model

We consider a multi-hop mesh cognitive radio network that consists of multiple SUs, and there is a

primary network with P PUs located in the same geographical area. As mentioned above, the SUs

might initiate requests with different bandwidth requirement B and protection level k. We want to

maximize the number of sessions that can be supported by the CRN.
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Figure 3.1: An example of a 1-protected route (green, labeled as “Audio" 300 kbps [107]) and a
0-protected route (blue, labeled as “File", bandwidth varies). There are eight channels, labeled
as 0 - 7, in the network. For easy presentation, PUs that are not shown cover the whole area.
The interference model is two-hop interference model [57]2.The solid/dashed lines denote the
primary/backup link. If multiple channels are on a link, the link is assigned with a primary
frequency and some backup frequencies.

A network with one 0-protected session and one 1-protected session is shown in Figure 3.1. PU

i denotes the PU who owns the access right to channel i. PU 0, PU 3, and PU 7 are currently active

and accessing the spectrum they own (i.e., channel 0, 3 and 7 are not available). A 1-protected route

for an audio communication session from SU u to v and a 0-protected route for a file transfer session

between SU a and b are established. The 1-protected session will not be interrupted no matter any

2Two-hop interference model means node N’s transmission using channel C interferes with N’s
two-hop neighbor. Therefore, N’s two-hop neighbors need to avoid transmission using channel C.
For example, in Figure 3.1, cellphone u transmits using channel 1 and thus u’s two-hop neighbors
(i.e., p, q and r) must not use channel 1 again.

51



PU appears. Audio communication applications might require lower bandwidth (smaller b) than

file download, but audio communication applications require relatively stable bandwidth, and they

are less delay-tolerant (higher k).

According to Skype[107], the recommended video calling bandwidth is 1.5 Mbps. Take TV

white space [30, 40] for instance, if a 6 MHz channel used to carry Wi-Fi signals for a hundred

meters, the capacity of a 6 MHz channel is significantly larger than 1.5 Mbps, allocating the whole

channel to a video communication session is a waste of resource. Therefore, flexible spectrum

assignment is desired and can be achieved using non-contiguous orthogonal frequency division

multiplexing (NC-OFDM) interfaces.

With NC-OFDM, a routing protocol can assign the exact amount of radio resource to each link

that satisfies the bandwidth requirements of the different requests. In this chapter, we discuss the

SUs equipped with NC-OFDM based radio interface, and we allocate spectrum fragments to the

interfaces exclusively. None of the SUs in the interference range of the spectrum fragment can reuse

the same fragment. In other words, a link is guaranteed not to experience any interference from

any other nodes, because none of the nodes in this link’s communication range will have access

to the spectrum fragment. For the example shown in Figure 2.2, the green spectrum fragment in

channel i is assigned to SU x and is not interfered by SU w accessing the blue spectrum fragment

in channel i.

3.2.2 Problem formulation

Consider an OFDM-based multi-hop CRN consists of S SUs, S ≥ 2, and each SU is denoted as SU

i. There is one or more PUs located in the area. The SUs can sense the spectrum (channels) and

detect PU activities. That the SUs do not know when the PUs will return, but the SUs remembers

which PU might affect itself after a PU has ever returned. We can let each SU keep a history record

of all PUs that have affected the SU.

The term spectrum resources, spectrum holes or resources denote idle spectrum fragments that

can be reutilized by the SUs. Let M be the set of spectrum resources that the NC-OFDM interface
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can sense and operate on. Let us denote the set of spectrum holes at SU i as Mi, for each i ∈ S. For

SU u and v at different locations, different PUs may affect them and it is very likely that Mu , Mv ,

for u , v.

We equip each SU with three interfaces comprising an outgoing interface (T x), an incoming

interface (Rx), and a control interface, similar to the NS-3 cognitive radio extension [6]. TheT x and

Rx are NC-OFDM interfaces for data transmission, and the control interface is a legacy interface

that accesses unlicensed spectrum (i.e., 2.4 GHz). The control interface is only responsible for

exchanging control messages as in [24, 104]. The SUs attempt to allocate spectrum resources for

T x and Rx dynamically.

The T x and Rx are the data interfaces that can access spectrum that spans over n channels. It is

because the wider the interface accesses, the higher sampling rate it requires, and the more power it

consumes. For battery-powered SU, a smaller n makes more sense to them and for SUs that power

supply is not an issue, higher n can be employed. The spectrum resource allocation of a radio

interface T x and Rx on SU i is denoted as T xi and Rxi, respectively. Moreover, the NC-OFDM

interfaces can send and receive data from multiple neighbors as long as two data interfaces share

some common spectrum resources.

We say a link luv exists between the T x on SU u and the Rx on SU v if the two SUs are

within each other’s transmission range. Let Allocate(luv) = { f0, f1, ..., fk } denote the spectrum

resources allocated to link luv . A spectrum resource fx can be allocated to luv (i.e., Allocate(luv) =

fx ∩ Allocate(luv)) if and only if luv exists, fx ∈ Mu and fx ∈ Mv . SU u can send data to v using

luv if and only if Allocate(luv) ∩ T xu , ∅, and Allocate(luv) ∩ Rxv , ∅. The amount of spectrum

resources (in MHz) allocated to the link luv is defined as

|Allocate(luv)| =
∑

fx∈Allocate(luv)

| fx | (3.1)

where | fx | denotes the bandwidth of the spectrum resource fx in MHz. Moreover, the spectrum

resources allocated to the link luv needs to satisfy the bandwidth requirement, which means

|Allocate(luv)| ≥ B (3.2)
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where B is the bandwidth requirement in MHz, which will be discussed in detailed later. We now

define the protection level Protect(luv) as follows.

Protect(luv) =
⌊
|Allocate(luv)|

B

⌋
(3.3)

If Eq. 3.2 is satisfied, Protect(luv) is greater or equal to 1.

A path from SU s to d is denoted as Psd = {lsi, li j, ..., lkd}. The paths in k-protected route

must be loopless, which means the path must not visit any intermediate node more than once. The

amount of spectrum resources allocated on a path P is defined as |Allocate(P)| =
∑

l∈P
Allocate(l).

The protection level on a path P can be expressed as

Protect(P) = min(Protect(l), ∀l ∈ P) (3.4)

Take Figure 3.1 for example. Assume the bandwidth requirement is B and the bandwidth of a

channel in the figure is also B. Although |Allocate(lr x)| = 2B and Protect(lr x) = 2, the path Ppr x

= {lpr, lr x}, Protect(Ppr x) = min(Protect(lpr ), Protect(lr x)) = 1 and Protect(Ppqx) = 1.

For each communication request between SU s and d with a specified protection level k, we

compute the k-protected route from s to d. A k-protected route from SU u to v (denoted as Luv)

is one set of main path with main spectrum resource plus k sets of preassigned backup spectrum

resources and backup paths that is guaranteed to sustain from k returning PUs to active without

being interrupted.

The main links with main spectrum resources are the links in the path that are activated right

after the k-protected route is established, while the backup spectrum resources and backup paths are

activated when PU returns and the k-protected route has to relinquish the main spectrum resource.

Take Figure 3.1 for example. Ppr x is the main path. Channel 6 on lpr is a main spectrum resource

and channel 5 on lr x is a backup resource. Ppqx is a backup path and channel 5 on lpq is a backup

spectrum resource.

The protection level of a k-protected route Protect(L) is defined as
∑

P∈L Protect(P) − 1.

(We minus one because one path is used as the main path and main resource.) The 1-protected

route Lpx in Figure 3.1 is {Ppr x, Ppqx} and it has one main path (Ppr x) and one backup path
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(Ppqx), Protect(Ppr x) + Protect(Ppqx) = 2. Thus, Protect(Lpx) =
∑

P∈L Protect(P) − 1 = 1. If

a k-protected route cannot be found, our protocol rejects this request. The k-protected route has to

satisfy the following constraints.

Exclusive Spectrum Fragment Allocation: In wireless communications, two wireless nodes

sharing the same spectrum might interfere with each other. In this chapter, we consider two-hop

interference model [57]. In two-hop interference model, if an SU u is transmitting using channel c,

all two-hop neighbors of node SU u (denoted as 2hop(u)) who also transmit using channel c may be

interfered, which is undesirable. Therefore, in this chapter, we eliminate such kind of interference

by allocating spectrum fragments exclusively to a link. Any other SUs in two-hop neighborhood

to SU u cannot reuse the spectrum fragment. The constraint is defined as follows.

Allocate(luv) ∩ Allocate(lxy) = ∅, ∀luv, lxy ∈ L,

u, v < 2hop(x) ∪ 2hop(y) ∧ x, y < 2hop(u) ∪ 2hop(v).
(3.5)

Bandwidth Requirement: Suppose a request needs a data rate of b, all links in L must allocate

spectrum fragment that is able to satisfy the bandwidth requirement presented as follows. Based on

Shannon-Hartley theorem [106], the capacity of a spectrum fragment of bandwidth is The capacity

allocated must satisfy the requested data rate b.

Capacity = B · log2(1 + SNR) ≥ b (3.6)

where B is the bandwidth in MHz, and SNR is the signal-to-noise ratio. The spectrum resources

allocated to the links in L must satisfy bandwidth requirement.

|Allocate(l)| ≥ B ≥
b

log2(1 + SNR)
, ∀l ∈ P, ∀P ∈ L (3.7)

As mentioned in previous constraint, we allocate spectrum fragments to links exclusively. The

SNR in the same channel is high and we consider it to be a fixed value.

Note that in this chapter, although we consider the NC-OFDM interface allocating multiple

spectrum fragments on a link, we do not consider using multiple paths to satisfy one bandwidth

requirement. If a bandwidth requirement cannot be satisfied at a link (Eq. 3.2) with its available
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spectrum resource, the k-protected routing protocol simply does not consider this link. For example,

consider a 1-protected route requests with bandwidth requirement corresponding to 5 Mbps, we

want to find two paths, in which all links can provide a capacity of 5 Mbps. We will not seek five

1 Mbps path as the main links and another set of five 1 Mbps paths to form the backup path. It is

because, in this case, each link on the paths is only carrying part of the traffic. When a link is down

due to PU activity, all links in all five paths needs to be informed and stop working. Similarly, all

links in all five paths in the backup path needs to be activated. It is inefficient in both building the

k-protected route and recovering from PU returns.

Cost: Due to the exclusive spectrum fragment allocation constraint, when allocating a spectrum

fragment fx to a link luv , all links involved in any SU in 2hop(u) ∪ 2hop(v) are no longer available

for allocation. Let us denote the set of links involved in any SU in 2hop(u) ∪ 2hop(v) as E(luv).

In other words, allocating a spectrum resource fx to luv costs all fx at all links in E(luv). Let us

define the cost of assigning a set of spectrum resource (F) to the link luv as the following equation.

cost(luv, F) =
∑
fx∈F
|E(luv)| · | fx | (3.8)

Therefore, the cost of allocating a spectrum resource fx to luv can be expressed as

cost(luv, { fx}) = |E(luv)| · | fx | (3.9)

The cost of allocating the set of spectrum resources Allocate(luv) to luv can be expressed as

cost(luv, Allocate(luv)) =
∑

fx∈Allocate(luv)

cost(luv, fx) (3.10)

The cost of a path route P can be defined as

cost(P) =
∑
l∈P

cost(l, Allocate(l)) (3.11)

Similarly, the cost of a k-protected route L is therefore defined as

cost(L) =
∑
P∈L

cost(P) =
∑
P∈L

∑
l∈P

cost(l, Allocate(l)) (3.12)

56



In Figure 3.1, assume the bandwidth of a channel is B. |lpr | = B (one channel, channel 6) and

both p’s and r’s two-hop neighbors cannot reuse channel 6. Within lpr ’s two-hop neighborhood,

there are 5 links (i.e., lup, lpq, lqx , lr x and lxz) and therefore cost(lpr, {channel 6}) = 5B. As a

result, when building the latest k-protected route for a request, we need to minimize the cost of

resources for the request. With minimized cost for serving L, the available spectrum resources left

over after L is granted is maximized and the network can serve more future requests. Therefore,

the we propose algorithms that attempt to optimize the following function with different bandwidth

requirement B and level of protection k.

Minimize cost(L) = Minimize
∑
P∈L

∑
l∈P
(cost(l, Allocate(l)) (3.13)

with the following constraints.

|Allocate(l)| ≥ B, ∀l ∈ P, ∀P ∈ L

Protect(L) ≥ k
(3.14)

Spectrum Handoff and Re-route Constraint: Suppose we are building a k-protected route

for a given communication request from SU s to d. Intuitively, we can enumerate all possible

paths and allocations from s to d. For each allocation, we compute their costs for current spectrum

resource availability and for handling different combinations of returning PUs.

There can be different resource allocation on a path P (Allocate(P)). Obviously, their cost is

also different when different PU is active. Let cost(P)sdi, j denote the jth lowest cost of allocation

to path Psd when PUi is active. For example, cost(P)sd2,1 denotes the second cost of the path Psd

when PU 2 is active.
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(c) PU1 and PU2 are active.

Figure 3.2: An extreme case. The number pairs at the links (l) denote resource:cost(l, resource).
-1 denotes the channel is unavailable at this link and therefore the cost is -1. For link lad ,
cost(lad, channel 0) is 3 and because channel 2 is unavailable, cost(lad, channel 2) is -1. Suppose
PU1 was active before and SUs (i.e., a, d) that are in PU1’s coverage know it. PU2 is active, and
PU0 are unknown to the SUs. For easy presentation, the interference model in this figure is one-hop
interference model. Suppose we are building a 1-protected path with current channel availability
in subfigure (a). PU0 appears in the middle figure after the 1-protected route is established in
subfigure (a). PU0’s location is currently unknown, the cost of PU0 returning is shown in subfigure
(b). Subfigure (c) shows the cost after PU1 appears after subfigure (a).

Let C(i) denote the set of costs when PU i appears. Suppose we are constructing a 1-protected

route Lsd using this approach, we will have a set of costs for a 1-protected route. We then sort each
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element in every C(i) in ascending order and we will have the following cost vectors.

C(0) = {cost(P)sd0,0, cost(P)sd0,1, ..., cost(P)sd0,n},

C(1) = {cost(P)sd1,0, cost(P)sd1,0, ..., cost(P)sd1,n},

...

C(P − 1) = {cost(P)sdP−1,0, cost(P)sdP−1,1, ..., cost(P)sdP−1,n}

(3.15)

We can simply use the lowest cost paths in each group to form a k-protected path L = {Psd0,0∩

Psd1,0∩ ... PsdP−1,0}.

In Figure 3.2(a), allocating channel 2 to lsb can be denoted as Allocate(lsb) = {channel 2} and

its cost cost(lsb, {channel 2}) = 2B, where B is the channel bandwidth. For easy presentation, let

us denote an allocation to path Puxv = {lux, lxv} as [u−( fi) → x−( f j) → v, cost] In Figure 3.2(a),

an allocation to path Psbd can be denoted as Allocate(Psbd) = [s−2→ b−0→ d, 2+3]. Suppose

a 1-protected route is being built in Figure 3.2(a) when PU2 is already active. The cost vector

C(PU0) of Lsd for the extreme case shown in Figure 3.2(a).

C(PU0) = {[s − (2) → a − (1) → d, 5],

[s − (2) → b − (1) → d, 5]},

C(PU1) = {[s − (1) → b − (0) → d, 4],

[s − (2) → b − (0) → d, 5],

[s − 2→ a − 0→ d, 5]},

C(PU2) = {[s − (2) → b − (1) → d, 5],

[s − (2) → a − (1) → d, 5],

[s − 2→ b − 0→ d, 5],

[s − 2→ a − 0→ d, 5],

...},

(3.16)

Intuitively, to form a 1-protected route, for handling PU0 returning, we pick the lowest cost

path [s − (2) → a − (1) → d, 5], for handling PU1 returning, we pick the lowest cost path
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Figure 3.3: Switch delay for backup channel and backup path. The x-axis denotes the number of
hops. A one-hop handoff is definitely a spectrum handoff, because there is only one link between
a pair of wireless nodes.

[s − (1) → b − (0) → d, 4], and for handling PU2 returning, we pick the lowest cost path

[s − (2) → b − (1) → d, 5]. The total cost is 5 + 4 + 5 = 14, which is the optimal cost.

However, lowest cost allocation may not be the optimal solution in terms of delay, because they

might require longer spectrum handoff and re-route time than allocations with higher cost with

fewer re-routes. As shown in Figure 3.3, in our simulation, we observed that the time required for

re-routing is significantly higher than that of spectrum handoff. In CRE-NS3 [6], the SUs perform

spectrum sensing every 100 ms. It is because every SU itself detects PU activity and performs

spectrum handoff right away. On the other hand, the SUs on the backup path need their neighbors to

inform the activation of the backup path hop by hop, which is more time consuming than spectrum
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Figure 3.4: Difference between backup path and backup spectrum.

Considering the example shown in Figure 3.4, the path Pxy in left hand side has a backup path

Pxwz and the path Pac in the right hand side has backup channels. Suppose PU2 returns, lbc simply

switches to backup spectrum in channel 3 while lyz needs to inform x and y about the failure of

lyz. x needs to activate the two-hop backup path from x to z. Therefore, the final constraint is

to minimize the number of backup paths and only to employ backup path if and only if a feasible

backup spectrum does not exist.

Take the aforementioned lowest cost solution for example, it is far from a good solution in terms

of spectrum handoff and re-route. It requires two spectrum handoffs for handling PU1 returns to

active, including switching lsb from channel 2 to channel 1 and switching lbd from channel 0 to

channel 1.

A better solution for the example shown in Figure 3.2 is [s − (2) → b − (1) → d, 5] (for PU0

returns to active), [s−(2) → b−(0) → d, 5] (for PU1 returns to active), and [s−(2) → b−(1) → d, 5]

(PU2 is already active). Although the total cost is 15 in this solution, it requires only 1 spectrum

handoff for handling PU1 returns to active. Therefore, instead of choosing minimum cost allocation

from the cost vector, the allocation difference needs to be takin into account. For example, the

allocation difference of [s − (2) → b − (1) → d, 5] and [s − (1) → b − (0) → d, 4] is 2 and the

allocation difference of [s − (2) → b − (1) → d, 5] and [s − (1) → b − (0) → d, 5] is only 1.

However, this approach is unsuitable for solving the k-protected routing problem for the follow-
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ing reasons. Firstly, enumerating all paths between a pair of SUs is a computationally expensive

task. Secondly, it has
( |PUo f f |

k

)
different possible combinations of returning PUs where |PUo f f |

is the number of inactive PUs and k is the desired level of protection. The cost evaluation of all

possible paths on all possible combinations is a huge task. Therefore, instead of enumerating all

possible allocation and choose the minimum cost allocations, we propose greedy algorithms that

attempts to allocate as much backup resources as possible before seeking backup paths.

3.2.3 Hardness of the Problem

We prove the hardness of k-protected routing problem by reducing the k-protected routing problem

to the optimum cost chromatic partition problem (OCCP) [54].

OCCP: OCCP is described as follows. For a graph G = (V, E) with n vertices and a coloring

cost vector K = {k0, k1, ...kn−1}. The OCCP problem finds a feasible coloring f (v) for each vertex

for all v ∈ V , such that the total costs
∑
v∈V
(k f (v)) are minimum. A coloring f (v) is said to be

feasible, if adjacent vertices are assigned with different colors. The input to OCCP is (G,K), where

G is a graph (V, E) with |V | = n vertices, and K is a coloring cost vector {k0, k1, ...kn−1}. The

output is f (v), which is the minimum cost coloring that the adjacent vertices in G are assigned with

different colors.

k-protected routing: The input to k-protected routing is (G, M, k, B), where G is a graph

(V, E), V is the set of SUs, E is the set of links, M is the spectrum resources, k is the level of

protection, and B is the bandwidth requirement. The output is the L, which is the k-protected

routing.

We verify k-protected routing is NP. For a solution L ∈ E and Allocate(L) ∈ M . Accept the

solution if all the following statements are all true. Otherwise, reject the solution.

• Protect(L) ≥ k

• Allocate(l) ≥ B, ∀l ∈ P, ∀P ∈ L.
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We now show k-protected routing is at least as hard as OCCP. Firstly, we reduce k-protected

routing to 0-protected routing by considering the simplest version of our k-protected routing

problem, the 0-protected routing. This step can be done in polynomial time (actually constant).

Given a pair of source and destination SUs in the CRN, we can find a shortest path (P) from the

source node s to the destination node d by using any algorithm that solves single-pair shortest path

problem. We have a subgraph G′ = (V′, P), where V′ is the set of vertices visited when traverse

from node s to d via P, P ⊂ E and V′ ⊂ V .

At this stage the links in P do not have any spectrum resources. For each link luv ∈ P, there is

an array of candidate spectrum resources that can be expressed as Mu∩Mv . The cost of a spectrum

resources fx ∈ Mu ∩ Mv is cost(luv, { fx}). Therefore, for each link luv ∈ P, there exists a cost

vector Kuv .

We now convert G′ = (V′, P) to another graph H, where a vertex in H is an edge in G′. A

vertex tuv is added to H, if luv is in P. An edge lv is added to H if two edges luv and lvx are

in P. For example, P = {lsu, luv, lvd} can be converted to another graph H = (VH, EH), where

VH = {tsu, tuv, tvd} and EH = {lu, lv}. This also can be done in polynomial time by performing a

graph traversal in any order.

Since an edge luv ∈ P is converted to the vertex tuv ∈ VH , the color vector Kuv is also assigned

to tuv At this stage, the cost vector on each vertex in H (each edge in P) might be different as the

cost of a link is defined in Equation 3.13. However, we further reduce the 0-protected routing to

let the cost vector on each vertex in VH be the same, say K′. The final 0-protected routing problem

of (VH,K′, k, B) (k and B is irrelevant), is now equivalent to OCCP. All the reduction steps can be

done in polynomial time.

In summary, we can reduce our k-protected routing problem 0-protected routing problem and

reduce 0-protected routing problem again by using the same cost array for all v ∈ VH to make the

problem equivalent to OCCP. Therefore, k-protected routing problem is NP-hard. To solve this

NP-hard problem, we propose both centralized and distributed algorithms for finding k-protected

routes.
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3.3 Centralize Algorithm

In this section, we propose a centralized recursive k-protected route establishment (CRKRE)

algorithm for finding a k-protected route between s and d with bandwidth requirement B. From the

observation that a spectrum handoff incurs lower delay than re-route, our CRKRE finds a shortest

path first, attempts to satisfy the level of protection by allocating resources on the path and seeks

backup routes only if no more backup spectrum can be found to satisfy the level of protection.

Given a network G with current spectrum availability and a request from s to d with bandwidth

requirement B and protection level of k, the CRKRE finds a set of k-protected route for the request.

The basic idea of CRKRE is as follows. The CRKRE algorithm performs a path discovery based

on a modified weighted breadth-first search (BFS) to find a 0-protected route Lsd from s to d with

minimum cost as described in Equation 3.12. The resources allocated in the 0-protected route are

the main resources. After the 0-protected route is found, CRKRE attempts to add another k sets

of backup resources to provide the k-protection by only allocating more backup spectrum on l to

each link l ∈ Lsd .

If the desired protection level cannot be found for any sub-route from u to v in L, the algorithm

performs another recursion of CRKRE on u and v to find a backup path for them. It is possible that

the desired protection level cannot be satisfied between two SUs u and v on the 0-protected path.

Suppose the protection level of the subroute Puv is min(p(l), ∀l ∈ Puv) = m and is lower than k.

In this case, a backup path between u and v is the only way to achieve the desired protection level.

If m,m < (k − 1) backup spectrum cannot be satisfied between intermediate node u and v, the

algorithm recursively finds another m-protected route L′ that shares no common links in L. That

is L′∩ L = ∅ and L′ is a backup path that does not overlap with L. After L′ is found, the algorithm

allocates (m − 1)-protection resources. It is because the original subroute from u to v in L already

contain a main path and L′ does not need another one.

When a backup route L′ is completely constructed, the algorithm adds L′ to L. Similarly,

another recursion will be invoked if the desired protection level cannot be found for any sub-route

from u′ to v′ in L′. If an L′ cannot be found, the algorithm has no choice but reject the request. The
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procedure stops when a k-protected route L satisfying the bandwidth requirement B and protection

level k is found. If a complete k-protected route L is successfully constructed, the algorithm

updates G by removing all spectrum resources that are assigned to L.

Input: G, s, d, k, b;
Output: L;
L = path_discovery(G, s, d, k, b);
if L = NULL then

return NULL;
end
tmpG = G, unsatis f ied = {};
for l ∈ L do

i = 0;
while i < k do

find the fragment min_ f with minimum cost;
if min_ f , NULL then

Allocate(l) = Allocate(l) ∪ min_ f ;
tmpG = tmpG − min_ f ;

else
break;

end
i += 1;

end
unsatis f ied.append((l, k − i));

end
combine ls in unsatis f ied to P′ = {(s1, d1,m1), (s2, d2,m2)...};
for (u, v,m) ∈ P′ do

L′ = CRKRE(tmpG, u, v,m, b);
if L = NULL then

return NULL; // sub-route unsatisfied
end
L = L ∪ L′;

end
G = tmpG; // Update G with tmpG
return L;

Algorithm 4: Summary of CRKRE Algorithm.

3.3.1 CRKRE Path Discovery

The path discovery procedure starts with the source node s and a queue Q consisting of 3-tuples.

The tuples in the queue are composed of (id,C, L), where id is the id of the vertex, C is the current
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Input: G, s, d, k, b;
Output: L;
QueueQ = {(s, 0, {})};
while Q is not empty() do

sort Q by cost;
(v, cost, L) = Q.dequeue();
if v == d then

return L;
end
for n ∈ neighbor(v) and n < L do

find the link lvn and fragment min_ f with minimum cost;
end
if min_ f , NULL then

Q.enqueue((n, cost + cost(lvn,min_ f ), L ∪ (lvn,min_ f ));
end

end
return NULL; // s is unable to reach d

Algorithm 5: Summary of CRKRE’s path discovery procedure.

cost, L is the current path and spectrum allocation for s to reach id. The algorithm starts with

enqueuing a 3-tuple (s, 0, {}) into the queueQ. WhileQ is not empty, the algorithm removes the first

tuple (v,C, L) from Q. If v is the destination, the procedure has found the lowest cost 0-protected

route L from s to d. The procedure terminates and returns L. If v is still not the destination,

the procedure continues and computes the costs from v to its neighbors. For each neighbor n of

v, the procedure finds the spectrum fragments f that satisfies the bandwidth requirement B with

minimum cost(lvn, f ), denoted as min_ f . The tuple (n,C + min_ f , L ∪ (lvn, f )) is enqueued to Q

for future search. After all neighbors of v is visited, the procedure sorts the tuples in Q to ascending

order based on their costs C.

On the other hand, if a spectrum fragment satisfying the bandwidth requirement B cannot be

found for lvn, it means there is not enough spectrum fragment for v and its neighbor n to satisfy

the bandwidth requirement. This path from v to n is useless and the procedure does not enqueue

this path. If Q is empty before s reaches d, it means there is not even 0-protected route for s to

communicate with d. This request is rejected by returning an empty route. After a 0-protected

route L is found, for each link l in L, the algorithm allocates k-protection resources by finding the
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k lowest cost spectrum fragments satisfying the bandwidth requirement B and add them to L. The

CRKRE algorithm is summarized in Algorithm 4 and the path discovery algorithm is summarized

in Algorithm 5.

The time complexity of the CRKRE is composed by the weighted BFS, backup resource

allocation and recursions of CRKRE. The weighted BFS’s complexity is O(|V | + |E |), where |V | is

the number of SUs and |E | is the number of links in the network. The initial 0-protected route L

can only have the number of links |E′| and |E′| ≤ |E |, since the links in L ⊂ E . The allocation of k

backup resource for each links in L is therefore O(k |E′|). Finally, for sub-routes that cannot satisfy

the level of protection, another recursion of CRKRE with protection level m, m ≤ k, is needed

and the complexity is O(|V | + |E |) + O(m|E′|). When the next recursion happens, it means the

current recursion cannot satisfy the protection level requirement k. For example, current recursion

can only satisfy 2 protections, then m = k − 2. If k is satisfied in current recursion, there will be

no next recursion and the complexity of current recursion is O(|V | + |E |) + kO(|E′|) However, in

worst case, each recursion can only find 1 protection, k recursions happens and thus the complexity

is k(O(|V | + |E |) + 1 ×O(|E′|)) = O(k |V | + k |E |).

3.4 Distributed Algorithm

Wepropose a distributed algorithm for building a k-protected route. Unlike centralized approach

(CRKRE), an SU does not have global view to the network (G) and backup spectrum allocations

of other SUs. Therefore, an SU needs to satisfy the bandwidth requirement and the desired level

of protection locally before it attempts to request routes to its neighbors. On SU v, the backup

spectrum decided locally is sent to SU v’s neighbors along with its current route from s to v in

route request (REQ) message. Moreover, the SUs should only determine one set of local lowest

cost neighbor(s) that satisfy the bandwidth and protection level and expand the path discovery to

them. It is because when one neighbor cannot satisfy the requirement it attempts to separate the

k-protected route into multiple protected route with a combination of lower protection levels. If

an SU attempts to expand the route requests with multiple possible combinations of neighbors that
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are able to achieve k-protection simultaneously, it results storm of path discovery messages from

different combinations.

We propose a distributed k-protected route establishment (DKRE) algorithm for finding k-

protected route between s and d with bandwidth requirement B. The DKRE algorithm starts with

the source s. We assume that the SU periodically scans PU activity and broadcasts neighbor

discovery messages. The neighbor discovery message from an SU u includes its current spectrum

availability, its one-hop neighbors and all their spectrum availability. Therefore, the SUs know

their one-hop and two-hop neighbors and the spectrum availabilities at these SUs.

Input: s, d, b, k,C, L;
if v == d then

// reached the destination d
send GRANT to s;
return L;

end
next_hop = {}; i = 0;
while i < k do

for n ∈ neighbor(v) and n < L do
find the link lvn with minimum cost;
attempt to find as many fragments to satisfy k as p(lvn);

end
i = i + p(lvn); L = L ∪ lvn;
next_hop = next_hop ∪ n;

end
send REQ(v, d, b, k − p(lvn),C, L)∀n ∈ next_hop;
message = receive(n)∀n ∈ next_hop;
if message is REJECT then

send REJECT to s;
end
if all n ∈ next_hop are GRANTed then

send GRANT to s;
end

Algorithm 6: Summary of DRKE algorithm on an SU v. The algorithm is invoked when v

receives a REQ message or v is instructed to find a k-protected route.
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3.4.1 DKRE Path Discovery

The source starts the establishment of the k-protected route. When an SU v receives a route request

(REQ) message or a source SU v is instructed to find a k-protected route, for each neighbor n of v,

v computes the cost of providing k protections with bandwidth requirement b on link lnv to each

of its neighbors. SU v chooses the neighbor that can provide the desired level of protection with

lowest cost. If a neighbor u is already in L, it means u has been visited and v do not consider

expanding the route t u. v sends a REQ message along with its current backup spectrum to that

neighbor.

The REQ message contains a following information (s, d, b, k,C, L), where b is the bandwidth

requirement, k is the desired level of protection, C is the total cost and L is the current route from

s to the sender of this REQ. However, it is possible that none of the neighbors can provide the

desired protection on its own. Instead of finding one neighbor to satisfy the required protection,

a subset of neighbor is needed. Suppose a subset of the neighbors N with lowest costs can only

provide m-protected routes. We have no choice but to find another backup route. v keeps finding

(k −m− 1)-protection from other neighbors until the desired level of protection is satisfied by N . v

sends a REQ (s, d, b, kn,C, L+ lvn) to each n ∈ N and
∑

n∈N
(kn) = k. DKRE should avoid increasing

the size of N , because it means branching the k-protected routes.

If a REQ (s, d, b,m,C, L) reaches the destination, the destination grants the request and responds

with a GRANT message consisting of (m, L), where m is the protection level of this route and L is

constructed m-protected route. The GRANT message is sent along with the path in L to the source

node. Each SU on receiving the GRANTmessage, examines if m is the same as the protection level

it was requested. If it has more than one branch, it waits for all branches to GRANT. If m ≤ (k −1),

it means that there are some other backup routes with protection level of k−m−1 that are still under

construction. On the other hand, if an SU u receives a REQ and it is unable to find a neighbor to

satisfy the bandwidth and protection requirement. It sends a REJECT message to the REQ sender.

The REQ sender, upon receiving the REJECT message, attempts to find another path to satisfy the

bandwidth and protection requirement by replacing neighbor that issues the REJECT message in
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N with other neighbors. If the REQ sender has tried all its neighbors and cannot find an alternative

path, it also send the REJECT to its upstream.

3.5 Evaluation

We evaluate our algorithms by simulation using NS-3.17 [50] and an extension for CRN called

CRE-NS3 [6]. We randomly deploy different number of SUs and PUs in a 2000 ·2000 m2 area. The

SUs have the same transmission range of 250 meters and the PUs have the transmission range of

1000 meters. We remove topologies that SUs do not form a connected graph. For each number of

SUs, we randomly generate ten topologies and compute the results from the average of them. Some

of the PUs are active and some are not, but the inactive PUs might be active later. The SUs might

have different data rate requirement, but their data rates are stable after they obtained a k-protected

routes, because the spectrum is assigned to the SUs exclusively and the interference is minimized.

The primary channels are 802.11g channels with physical layer bandwidth of 54 Mbps [116]

and we use the NS-3 and CRE-NS3 built-in AdhocWifiMAC. The width of each 802.11g channel

is 22 MHz and the max span of the NC-OFDM data interfaces is set of n = 3 channels. In our

simulation, there are 15 PU channels. Two PUs are active when computing the k-protected route,

which means 13 channels are available for SUs. For distributed algorithm, a dedicated common

control channel is used for control purposes.

In this chapter, an NC-OFDM interface allocates a spectrum fragment exclusively to a link in

k-protected route. In other words, it is guaranteed not to experience any interference from any other

SUs that are assigned with different spectrum fragment in the channel. We simulate the behavior

and performance of NC-OFDM using the following approach. We disable the interference in the

physical layer in NS-3. If an interface allocates n% of a channel, it transmits using the channel n%

of the time to obtain a throughput for a partial channel. However, when PUs return to active, SUs

still relinquish the channel and resort to backup spectrum or backup path.

We compare our k-protected routing with eCRTCA and dCRTCA proposed in [131]. The

goal of eCRTCA and dCRTCA is to assign channels to links in CRN to guarantee the CRN to
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remain connected when PUs return to active. eCRTCA and dCRTCA do not consider NC-OFDM

interfaces, but their SUs are equipped with multiple interfaces. Note that the NC-OFDM interfaces

in our approach can access a spectrum that spans over n = 3 channels. To evaluate more reasonably,

we equip each SU in eCRTCA and dCRTCA with three interfaces, so that they can also access

three channels.
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Figure 3.5: The number of sessions for 1-protected session requests with bandwidth requirement 5
Mbps.

3.5.1 Number of Sessions

We evaluate the number of k-protected routes that a network can accommodate by letting the

simulator generate requests from random source SU to random destination SU. Note that we

discarded special cases that source and destination are less than two hops away, so that short
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distance results do not make the overall results too optimistic. The algorithms attempt to establish

k-protected route for this pair of source and destination. If twenty consecutive requests are rejected,

we say the network has reached its limitation and the simulator stops generating source and

destination. The NC-OFDM interfaces can access spectrum spans over 3 consecutive channels. For

easy understanding, we use the term data rate in the evaluation, instead of bandwidth requirement.

The evaluated data rate requirements are 5 Mbps (5 people video conferencing) and 2 Mbps (one-

to-one video calling) [107], respectively. We use Eq. 3.6 to convert data rate (b) to bandwidth

requirement (B) and vice versa.
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Figure 3.7: The number of sessions for 1-protected routes with bandwidth requirement 2 Mbps.

Similarly, we attempt to establish traffic flows in eCRTCA and dCRTCA for each source and

destination request. We use NS-3 built-in AODV protocol for establishing the traffic flow in

eCRTCA and dCRTCA. Note that eCRTCA and dCRTCA do not consider NC-OFDM interfaces

and the channel bandwidth of each link might be the bottleneck when the sessions have saturated

the bandwidth of a channel. However, eCRTCA and dCRTCA assumes each node is equipped

with multiple interfaces. In our simulation, we assign three interfaces for each SU in eCRTCA

and dCRTCA. Therefore, the limitation for the number of sessions of eCRTCA and dCRTCA is

observed when specific node’s packet queue is full and significant packet loss happens.

73



10 20 30 40 50 60
Number of nodes

0

2

4

6

8

10
N

u
m

b
e
r 

o
f 

se
ss

io
n
s 

e
st

a
b
lis

h
e
d

Number of Sessions

k = 2, CRKRE

k = 2, DKRE

k = 3, CRKRE

k = 3, DKRE

Figure 3.8: The number of sessions for 2 and 3-protected routes with bandwidth requirement 2
Mbps.

The simulation results for the number of 1-protected routes with b = 5 Mbps is shown in

Figure 3.5. The number of 2 and 3-protected routes with b = 5 Mbps is shown in Figure 3.6. The

simulation results for number of 1-protected routes with b = 2 Mbps is shown in Figure 3.7. The

number of 2 and 3-protected routes with b = 2 Mbps is shown in Figure 3.8. We can see that

the number of k-protected routing established is lower than either eCRTCA or dCRTCA. It is not

surprising because k-protected routing trade considerable amount of resources for protection.
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Figure 3.9: The interruption rates for one PU returns to active.

On the other hand, the number of routes established by CRKRE and DKRE for 2 Mbps requests

is not significantly higher than that for 5Mbps. It is because of the NC-OFDM interface span

limitation (n = 3). Suppose an NC-OFDM interface has allocated some spectrum fragment in

channel 11 and its span limitation is three channels. It can no longer allocate spectrum fragment

that is more than three channels away, such as spectrum fragment in channel 1. However, eCRTCA

and dCRTCA assumes that an SU is equipped with multiple independent interfaces that are able

to handle such requests. The advantage of k-protected routing is for handling returning PU using

preassigned resources with minimized delay.
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Figure 3.10: The interruption rates for two PUs return to active.

3.5.2 Interruption Rate

We simulate the interruption rate after the k-protected routes are constructed. For one returning PU

simulations, for each PU, we deploy the routes as described in last section and let the PU be active.

We wait for 10 seconds and terminate the simulation. We examine the packet queue overflow

message. If a source cannot reach the destination at the end of simulation, the route is interrupted.

For each set of PU combination, we let all PUs in the same combination be active and check the

interruption rate. The interruption rate is defined as the number of interrupted routes over the total

number of routes.
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Figure 3.11: Average delay for recovering from one returning PU.

The interruption rate of one returning PU is shown in Figure 3.9. For eCRTCA and eDRTCA,

we attempt to establish traffic flows for up to 5 or 10 flows. When PU appears, the ongoing traffic

flow in eCRTCA and eDRTCA is interrupted and the source attempts to recover the interrupted

flow by establishing another flow using AODV. Therefore, when there are more flows already in

the network, there are fewer resources for recovering from interruption due to PUs return to active.

For networks with more SUs, eCRTCA and eDRTCA have higher chance to recover from returning

PUs, because there are more available SUs to establish the interrupted routes. In contrast, the

1-protected routes are never interrupted due to one returning PU and the interruption rate is 0%,

which means 1-protected routes are robust against one returning PU.
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The interruption rate of two PUs return to active is shown in Figure 3.10. When two PUs appear,

more than 10% of 1-protected routes are interrupted. However, more than 80% of the 1-protected

routes are still connected. Because the interruption only happens to links that use exactly the two

spectrums owned by the returning PUs. For links that only use one of the returning PU as their main

or backup resource, they have another backup resource or path to maintain connection. Similarly,

all 2-protected routes are not interrupted.

3.5.3 Handoff Delay and Throughput

The delay for recovering from one returning PU is shown in Figure 3.11. For CRKRE and DKRE,

the delay is composed of spectrum sensing time (100 ms in our simulation) plus activating the

backup path or backup spectrum. As shown in Figure 3.3, activating a backup spectrum is much
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faster than activating a backup route. For eCRTCA and eDRTCA, the delay time is composed of

spectrum sensing time plus the time ADOV takes to re-route the traffic. Both CRKRE and DKRE

have low handoff delay. It is because both backup spectrum and backup paths are preassigned

resources to the route. The backup resources are just not being used. Both CRKRE’s and DKRE’s

delay times are mainly dominated by the time for activating backup paths.

On the other hand, as shown in Figure 3.12, the CRKRE has much fewer backup routes compare

with DKRE. It is because the CRKRE is a centralized algorithm. The CRKRE is able to find a

0-protected route as a base route and keeps adding protection to each links. The CRKRE only

resorts to backup routes when backup spectrum is no longer available between any pair of SU u

and v. Even if there are backup paths, the backup path starts from SU v converge to the main route

when it reaches SU u. In contrast, whenever an SU in DKRE needs more than one neighbor to

provide the desired level of protection, DKRE often resorts to backup paths. The backup paths are

often harder converge to a single path due to the lack of knowledge of the network.
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Figure 3.13: The throughput measured in different set of simulations.

We use NS-3 built-in BulkSendApplication to generate traffic for all simulations. The

throughput comparison is shown in Figure 3.13. Asmentioned above, theNC-OFDMdata interfaces
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allocate spectrum fragment exclusively. Almost every k-protected route achieves the bandwidth

it requested, no matter it is built using CRKRE or DKRE. Therefore, the throughput has similar

trend as the number of routes. On the other hand, the traffic flows in eCRTCA and eDRTCA might

saturate some of the links and the throughput is bounded by those links.

3.6 Summary

In this chapter, we argue that guaranteed network protection is essential for an effective CRN

because returning PUs might interrupt the ongoing traffic between the SUs. Such characteristic

makes CRNs unsuitable for QoS-sensitive applications such as audio and video conferencing and

multimedia streaming. Moreover, DSA is envisioned in future generation cellular network, the

potential delay and possible interruptions when PUs become active need to be handled with care.

We study the problem of establishing k-protected routes for CRNs. A k-protected route is a set

of main links with k sets of preassigned backup spectrum and backup paths that is guaranteed

to sustain from k returning PUs without being interrupted. Moreover, we propose the use of

NC-OFDM interfaces to allocate spectrum fragments flexibly. We proposed both centralized and

distributed for constructing k-protected routes. Simulation results show that the 1-protected routes

are never interrupted when one PU appear, and the average interruption rate is lower than 18%

when two PUs return. Moreover, the delay time for the k-protected routes built by CRKRE is about

20% to that of previous studies, and DKRE is at most 80% to that of previous studies. We have

presented how the CRNs find control channel and establish protected communication routes, which

significantly improves the feasibility of CRNs. In the following two chapters, we will present our

work to address the challenges for interference identification and mitigation in HetNets.
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CHAPTER 4

INTER-FEMTOCELL INTERFERENCE IDENTIFICATION AND RESOURCE
MANAGEMENT

For HetNets, the first research challenge is deciphering the interference relations in the network.

HetNets formed by smallcells with different sizes of coverage (i.e., femtocells, picocell, and

microcells) and macrocells have been proposed to satisfy increased bandwidth demand with the

limited and crowded wireless spectrum. Although cellular networks provide almost ubiquitous

coverage in most areas, complaints of low-quality service regarding signal reception are often

reported by indoor users. The indoor signal attenuations are mainly attributed to the penetration

losses through building structures andmultipath propagation. To improve the indoor service quality

and coverage, low-power and low-cost indoor cellular base stations called femtocells [20, 129] had

been developed. The femtocells operate on the same licensed spectrum band and use the same

technology as the macrocellular infrastructures. Hence, no modification to existing user devices is

required. Several orthogonal frequency division multiple access (OFDMA [90]) based 4G cellular

network standards such as Mobile WiMAX, and LTE-A have endorsed femtocell as a mandatory

technology. The femtocells attach to the core cellular network via IP-based broadband backhauls

such as cable or DSL. The femtocells are promising in terms of providing superior voice quality

and higher data rates for indoor users. Large-scale deployment of femtocells in the urban area is

expected to be realized in the future.

Because all base stations operate in the same licensed spectrum band, inter-cell interference

(including inter-femtocell and cross-tier macrocell/femtocell interference) significantly limits the

achievable throughput of a femtocell cellular network. A typical approach to mitigate inter-

cell interference is known as resource isolation, which assigns non-overlapping resources to the

interfering stations. The most critical step to mitigate interference is to identify the interference

relations in the network precisely.

The service providers install the macrocells with careful planning. Thus, the inter-macrocell
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interference is minimized at coverage edges. The interference management betweenmacrocells and

femtocells is also widely studied [21, 28, 120] where the information (e.g., configuration and loca-

tion) of macrocell base stations are known. In this chapter, we focus on amore challenging problem,

which is the inter-femtocell resource management. Several characteristics of femtocells make the

interference identification challenging. The femtocells are often installed by end-consumers with-

out any pre-planning. An individual femtocell possesses no information as to either its location or

the existence of nearby femtocells. Since very limited information about the femtocells is available,

it is hard to decipher the inter-femtocell interference. In addition, it is unrealistic to expect the

coordination and assistance of the user devices because the goal of femtocell cellular network is to

augment the coverage without modifying any existing user devices.

Several efforts have been made to improve inter-femtocell resource management. Authors in

[112] propose to let femtocells assign resources to mobile stations (MSs, e.g., cellphones and

tablets) based on a hashing method. If an MS is experiencing interference in certain resources, the

femtocell invokes a collision resolution procedure and tries to assign the MS other resources. The

collision resolution procedure does not require the identification of interferer, but it may require

a certain amount of subsequent frames to find available resources. FERMI [8] introduces two

dedicated measurement zones in a frame. If an MS is experiencing interference, the delivery rates

of the two zones would be significantly different. A central controller determines whether an MS

experiences interference by observing the difference between the delivery rates in the two zones.

If the MS were experiencing interference, the femtocell considers all nearby femtocells whose

received signal strength (RSS) is over a threshold as interferers. This approach is highly sensitive to

the threshold of the RSS [97], and it is extremely difficult to determine a uniform threshold across

the whole network.

Instead of using the RSS for interference identification, we propose an algorithm to improve

the interference identification by taking advantage of the availability of multiple subchannels in an

OFDMA system. We let each femtocell transmit data using a subset of subchannels. The different

combinations of subchannels are called patterns in this chapter. Femtocells transmit with different
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transmission patterns, which impact the subchannels the MSs can receive data. The subchannels

from which an MS receives data constitute a received pattern. Experiments on GNU Radio/USRP

are conducted to demonstrate the MSs observe the received patterns, and the transmission patterns

do affect their received patterns. The proposed interference identification algorithm identifies the

interference relations in the network by examining these patterns intelligently. The evaluation

results show that our method successfully identifies all real interferers and most non-interfering

femtocells compared with approaches that use RSS. Because the method identifies real interferers

while excluding non-interfering femtocells, the number of edges in the conflict graph is reduced, and

the achievable throughput is improved. Further, we propose an efficient weighted vertex-coloring

based resource assignment algorithm that allocates resources with better fairness and achieves

higher throughput than previous studies. Some preliminary results have been presented in [74].

The rest of this chapter is organized as follows. Section 4.1 provides a brief introduction

to the background of OFDMA systems and discussions on related work. We give an overview

of our interference identification algorithm and describe the experiment to prove our concept in

Section 4.2. Details about interference identification are presented in Section 4.3. In Section 4.4,

we explain our algorithm for resource management. Section 4.5 is devoted to evaluating our

interference identification and the resourcemanagement algorithm. Finally, a summary is presented

in Section 4.6.

4.1 Background and Related Work

In this section, we briefly introduce the background of OFDMA systems and related work.
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Figure 4.1: The LTE downlink frame structure of a 20 MHz channel.

4.1.1 OFDMA Preliminaries

The OFDMA is the underlying technology for 4G cellular networks. In an OFDMA system,

the radio resources are two-dimensional frames of frequency (subchannel) and time (symbol).

The continuous spectrum is divided into multiple equally spaced tones (subcarriers), and several

subcarriers are grouped to form a subchannel. An OFDMA device operates in all or part of

orthogonal subchannels in each frame. Several time symbols in a subchannel form a resource block

(RB), also known as a tile. Two RBs form a slot, which is the basic resource unit to assign to MSs.

Each RB in an OFDMA subframe has a unique symbol and subcarrier offset.

The frame structure of a 20 MHz channel is shown in Figure 4.1 and the band is divided into

2048 subcarriers with 1200 occupied subcarriers. A frame in LTE Advanced is of length 10 ms,

and each frame is further divided into ten subframes. Multiple devices can transmit using the
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same channel simultaneously as long as they occupy different RBs (the downlink shared blocks

in Figure 4.1). The control frame indicator (CFI) informs the MSs about the RBs allocation and

modulation. Through CFI, each MS knows which RBs belongs to it and what modulation is being

used in the RBs.
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Figure 4.2: WiMAX frame structure.

Figure 4.2 shows a Mobile WiMAX Time Division Duplex (TDD) frame, where the horizontal

axis denotes the time, and the vertical axis denotes the frequency. A TDD frame has a fixed duration

and is composed of a downlink (DL) and an uplink (UL) sub-frame. DL also contains a control

part, which includes the preamble, FCH (Frame Control Header) and downlink map (DL_MAP).

The control part is transmitted using the most robust modulation and coding scheme (MCS). When

a base station transmits a frame, all MSs that are associated with this base station receive this frame.

The DL_MAP in the control part informs MSs of the RB assignments and MCSs of these RBs. An

MS knows which RB belongs to it from the DL_MAP. MSs acknowledge (ACKs) the reception of

each RB through the dedicated subchannels in UL.
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4.1.2 OFDMA Systems Related Work

The service providers deploy macrocells with careful planning, including location, height, fre-

quency, and even antenna configuration. Therefore, inter-macrocell interference is minimized at

coverage edges. Multi-cell OFDMA frequency planning is also discussed in [22, 96], but these

approaches require certain amount of knowledge of the base stations, such as location and antenna

configuration. Because femtocells possess little knowledge of their information, frequency plan-

ning is not feasible for femtocell networks. Therefore, interference management is one of the most

critical components for dense deployment of femtocells [128].

4.1.2.1 Cross-tier Interference Management

Cross-tier interference management has been widely studied as well. In earlier generation cellular

networks (e.g., CDMA and GSM), there is only one carrier, and frequency reuse is not possible. In-

terference management mainly relies on pure frequency isolation [120] or power auto-configuration

[21, 28]. Authors in [120] propose to assign different frequency spectrum band to macrocells and

femtocells arbitrarily. For OFDMA-based cellular networks, a centralized approach for cross-tier

interference management is proposed in [112], which prevents femtocells from reusing the re-

sources that are occupied by macrocells. In these work, the knowledge of macrocells is relatively

easier to obtain.

4.1.2.2 Inter-femtocell Interference Management

The very first step to inter-femtocell interference management is to identify interference. Previous

papers also proposed several approaches to identify inter-femtocell interference, but they either

require additional functionality such as channel sensing [9, 51, 70, 80] or additional information

from the femtocells [66].

Location Information: The most straightforward approach to determine inter-femtocell in-

terference is based on the locations of the femtocells. A centralized inter-femtocell interference
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mitigation approach is proposed in [66]. The inter-femtocell interference is determined by a femto-

cell gateway using the location information provided by the femtocells. Based on the interference

relations, the authors in [66] proposed an adaptive fractional frequency reuse (FFR) algorithm

to adjusts the coverage area by controlling femtocells’ transmit power. However, the location

information is difficult to obtain in practice because the femtocells are installed by non-expert

end-consumers. It is impractical to include global positioning systems (GPS) in femtocells either

because femtocells are designed for improving indoor cellular coverage and GPS is also designed

for outdoor environments. Moreover, femtocells that are located close to each other does not

necessarily mean they are interfering.

Sensing: In [9, 51, 70, 80], the authors employ channel sensing to detect potential interference.

However, it is not realistic to anticipate that off-the-shelf femtocells andMSs to have carrier sensing

ability. The authors in [70] suggest performing channel sensing periodically to all radio resources

as in cognitive radios. During the sensing period, the femtocells and the MSs cannot communicate.

Channel sensing for inter-femtocell interference detection needs to be performed very frequently

and is likely to result in high overhead. The authors in [80] propose that the femtocells need to

be self-organizing to sense interference and to tune its transmission power to avoid interference.

However, the reduction of transmission power not only shrinks the coverage but also decreases

the received signal strengths at the MSs and affects the throughput. The work [51] also relies on

cognitive femtocell to sense interference and adopts the game-theory approach to allocate wireless

resources to avoid interference.

Message Exchange: The paper [69] discuss interference avoidance and quality of service (QoS)

in OFDMA femtocell networks. The authors also recommend that the femtocells be self-organizing

and self-optimizing. At configuration stage, the femtocells transmit neighboring information

message with a transmission power two times as regular transmission power, to inform femtocells

that are two hops away and to avoid the hidden terminal problem. The neighboring femtocells are

grouped using this neighboring information message. Only the femtocells in the same group are

possible to interfere with each other.
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Signal-to-Interference-plus-Noise Ratio (SINR): The MSs in [115] reports nearby femtocells

with SINR higher than a threshold to its femtocell. The femtocells obtain a list of neighboring

femtocells and report it to a central server, where the interference relation graph is constructed. A

resource partitioning method is proposed based on graph coloring that assigns wireless resources.

However, neighboring femtocells with high SINR are not necessarily interferers.

Measurement Zone: FERMI [8] introduces two dedicated measurement zones (the free zone

and the occupied zones) in the downlink of a frame. In free zone, only γ out of n femtocells transmit

using all subchannels. In occupied zone, all femtocells transmit using all subchannels. [8] and

[125] introduce Burst Delivery Rate (BDR), which is defined as the number of bursts received at the

client divide by the total number of bursts transmitted. If an MS were experiencing interference,

the BDR in the occupied zone would be significantly lower than the BDR in the free zone. Through

comparisons between the BDR in the free and the occupied zone, the central controller infers the

interference in the femtocell networks without knowing femtocells’ information. An MS maintains

a list of nearby cells for potential handovers and measures the RSS from these cells. If the central

controller finds that an MS is experiencing interference, the corresponding femtocell considers all

nearby femtocells with RSS over a threshold as interferers. However, relying on the RSSs makes

such interference identification highly sensitive to the threshold. It is also difficult to determine

the threshold [97]. Especially for femtocell networks, the MSs are indoor, and many factors affect

wireless links. Meanwhile, the indoor environment makes it impractical to use a universal threshold

across the whole network.

Collision Resolution: A distributed hashing based inter-femtocell resource management is

proposed in [112]. Femtocells assign resources to MSs by a random hashing scheme without any

coordination with other femtocells. Collisions might occur if two interfering femtocells assign the

same RB to their MSs. Due to the collision, the MS is unable to receive the RB correctly, and the

femtocell notices the collision through the ACK. A collision resolution procedure is thus invoked

to resolve the collision, rehashing another available RB to the MS. The hashing scheme and the

collision resolution procedure avoid the need of identifying the interference relations. Instead,
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this work [112] resolves collisions after they happen. However, the potential collisions degrade

the quality of service, and it may take multiple subsequent frames to resolve one collided RB.

In addition, it is possible that some RBs are mistakenly considered as collisions and trigger the

rehashing unnecessarily.

In RADION [125], instead of assigning resources randomly, a probing method is proposed for

the femtocells to search for available subchannels opportunistically. Each femtocell periodically

transmits data bursts on certain resources and observes the difference of the BDR. The resources

with higher BDR are considered available, and the femtocell assigns these resources to its client.

However, the resource allocated to each client may result in fragmented spectrum and unfair

resources allocation.

4.2 Interference Experiment

In this section, we explain the harmful effects of inaccurate interference identification. We also

conduct experiments to demonstrate the impact of interference on received patterns.
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Figure 4.3: Zoning in our design.
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4.2.1 Harmful Impact of Inaccurate Identification

The goal of resource management is to assign downlink RBs to MSs with minimized interference,

maximized throughput, and maximized fairness. The most critical step to mitigate interference is

to identify the interference relations in the network. Interference identification directly affects the

performance of resource management. We propose an efficient method that takes advantage of the

availability of multiple subchannels in an OFDMA system. As shown in Figure 4.3, we introduce

a pattern zone in the downlink part. The pattern zone is used to distinguish real interferers from

non-interfering femtocells so that the throughput can be improved with a fewer number of edges

in the constructed conflict graph. Other OFDMA-based systems such as LTE-A also has a similar

frame structure, and we can introduce pattern zone in their frame. The fundamental idea is to

identify the inter-femtocell interference by generating different received patterns on the MSs.

In the pattern zone, each femtocell transmits data using a subset of n subchannels to its MSs.

The interfering femtocells to anMSmwill impact the received patterns on theMSs. Each femtocell

extracts the received pattern on its MS from their ACKs. The received patterns of the MSs and the

transmission patterns of the femtocells are collected at the central controller through the backhaul.

The central controller identifies the interference relations in the network and builds a conflict graph.

Based on the conflict graph, the central controller assigns RBs in isolation zones to interference-free

MSs to avoid interference.

4.2.2 Interference Experiment Setup

We conducted experiments to demonstrate that different transmission patterns from interferers do

affect the received patterns on theMSs. Although commercial OFDMA-based cellular services have

been deployed in many countries, we have no access to commercial femtocells and their proprietary

software. Therefore, we implemented a subset of OFDMA system by extending the implementation

in [122] on GNU Radio [13]/USRP [37] to prove our concept. Since we cannot access licensed

spectrum band, the central frequency is set to 5.3 GHz. We conducted the experiments with two

system bandwidths 1 MHz and 10 MHz. In both experiments, the modulation is BPSK, and we

90



Figure 4.4: The received RSS of a transmission pattern 01010101011111.

split the frequency into 256 tones, and thus each subcarrier has a bandwidth of 3.90625 kHz and

39.0625 kHz, respectively. We do not use the central two subcarriers due to the DC-offset, and we

skip eight subcarriers at two ends because of the roll down of filters.

For downlinks, we group 16 subcarriers into one subchannel, and this partition forms 14

subchannels in total. We also spare one subcarrier between two subchannels as a small guard band

to avoid cross-subchannel interference. We define one RB as a subchannel over six symbols, and

an RB carries 96 bits. (BPSK carries 1 bit per symbol.) To examine if an RB is received correctly,

we reserve 4 bytes for CRC, and 8 bytes are left for data. When receiving an RB, the receiver

determines whether the RB is received correctly by checking whether the received data matches

CRC. If the CRC matches, it is said that this RB is transmitted, received and decoded correctly.

As shown in Figure 4.3, the pattern zone is defined as the first RB over all subchannels

in each frame. The central controller generates a transmission pattern for each femtocell to

transmit in the pattern zone. We will discuss more about the pattern generation strategy in

central controller in the later context. Let us denote the transmission pattern to femtocell f as

a string pt x( f ) = c1c2...cn, where ci = 1 if subchannel i is used by f , otherwise ci = 0. A

bit in the pattern ci is denoted as pt x( f )[i] and the length of a pattern p is denoted as |p|. If

pt x( f )[i] = 1, the subchannel i is used for transmission, otherwise, the subchannel i is left idle.

In our implementation, there are 14 subchannels (n = 14). Figure 4.4 illustrates the RSS of a

transmission pattern pt x = 01010101011111. The RSSs of 1s are clearly higher than 0s.
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Figure 4.5: The burst delivery rate (BDR) on each subchannel for four transmission patterns
(bandwidth 1 MHz).

Let us also denote the received pattern on an MS m as a string pr x(m) = c1c2...cn, where ci is

marked as 1 if the RB on subchannel i is received correctly, otherwise ci is marked as 0. If the RB

carried by subchannel i is not destined for this m, ci is also marked as 0. If a pattern is composed

of all 0 or all 1, it is denoted as 0n or 1n.

Our testbed is composed of three USRPs, one USRP1 as transmitting femtocell, T x, one USRP

E110 as receiving MS, m, and one USRP1 as interferer femtocell, Fx. T x and m are 1.5 meters

away, and their antennae are 1 meter above the floor. The distance between T x and Fx is 3 meters.

The transmission gains of both T x and Fx are 10 dBi, and the receiver gain of m is 10 dBi.

4.2.3 Interference Experiment

We first conducted a set of experiments with no interferer and the transmitter T x transmits four

representative transmission patterns. Figure 4.5 and 4.6 show the experiment results with system

bandwidth 1 MHz and 10 MHz, respectively. The received patterns on m are shown in experiments

1 to 4 in Figure 4.5 and Figure 4.6. Taking experiment 2 as an example, pt x(T x) = 00111111100011

indicates thatT x does not transmit on subchannel 0, 1, 9, 10, and 11. These experiments demonstrate

that when m is interference-free, almost 100% of the RBs are received correctly. If there is no

interference at all, pr x(m) should be identical to pt x(T x).
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Figure 4.6: The burst delivery rate (BDR) on each subchannel for four transmission patterns
(bandwidth 10 MHz).

We then conducted another set of experiments that includes an interferer Fx, which also

transmits four patterns. T x still transmits using the original four patterns. T x, m, and Fx are

placed in a straight line in the same order. The transmission gain of Fx is set to 5 dBi. The results

are shown as experiments 5 to 8 in Figure 4.5 and 4.6. In experiment 5, the pt x(T x) is precisely

the same as pt x(Fx), and thus pr x(m) is expected to be 0n, which is confirmed by the result.

Collisions happen in all subchannels and those BDRs are very close to 0%. From experiments 5 to

8, we observe that for subchannels occupied by both T x and Fx, the BDRs are very close to 0%.

For subchannel that is occupied by T x but not by Fx, m still receives most of the RBs correctly.

However, in Figure 4.5 (system bandwidth 1 MHz), the BDR of subchannel 4 in experiment 6

and subchannel 2 in experiment 8 drops to around 90% because several adjacent subchannels are

subject to interference. Those subchannels BDR in Figure 4.6 (system bandwidth 10 MHz) also

dropped, but the decrement is less and the BDR is still above 95%. The experiment result shows

that the receive patterns on the MS do reflect the existence of interferers. By examining these pr xs

and pt xs as introduced below, we can decipher the interference relations in a femtocell network.
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4.3 Interference Identification

The experiments above show that the interference can be identified from the subchannel BDR

differences. This section introduces the interference identification algorithm that finds out which

interferer causes the interference. Consider a femtocell network that consists of a set of femtocells

F and a set of MSs M . The femtocell to which an MS m is associated is denoted as f (m). m

can only receive RB from f (m), and f (m) is the only T x to m. All other transmissions from

f ∈ (F − f (m)) are considered potential interference signals.

In the pattern zone of each frame, every femtocell f transmits a transmission pattern pt x( f )

coordinated by the central server. m replies the ACKs about the reception of the RBs back to

f (m). According to these ACKs, f (m) can extract the received pattern pr x(m). Each pattern can

be represented as several integers depending on the length of the pattern. The system bandwidth in

Mobile WiMAX can be 5, 10 or 20 MHz, which gives us |p| = 15, 30 or 60. Thus, one or two four-

byte integers can represent a pattern in Mobile WiMAX. All received patterns pr xs are gathered

at a central controller through the backhaul. The central controller is responsible for identifying

the inter-femtocell interference based on these patterns. We propose the following algorithm by

examining these patterns for interference identification.

pt x( f (m)) = pr x(m): The received pattern on m is exactly the same as the transmission pattern

from f (m). The data carried by all subchannels are received correctly. Obviously, this m is not

experiencing any interference from nearby femtocells. It is classified as an interference-free MS.

No further interference processing is needed.

pt x( f (m)) , pr x(m): The femtocell f (m) observes that m receives a different pattern. For a

subchannel i occupied by f (m) (i.e., pt x( f (m))[i] = 1), it expects that m receives the RB correctly

and pr x(m)[i] equals 1. If pr x(m)[i] is not 1, it means that there is an interferer whose pt x(Fx)[i] is

1 or subchannel i is suffering from frequency selective fading. The m is classified as a victim MS.

If pr x(m)[i] = 1 and a suspicious interfering femtocell has pt x( f )[i] = 1, there are two possible

reasons. First, the suspicious interfering femtocell f is not a real interferer to m. Second, the

suspicious interfering femtocell is a weak interferer to m because the transmission of the suspicious
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interferer does not cause a loss on the subchannel i.

Suppose there are two suspicious interfering femtocells f x1 and f x2 a T x = f (m), whose

transmission patterns are as follows:

pt x( f x1) = 01011001110111

pt x( f x2) = 11100011111010

pt x( fm) = 10100101101111

However, only f x1 is a real interferer, Fx = { f x1} and f x2 is a non-interfering femtocell. We

propose an efficient interference identification algorithm by computing several patterns based on

pt x and pr x described as follows. We will demonstrate how real interferer is detected and how to

rule out non-interfering femtocell using this example.

4.3.1 The Interference Free Pattern

We may assume that all femtocells are suspicious interfering femtocells, but it is unnecessary to

examine all femtocells in the network. In cellular networks, the MSs maintain a list of nearby cells

for potential handovers. Therefore, we can take advantage of this information and only examine

femtocells whose RSS at MS m is above a certain suspect threshold θ. Note that we do not rely on

this suspect threshold θ solely. Instead, we just list those femtocells as suspicious interfering fem-

tocells, denoted as suspect(m). We exclude non-interfering femtocells from suspicious interfering

femtocells to an MS m based on interference-free pattern p f ree defined below.

Definition 1. The interference-free pattern between an MS m and a femtocell f , f (m) is defined

as p f ree( f ,m) = pt x( f ) ∩ pr x(m). If p f ree( f ,m) , 0n, m is said to be interference-free from f

because even with the concurrent transmission of f , m is able to receive data correctly from its

associated femtocell f (m).

Suppose the received pattern pr x(m) atm is 10100100001000. The interferer f x1’s transmission
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pattern perfectly collides with pt x( f (m)). The p f rees as follows:

p f ree( f x1,m) = 00000000000000

p f ree( f x2,m) = 10100000001000

Clearly, f x1 is a real interferer and f x2 is an non-interfering femtocell.

However, the interference-free pattern faces two problems. First, if a suspicious interfering

femtocell f generates a pattern that is exactly the same as f (m), pr x(m) becomes 0n because

the interferer collides with f (m) in all subchannels. If pr x(m) = 0n, for all other f ∈ suspect(m),

p f ree( f ,m) = 0n. All suspicious interfering femtocells aremistakenly considered as real interferers.

Therefore, we require that the transmission patterns to each femtocell must be unique. This can

be coordinated by the central controller. Second, it is possible that a weak interferer does not

introduce a clear interference pattern. Suppose interferer f x1 is a weak interferer and fails to cause

significant RB losses on three subchannels (underlined bits). The received pattern pr x(m) on m

may be 11101100001010. The interference-free pattern

p f ree( f x1,m) = 01001000000010 , 0n

which mistakenly identifies m as interference-free from f x1. Therefore, depending on interference-

free pattern solely is insufficient. To improve the accuracy, we add more strict constraints that can

better identify real interferers.

4.3.2 The Process of Inclusion

We define an interference pattern pix to identify subchannels that are experiencing interference.

Definition 2. The interference pattern on a mobile station m is defined as pix(m) = pr x(m) ∩

pt x( f (m)).
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The pr x(m) in our example is:

pr x(m) = 00010011110101

pt x( fm) = 10100101101111

pix(m) = 00000001100101

In Definition 2, pix(m)[i] = 1 indicates that the RB carried by subchannel i is lost. In the

case that pr x(m) = pt x( f (m)), all data are received correctly on all subchannels. The interference

pattern pix(m) should be 0n, which means that m is interference-free to all femtocells and m is a

interference-free MS and suspect(m) is empty. This is the condition 1 pt x( f (m)) = pr x(m).

However, if pix(m) , 0n, some subchannels are subject to interference. The m is a victim MS.

The next step is to figure out which interferer contributes to the interference. We define a unique

pattern pux for this purpose.

Definition 3. The unique pattern of a suspicious interferer f is defined as pux( f ) = pt x( f ) ∩

pt x(g), ∀g ∈ {suspect(m) − f }. That is pux( f ) = c1c2...cn, where ci = 1 if pt x( f )[i] = 1 and for

all g ∈ {suspect(m) − f }, pt x(g)[i] = 0; otherwise, ci = 0.

We can compute pux( f x1) = 00011000000101 and pux( f x2) = 10100010001000. The unique

pattern pux( f ) denotes the subchannels that are only occupied by f . If ci in pux( f ) is 1, it means

that f is the only possible interferer that affects subchannel i.

We propose a process of Inclusion that identifies which suspicious interfering femtocell is

responsible for causing the RB lost on the subcarriers by using conflict pattern pcx , which is

defined as follows.

Definition 4. pcx( f ,m) = pux( f ) ∩ pix(m) is the conflict pattern on m caused by f , where ci = 1

means the RB loss on subchannel i is definitely caused by f.

The pcxs in our examples are pcx( f x1,m) = 00000000000101 and pcx( f x2,m) = 00000000000000.

From pcxs we can infer which interferer is responsible for the RB loss in a certain subchannel. If

pcx( f ,m) , 0n, f is a real interferer to m. In our example, we can see that f x1 is responsible
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for two RB losts at subcarrier 11 and 13. Moreover, we successfully rule f x2 out as a suspicious

interfering femtocell.

4.3.3 The Process of Exclusion

We can also exclude non-interfering femtocells from suspicious interfering femtocells according to

Definition 5.

Definition 5. pirr ( f ,m) = pux( f ) ∩ pr x(m) is the irrelevant pattern of m caused by f, where ci = 1

means f is the only possible interferer, but m is not experiencing interference from f as m still

receives the RB correctly.

In our example, the pirr ( f ,m)s are pirr ( f x1,m) = 00001000000000 and pirr ( f x2,m) =

10100000001000. Obviously, if pirr (Fx,m) , 0n, it means although some subchannels are oc-

cupied by both the Fx and the f (m), no collision is observed on m, confirming that Fx is an

non-interfering femtocell to m. Note that although pirr ( f x1,m) , 0n, it does not mean f x1 is not

interfering with m. pcx has already determined that f x1 is a real interferer.
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Compute the patterns: 

pcx(f, m), pirr(f, m), and pfree(m) 

Examine pcx(f, m)

Examine pirr(f, m)
pcx(f, m)   0n

pcx(f, m) = 0n

pirr(f, m)   0n

Examine pfree(f, m)

pirr(f, m) = 0n

Append 0 to recordm(f) (f is not an 

interferer to m in this frame)

Append 1 to recordm(f) (f is an 

interferer to m in this frame)

pfree(f, m)   0n
pfree(f, m) = 0n

More than half of recordm(f) is 1Yes

f is an interferer to m f is not interfering m

No

Figure 4.7: Decision flow diagram of each f ∈ suspect(m) for each frame received by m.

4.3.4 Summary of Interference Identification

We determine whether or not m is experiencing interference from f based on three criteria in the

following order.
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• pcx( f ,m) , 0n, f is a real interferer to m.

• pirr ( f ,m) , 0n, f is not interfering m.

• p f ree( f ,m) , 0n: m is interference-free from f .

In other words, in addition to the loose constraint in Definition 1, we first check whether there

exist subchannels in which f is the only suspicious interfering femtocell and RB loss is observed.

If the condition is true, f is definitely a real interferer to m; otherwise, we check whether f can

be excluded from suspicious interferers according to Definition 5. Finally, we use the interference-

free pattern in Definition 1 to check whether m is interference-free from f if there is no such a

subchannel where f is the only suspicious interfering femtocell.

If all of the three criteria do not hold, the f is conservatively considered as a real interferer. As

mentioned earlier, we only examine suspect(m) whose RSS at m is above a threshold θ. The worst

case performance is bounded by identifying all f ∈ suspect(m) as real interferers to m. However,

we cannot blindly trust the identification from merely one frame. An RB on subchannel might be

lost due to frequency selective fading, instead of due to interfering femtocells. The decision needs

to be made based on several consecutive frames, so that the side effect of frequency selective fading

and weak interferers and weak receivers is alleviated. The interference identification algorithm is

summarized in a flow diagram in Figure 4.7.

Overhead. As mentioned in Section 4.3, the transmission patterns and received patterns

are gathered in the central controllers through the backhaul and stored as several integers. The

operations to compute the patterns in our algorithm are bitwise operations that take constant time.

Therefore, the time consumption of processing the patterns in the central controller is O(|F | · |M |),

where |M | and |F | are the number of MSs and femtocells in the network.

Building the conflict graph. The central controller performs the interferer identification for

each frame. The input to the interference identification algorithm is a network N and the output is a

conflict graph G. Considering a femtocell network N = {F, M} where F is a set of femtocells and

M is a set of MSs, |F | and |M | denote the number of femtocells and MSs respectively. Each MS
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m is associated with exactly one femtocell, denoted as f (m). m can only receive data from f (m).

Each m puts the femtocells whose RSS at m are greater than θ in the list of suspicious interferers,

denoted by suspect(m). For each f in suspect(m), we keep a history record recordm( f ), 1 denotes

f is a real interferer to m, 0 otherwise. If more than half of the records are 1, f is regarded as a

real interferer to m. The femtocells are modeled as vertices in G = {V, E}, where V = F. For f ,

g ∈ F, if f is interfering with g, an edge ( f , g) is added to E . The weight of the vertex w( f ) is the

number of victim MSs associated to f .

In each frame, the central controller generates a unique disjoint pattern to every femtocell.Each

femtocell f transmits this pt x( f ) From the ACKs of each m, f (m) extracts the received pattern

pr x(m). These pr xs are forwarded to the central controller. The central controller infers the

interference relationships by applying the three rules and build the conflict graph. Based on the

conflict graph, the central controller assigns isolated resource to interferer femtocells, which will

be discussed in Section 4.4. We introduce the transmission pattern generation that improves the

interference identification performance.

4.3.5 Transmission Pattern Generation

The main idea of our interference identification algorithm is to generate and examine collisions in

the pattern zone. In order to identify which suspicious femtocell is responsible for the collision in

the specific subchannel, we proposed the unique pattern pux in Definition 3. We want to maximize

the useful bits in puxs to maximize the power of puxs. An intuitive assignment to the previous

example is as follows.

pt x( f ) = 11111111111111

pt x( f x1) = 11111111100000

pt x( f x2) = 00000011111111

In this case, pux( f x1) = 11111100000000 and pux( f x2) = 00000000011111 have five useful

bits. However, to m and f , f x1 and f x2 are suspicious interfering femtocells, but to other
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MSs that are associated with f x1 or f x2, f might also be an interferer. Let us define F(m) =

{ f (m) ∪ suspect(m)} and |F(m)| denotes the size of F(m). Therefore, for all femtocells in F(m),

their transmission pattern assignments must satisfy the following constraints. For each pair of

f1, f2 ∈ F(m), pt x( f1) ∩ pt x( f2) , 0n, and for each triplet f1, f2, f3 ∈ F(m), pt x( f1) ∩ pt x( f2) ∩

pt x( f3) = 0n.

In other words, for any pair of femtocells in F(m), they must share some common bits that

are not shared with any other femtocell. These bits will become the pux between this pair of

femtocells. This can be achieved by using combinations of 2 out of n femtocells. For example,

suppose F(m) = { f1, f2, f3}, the number of combinations is
(3
2
)
= 3 and the combinations are

C(3) = {( f1, f2), ( f1, f3), ( f2, f3)}. The central controller assigns 1 to pt x[i] to f s in the tuple

at index i. For example, because C(3)[0] = ( f1, f2), pt x( f1)[0] = 1 and pt x( f2)[0] = 1. The

transmission patterns are shown as follows.

pt x( f x1) = 110 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

pt x( f x2) = 101 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

pt x( f x3) = 011 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

We can generate the combinations for an F(m), whose |F(m)| = n by the equation defined as

follows.

Definition 6. The combinations C(n) for an F(m), whose |F(m)| = n is defined as C(n) = C(n −

1) ∪ {( f1, fn), ( f2, fn), ..., ( fn−1, fn)}, where C(2) = {( f1, f2)} and n ≥ 3.

The patterns generated from C(5) is shown below.

pt x( f x1) = 1101001000 ∗ ∗ ∗ ∗

pt x( f x2) = 1010100100 ∗ ∗ ∗ ∗

pt x( f x3) = 0110010010 ∗ ∗ ∗ ∗

pt x( f x4) = 0001110001 ∗ ∗ ∗ ∗

pt x( f x5) = 0000001111 ∗ ∗ ∗ ∗
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We can repeat the patterns until it reaches the desired pattern length.

pt x( f x1) = 11010010001101

pt x( f x2) = 10101001001010

pt x( f x3) = 01100100100110

pt x( f x4) = 00011100010001

pt x( f x5) = 00000011110000

However, a femtocell f might be suspicious interfering femtocell to more than one MS, but the

femtocell can have only one pt x in a frame. The central controller needs to assign patterns to this

f that maximizes the number of useful bits in the unique patterns. For a pattern generated in C(n),

the number of 1s is n out of
(n
2
)
bits. The larger F(m)s have less useful bits available for unique

patterns. Therefore, we need to generate patterns for m with larger |F(m)| first.

For each m ∈ M , the central controller assigns patterns to F(m) in descending order based

on |F(m)|. The central controller generates patterns as described above and randomly assigns the

patterns to each f ∈ F(m). If there is an f ∈ F(m) that has already been assigned a pattern in F(m′)

(because |F(m′)| > |F(m)|), the central controller skips it and remain using the pattern assigned in

the set F(m′). The patterns that have skipped in might affect this F(m). However, there are still(n
2
)
−n useful bits for this F(m), where n = F(m′). When the pattern assignment is done, the central

controller shuffles the columns of the patterns in order to offset the effects of frequency selective

fading. Finally, these patterns are sent to the femtocells through the backhaul as their pt xs.

4.4 Resource Allocation and Assignment

Because there are interference-free MSs that do not experience interference from any femtocell,

their associated femtocells can transmit data to them at the same time. The transmission period is

thus divided into reuse zone and isolation zone similar to FERMI [8] as shown in Figure 4.3. In the

reuse zone, all interference-free femtocells transmit at the same time, and the isolation zone is used

by femtocells that are subject to interference. Compared with prior schemes that isolate resources
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m1
f1

m2

Associated to Interference

f2

Figure 4.8: Interference scenario.

for each femtocell, the structure is more efficient as interference-free femtocells are allowed to

utilize the whole band. To maximize the benefit of reuse zone, accurate interference identification

is critical.

The example in Figure 4.8 demonstrates the importance of interference identification. Assuming

that m1 is not experiencing interference from f2, both m1 and m2 are interference-free MSs. f1

can assign all resources to m1 and f2 can assign all resources to m2. There is no need to isolate

resources for them. They can reuse the same resource without interfering with each other.

However, if f2 is mistakenly identified as a real interferer of m1, m1 and m2 have to give up

the reuse zone and compete with others in the isolation zone. The unnecessary resource isolation

results in resource underutilization. Our interference identification algorithm introduced above

aims at identifying real interferers and excluding non-interfering femtocells. Interference-free

femtocells can utilize the whole band at the same time in the reuse zone. For the isolation zone, we

propose a weighted vertex-coloring (WVC) algorithm to allocate resources based on the conflict

graph. The goal is to assign some isolated resource blocks to the victimMSs in each femtocell with

minimized interference and maximized resource utilization while maintaining weighted max-min

fairness [53].

FERMI [8] proposes a resource assignment algorithm that assigns resource by identifying

maximal cliques in the conflict graph and assigning the resources to the vertices in those maximal
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cliques. For general graphs, listing all maximal cliques takes exponential time, but for chordal

graphs, listing all maximal cliques can be done in linear time. Therefore, they adopt an O(|V | · |E |)

complexity triangulation algorithm [10] that converts general graphs into chordal graphs by adding

fill-in edges. As long as the graph is chordal, FERMI guarantees to produce optimal assignment.

However, adding an extra edge between two vertices u and v means u and v are also interfering with

each other, and they need resource isolation. The system needs to assign some isolated resource

blocks to u and v even though they do not interfere with each other and thus the resource utilization

is decreased. As the density of femtocell increases, the number of vertices increases and the number

of fill-in edge increases drastically. In addition, the triangulation algorithm [10] involves paths with

special property and is very time-consuming in large graphs.

Since the conflict graphs are weighted graphs, we cannot merely formulate the problem as a

multi-coloring problem. We formulate the problem as aweighted vertex coloring problem (WVCP).

Unlike graph coloring for Wi-Fi [88], we cannot model one subchannel as one color and minimize

the number of colors used. This is because a subchannelmay be assigned to differentmobile stations

in different resource blocks in a frame. Moreover, if we model one subchannel as one color, the

subchannel assignment to the vertices is bundled with the color class and results in discontinuous

subchannel assignment. In our work, wemodel a color class as a set of nonadjacent vertices that can

share the same set of subchannelswithout causing interference. Our WVC assignment algorithm is

a two-pass procedure: (1) assign colors to all vertices in G and (2) allocate and assign subchannel

subsets to the vertices based on the color assigned.

A proper coloring C of a weighted graph G = (V, E) is {S1, S2, ..., Sk }, where Si is a disjoint

independent subset of V and S1 ∪ S2 ∪ ... ∪ Sk = V . An independent set Si in G is a set of

pairwise nonadjacent vertices. The weight of a vertex set Si is denoted as α(Si) and is defined

as the maximum weight vertex in that Si. The weight of the proper coloring C is denoted as

W(C) =
∑k

i=0 α(Si). The goal is to minimize W(C).

It is known that vertex coloring is NP-hard. We can reduce WVCP to vertex coloring by letting

the weights on all vertices to 1. Therefore, we propose a heuristic algorithm that colors the vertices
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in the order of a breadth-first-search tree rooted at the highest degree vertex. When assigning a

vertex v, we assign v to the independent set Si such that the increment of W(C) is minimized. We

check if Si can accommodate v in the order of descending α(Si). If none of these independent set

can accommodate v, a new independent set {v} is added to C.

After computing the independent sets {S1, S2, ..., Sk }, we assign actual subchannels in the

descending order of w(v) in each independent set Si. Let us denote the vertices that are adjacent to

v as adj(v). For each Si in C, S′i = adj(v) ∩ Si is the set of adjacent vertices that are in the same

independent set, and they can share the same subset of subchannels. α(S′i ) is the maximum weight

of v’s adjacent vertices that have not been assigned subchannels yet. α(S′i ) is the contending load

of independent set Si to v. Therefore, the sum of contending load to v is
∑k

i=0(α(S
′
i )). The number

of available subchannels that are assigned to v is avail = b α(Su)∑k
i=0(α(S

′
i ))+w(v)

· nc, where n is the total

number of available subchannels. Since we assign subchannels in the descending order of w(v),

current v must be the vertex with the maximum weight. For each u ∈ adj(v) and let u ∈ Su, we

assign b α(Su)∑k
i=0(α(S

′
i ))+w(v)

· nc.

4.5 Evaluation

In this section, we evaluate the performance of our interference identification and resource

assignment through extensive simulations.

4.5.1 Interference Identification

The simulation steps are outlined as follows. First, we create an area and deploy a femtocell

network N = {F, M}, where F and M are femtocells and MSs at random locations. Each femtocell

is assigned with a random number of MS (between 1 to 4) and each MS is associated with exactly

one femtocell. Second, according to their location and the path loss function, we compute the RSS

between every femtocell-MS pair. We define an interfering threshold Γ, such that if the RSS of a

femtocell f ( f , f (m)) to an MS m is above Γ, f is regarded as a real interferer to m. The set

of real interferers to m is denoted as interferer(m). Third, in each frame, the simulator generates
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a transmission pattern for each femtocell. Based on the RSS and the transmission patterns, the

simulator computes the received patterns on each MS. Finally, from these transmission patterns

and received patterns, we invoke the identification procedure to identify the interference relations

in the network. The simulation setup and parameters follow closely to [93].

Note that the threshold Γ here is only used to "create real interferers." These real interferers

are what we want to identify without knowing or utilizing Γ. We want to detect the real interferers

using our interference identification method. In real-world, we do not need to “create" interferers.

Any femtocell that is constantly causing interference to MSs is what we want to identify. We adopt

WINNER II NLOS model as the indoor path loss function between a femtocell and an MS [87, 93].

PL = 46.4 + 20 · log10(R) + 20 · log10(
f
5
) + 3 · nw + FL (4.1)

where R is the distance between the femtocell and the MS in meters, f is the centeral frequency in

GHz, which is 5.3 GHz in our experiments, and nw is the number of walls between the femtocell

and the MS. We follow the WINNER II NLOS model [93] and assume that there is a light wall

every 5 meters and each wall has a penetration loss of 3 dB. FL is defined as 17+4 · (n f −1), where

n f is the number of floors between the femtocell, and the MS. In our simulations, each femtocell

is randomly assigned to a floor between ground floor to the third floor (0 to 3).

4.5.1.1 Simulating the Patterns

In our simulation, for an MS m associated with its femtocell f (m), m receives transmission pattern

pt x( f (m)), and the received pattern is affected by real interferers. For example, if pt x( f (m)) =

00000111111111, pr x(m) should be 00000111111111. We set the interfering threshold to Γ to

−100 dB. For each real interferer f in interferer(m), it causes interference on m, and we update

pr x(m) according to pt x( f ). Suppose m is experiencing interference from an interferer f with

pt x( f ) = 11111111100000. pr x(m) is updated to 00000000011111.

However, several factors affect wireless links, such as frequency selective fading. It is not

sufficient to generate the received pattern merely by the aforementioned method. It is possible that
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a real interferer to m is only affecting part of the subchannels of m because this real interferer is a

weak interferer to m. It is also possible that the RB carried by subchannel m is dropped because the

wireless link between m and f (m) becomes weak (due to frequency selective fading), not because

of any interferer. We model such uncertainty by applying an error probability P that randomly

changes 1s to 0s or 0s to 1s in pr x . Note that an MS m does not receive RBs that are not meant for

it, and thus if pt x( fm)[i] is 0, pr x(m)[i] should never be flip from 0 to 1.

4.5.1.2 Evaluation Metrics

In a femtocell network N , the total number of real interferers is
∑|M |−1

i=0 interferer(mi) and the total

number of suspicious interferers in N is
∑|M |−1

i=0 suspect(mi). We define two metrics to evaluate

the performance of our interference identification method.

detection rate : Rd =
d∑|M |−1

i=0 interferer(mi)
(4.2)

exclusion rate : Re =
e∑|M |−1

i=0 irrelevant(mi)
(4.3)

where d is the total number of real interferers successfully detected and e is the number of

non-interfering femtocells (denoted as irrelevant(mi) = suspect(mi) − interferer(mi)) successfully

identified by our method.

Both metrics are the higher the better, but detection rate (Rd) is more critical than exclusion rate

(Re). If Rd is not 100%, it means that some interferers are not detected correctly. Failing to detect

all real interferers may result in interference to f (m). On the other hand, it is less severe if Re is not

100%. As mentioned in Section 4.3, the worst-case performance is bounded by identifying all f ∈

suspect(m) as interferers to m. The worst case performance means Re = 0, all of the non-interfering

femtocells are misidentified as real interferers. It only falls back to identifying interferers based on

the threshold of the RSS.
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Figure 4.9: The detection rate Rd and exclusion rate Re. θ is the suspect threshold and |p| is the
pattern length. X-axis denotes femtocell density settings in a (500 ·500 m2 area) and y-axis denotes
error probability P.
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4.5.1.3 Evaluation of Interference Identification

We generate twenty random test cases in a 500 · 500 m2 area for each femtocell density setting (40

to 200 femtocells, incremented by 40). The system bandwidth in Mobile WiMAX can be 5, 10

or 20 MHz, which means the pattern length |p| can be 15, 30 or 60. We simulate each of the test

cases 10 times with different error probability P and |p| for 100 frames. The error probability P

varies from 0 to 0.5, increment by 0.05. The simulation results are shown in Figure 4.9. Each block

denotes the average of all ten runs of ten test cases, and the darker the block is, the lower the Re

and Rd are.

Consider the simulation of 200 femtocells, (θ, |p|, P) = (−102 dB, 15, 0.0), Re is 94.6% and Rd

is 100%, whichmeans that all real interferers are detected correctly and 94.6%of the non-interfering

femtocells are identified. Rd is always 100% if P is below 0.2, which roughly means that if there

are less than 20% of error bits in pr x , we can identify all real interferers. It is inevitable that when P

increases, the number of bad bits increases and Rd decreases. The pattern becomes less meaningful

as P increases because the BDR difference is no longer mainly caused by interference. However,

in our interference experiment in Section 4.2, the error probability is at most 10% when the system

bandwidth is 1 MHz and 5% when the system bandwidth is 10 MHz. The proposed interference

identification works well in these conditions.

One might notice that when there are more femtocells in the area, Re increases along with P

(vertical direction in each graph. It is more noticeable when |p| = 15). However, it does not mean

better identification performance. We should also take the corresponding Rd into consideration for

high femtocell density and high P. Considering both Rd and Re, the identification performance is

reduced slightly in those cases. With a higher error probability P, it starts to identify real interferers

as non-interfering femtocells mistakenly.

On the other hand, Re decreases while the density of femtocell increases (horizontal direction

in each graph) and the decrement of Rd is less significant. It is because there is a limited number

of bits in a pattern. Higher femtocell density means more potential interferer and the possibility

of collision is higher. If the RBs in all subchannels collided and pr x(m) = 0n, we cannot extract
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Figure 4.10: Interference Identification for 100 frames.

much useful information from 0n. Recall that when there are bad bits in a pattern and p f ree is not

sufficient for our goal, we rely on pux , pcx and pirr to identify the interferer. As the density of

femtocell increases, the chance that we have a useful pux decreases and we cannot extract pcx and

pirr . It leaves us no choice but to assume that the suspicious interferer is a real interferer.

For |p| = 15, Re drops as the femtocell density increases, which means more non-interfering

femtocells are misidentified as interferers. However, note that our method still effectively identifies

94.4% of non-interfering femtocells in (θ, |p|, P)= (−104 dB, 15, 0.0). The performance is expected
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to be improved if there are more subchannels (|p| gets longer). With more subchannels, the chance

that a received pattern becomes 0n becomes lower and more useful information can be extracted,

and it is confirmed in Figure 4.9.
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Figure 4.11: Interference identification performance when MS is moving in a fixed speed. |F | =
200, (θ, |p|, P) = (−102 dB, 60, 0.2). MSs are moving in a fixed speed S of 1 to 5 m/s.

4.5.1.4 Time Consumption and Mobility

Figure 4.10 shows two sets of simulations of 200 femtocells with |p| = 30 or 60 for 100 frames. The

interference identification quickly becomes stable in about 15 frames in both simulations. Although

we set the length of the records to 40, our method only needs less than 15 frames to achieve a stable

identification. The detection rates are always almost 100% in both experiments. The Res of the

experiments where |p| = 30 fluctuate more than that of |p| = 60, but still more than 98% of the

non-interfering femtocells are eliminated when |p| = 30. The frame length of OFDMA systems

varies from 2 to 20 ms, which means our method is able to achieve stable identification in less than

400 ms. Therefore, our method can handle the network dynamics and user mobility in cellular

networks.
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Figure 4.12: Max-min fairness

Figure 4.11 shows the results of mobility simulations consisting of 200 femtocells with

(θ, |p|, P) = (−102 dB, 60, 0.2) for 100 frames. Each MS is moving at a fixed speed S toward

a fixed random direction. The performance is still stable and Rd is almost 100% when the MS

moving speed is less than 2 m/s. When the MSs are moving in 3 m/s, Rd starts to fluctuate slightly,

but in average Rd at 3 m/s is still stable and close to 100%. However, when the MSs are moving

faster than 4 m/s, Rd starts to decrease. It is because our channel model considers a light wall every

5 meters. One frame is 20 ms in our simulation. 100 frames are 2 seconds and the MSs move 8

meters. The MSs starts to move across walls and brings significant penetration loss. However, the

original purpose of femtocells is to improve indoor cellular coverage. It is possible that the users
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Figure 4.13: Time consumption

are mobile indoor, but moving at speed higher than 3 m/s is less likely. Therefore, our method is

able to handle most of the possible indoor MS mobility.

4.5.2 Resource Allocation and Assignment

The central controller constructs the conflict graph as it identifies the interferers. The fairness

and the time consumption for the test cases where Γ = −100 dB, θ = −102 dB and |p| = 60 are

shown in Figure 4.12 and 4.13. In both figures, the blue and red curves represent WVC algorithm

and FERMI, respectively. Each point on the curves is the average of all 10 test cases with certain

femtocell density. For low femtocell density (10 - 30 femtocells), the femtocells are usually entirely
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Figure 4.14: Throughput comparison

interference free. There is no conflict graph constructed and there is no resource isolation at all.

The time consumption in those scenarios are trivial. When there are 40 femtocells in the network,

the generated conflict graphs are usually simple chordal graphs, and FERMI can achieve optimal

fairness assignment easily. However, the possibility that the input graph is non-chordal increases

drastically along with the size of the graph. It requires triangulation [10] to add the fill-in edges to

make the input graph chordal and brings two side effects. (1) First, the extra fill-in edges degrade

the fairness significantly as the size of the graph grows. (2) Second, the triangulation algorithm [10]

involves paths with special property and can be very time-consuming in large graphs. As we can

see in Figure 4.13, the green curve represents the time consumption of the triangulation algorithm.

The triangulation algorithm dominates the time consumption of FERMI. Our WVC algorithm in
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Modulation Coding Rate Receiver SNR (dB)
BPSL 1/2 6.4
QPSK 1/2 9.4
QPSK 3/4 11.2

QAM-16 1/2 16.4
QAM-16 3/4 18.2
QAM-64 1/2 22.7
QAM-64 3/4 24.4

Table 4.1: Received SNR threshold [47].

low femtocell density has slightly lower fairness, but in overall our WVC algorithm outperforms

maximal clique method in terms of efficiency.

The throughput results are shown in Figure 4.14. For each RB assigned to MS m, we compute

an RSS from its femtocell f (m) to m using the channel model. All other signals from suspect(m)

are noises to m. An SINR to m is obtained. The simulator converts this SINR from f (m) to

m to useful bits using Table 4.1. Finally, the simulator sums up these useful bits and gets the

throughput from f (m) to m. The blue curve represents the throughput of WVC algorithm. The red

and green curve represents the throughput of FERMI’s algorithm under different parameters. Each

point denotes the average of ten test cases with certain femtocell density. Higher femtocell density

results in resource isolation and less throughput acquired by the MS. In simulations with |p| = 30,

more than 96% non-interfering femtocells are identified, and the number of edges in our conflict

graph decreases significantly. In contrast, FERMI can only conservatively set the femtocells with

RSS higher than the suspect threshold θ as interferers and the performance is reduced due to those

unnecessary edges in the conflict graph. Even θ is set to -101 dB the throughput is still lower than

the proposed WVC algorithm with our interference identification.

4.6 Summary

Identifying interference in femtocell network is the most critical step that directly affects the

performance of resource allocation. In this chapter, we propose an efficient method that takes

advantage of the availability of multiple subchannels in OFDMA to identify the inter-femtocell
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interference by generating received patterns on the MSs. These patterns are then collected at a

central controller where interference relations are identified. We conduct experiments on USRPs

to show the generations of received patterns on MSs. We simulate our interference identification

method and demonstrate that if the error probability is less than 0.2, our method successfully

identifies all real interferers and at least 94% of the non-interfering femtocells. Moreover, the

method achieves a stable identification in less than fifteen frames, which means our algorithm can

handle the dynamic and user mobility of cellular networks. We also propose a weighted vertex-

coloring (WVC) based resource assignment algorithm that achieves better fairness for higher density

networks in less time compared with FERMI. With the improved identification of real interferers,

our algorithm not only assigns resources with better fairness but also achieves higher throughput

than existing approaches. Moreover, the proposed interferer identification algorithm is not restricted

to femtocells only. It can be applied to all types of cells in HetNets. However, resource isolation

significantly reduces the amount of resources and achievable throughput on the MSs. We have

discussed the interference identification problem in HetNets. We propose an interferencemitigation

approach in HetNets that precancels the interfering signal in the next chapter.
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CHAPTER 5

INTERFERENCE PRECANCELLATION FOR RESOURCE MANAGEMENT IN
HETEROGENEOUS CELLULAR NETWORKS

The next research problem is to mitigate the interference in HetNets, which means avoiding

interference from occurring, eliminating the impact of interfering signals, or ensuring the signal

is delivered to the intended receiver. Most existing interference mitigation techniques mitigated

interference by assigning isolated resources to interfering cells [8, 73, 112, 120, 120, 126] or

power control [21, 28, 80]. However, resource isolation leads to significantly fewer resources

and power control sacrifices signal quality and coverage. In this chapter, if the exact interferers

are identified, we propose an interference mitigation technique for HetNets, called interference

precancellation. Note that the interference precancellation can operate with any exact interferer

identification algorithm, including but not limited the technique proposed in Chapter 4.

The resources in OFDMA-based 4G cellular networks are either composed of subchannels in

the frequency domain, time slices in the time domain or the combination of both domains, as

aforementioned in Section 4.1. When multiple cells transmit using overlapped radio resources to

an MS located in the overlapped coverage of these cells, the receiving MS is unable to decode

the scrambled signal. The resource and the power spent on these transmissions are wasted. The

cells that the receiving MS does not intend to receive from cause interference to the receiving MS

(victim MS) and are the interferers to the receiver. However, multiple transmitting cells can reuse

the same resource as long as they do not interfere with each other.

The major goals of resource management in HetNets are to enhance throughput by maximizing

the degree of resource reuse while minimizing the inter-cell interference (ICI) and maximizing

fairness between cells. Most interference mitigation techniques mitigated ICI by assigning isolated

resources to interfering cells [8, 73, 112, 120, 120, 126] or power auto-configuration [21, 28, 80].

Techniques that attempt to extract useful messages from scrambled signals have been very

popular in the research community. Successive interference cancellation (SIC) [105, 117] is a
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technique that attempts to extract useful signal from the scrambled signal at a receiver. The basic

idea of SIC is summarized as follows. When the receiver receives a scrambled signal composed

of multiple signals, the receiver attempts to decode the strongest signal from the scrambled signal,

subtract the strongest signal from the scrambled signal, and extract the weaker signals from the

residue.

C

B High bandwidth 
wired network
Connection
Interference

a

TA TB

TA
TB

b

A

another

BBU
BBU: Baseband Unit
Cloud based virtual 
base station pool for 
centralize processing

Capital letter: cells
Lower case letter: MSs
SK: Intended signal for the MS
SK: from cell K
TK: Transmitted signal sent from

cell K

Figure 5.1: An overview to C-RAN and an example.

Although the signal processing consumes relatively less energy compared with other com-

ponents on modern wireless devices, the signal processing of SIC still introduces extra power

consumption that is undesired for the battery-powered mobile devices. Also, since an MS only

communicates with one cell, decoding multiple signals is unnecessary to an MS. Moreover, legacy

devices cannot take advantage of SIC and are still suffering from collisions and packet loss. There-

fore, instead of canceling interference afterward, we propose to precancel known interference
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before the signal is sent. No modification to legacy devices is required to take advantage of the

interference precancellation technique.
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Figure 5.2: Different resource assignments for Figure 5.1.
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Many advanced cellular functionalities such as handoff and interferer identification, requires

certain cooperation between cells. In order to enable cooperation, several cloud-based architectures

are proposed in recent years [11, 23, 41, 48, 111]. These cloud-based architectures are perfect

candidates to perform interference precancellation. The cloud radio access network (C-RAN)

[23, 48] is a promising candidate for performing interference precancellation.

If the exact interferers to an MS can be identified, we propose an interference precancellation

technique to mitigate interference. In a cellular network, the data for the MSs are originated from

the core cellular network. The data are encoded as signals and sent to the cells, and the cells

transmit the signals over the air to the MSs. This signal intended to be received by an MS is the

intended signal and is denoted as SX , where X is the transmitting cell. As shown in Figure 5.1,

the intended signals are sent to cell A and cell B through the high speed wired backhauls. Cell A

and cell B then transmit the signal to the MSs via their wireless interfaces. Let us define the signal

actually sent by cell X as transmitted signal and denote it as TX .

Without any attempt at handling interference shown in Figure 5.2(a), the transmitted signal TA

from cell A to MS a is the original intended signal SA, and the transmitted signal TB from cell B to

MS b is the original intended signal SB. TB collides with TA at MS a, MS a receives SA + SB and

MS a cannot decode the scrambled signal. Because MS a connects to cell A and wishes to receive

from cell A only, TB is the interference signal to victimMS a and cell A is the victim cell. Therefore,

a popular technique to mitigate interference is to assign isolated resources to interfering cells as

shown in Figure 5.2(b). The interfering cells transmit using non-overlapping (isolated) resource to

avoid interference. However, with resource isolation, each MS only gets half of the resources in a

frame.

Since in cellular networks, the intended signal (SA and SB) being sent to the MSs are originated

from the core cellular network, instead of letting TA = SA and TB = SB, which results in a collision

at MS a, we propose to let the C-RAN precancel the interference as shown in Figure 5.2(c) by

letting TA = SA − SB. Therefore, SA − SB from cell A and SB from cell B scramble at MS a. The

signal received by MS a becomes SA − SB + SB = SA. In this case, the same set of resources
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are utilized by both MS a and MS b and the achievable throughput can be significantly increased.

Some of the preliminary results are presented in [72]. The key contributions of this chapter are

summarized as follows.

• We propose an interference precancellation technique. If the exact interferer can be identified,

the C-RAN sends the interference precanceled signal, which is the intended signal for the

victim MS subtracts the interference signal, to the victim cell. The victim cell transmits the

interference precanceled signal over the air to the intended receiving MS.

• The interference precanceled signal and the interference signal scrambles at the victim MS

and becomes the signal intended for the victim MS. The computational burden lies on the

C-RAN. No extra computation overhead is required on the MSs and legacy devices can take

advantage of this technique.

• Some MSs might still require isolated resources because there may be interference-free

MSs, MSs with known exact interferers and MSs with unidentified interferers. We propose

a resource management with interference precancellation (RMIP) algorithm that jointly

considers MSs that are experiencing a different level of interference.

The rest of the chapter is organized as follows. We discuss the related work and briefly introduce

some related background in Section 5.1. Section 5.2 introduces the interference precancellation

technique, and Section 5.3 presents RMIP algorithm that jointly considers MSs experiencing a

different level of interference. We evaluate RMIP algorithm and report the results in Section 5.4.

Finally, Section 5.5 summarizes this chapter.

5.1 Related Work and Background

In this section, we briefly introduce the background of the C-RAN architecture. We also discuss

some interference mitigation techniques in 3G and 4G cellular networks and some interference

suppression related work.
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5.1.1 C-RAN Architecture

A traditional cellular base station (BTS) is an individual identity that serves an area and has its

own processing unit, backhaul wired fiber, wireless interface and so on. Each BTS processes

and transmits the signals to the MSs independently. The lack of cooperation between traditional

BTSs prohibits more advanced functionalities to be implemented. For example, when BTSs are

interfering with each other, assigning isolated resources to interfering BTSs to mitigate interference

requires cooperation among the BTSs.

Many other advanced cellular functionalities such as handoff and interferer identification,

also require certain cooperation between cells. In order to enable cooperation, several cloud-

based architectures are proposed recently [11, 23, 41, 48, 111]. The cloud radio access network

architecture (C-RAN) [23, 48] is one of the most promising candidates for enabling cooperation

between cells. The C-RANs are expected to equip with virtualized baseband processing server

pool on the centralized baseband unit (BBU) to deal with the computationally intensive tasks. The

distributed wireless interfaces (remote radio heads, RRHs, such as EnodeB in LTE) that connect

to the BBU via high-speed wired networks are only responsible for communicating with the MSs.

The centralized BBU not only provides superior computational capability, but also enables the

cooperation between RRHs.

A C-RAN is able to discriminate up to 504 cell identities. The macrocells, smallcells and the

RRHs can all cooperate through the C-RAN. The C-RAN is promising for enabling more advanced

functionalities such as interference identification and resource management for HetNets, and is a

well-suited candidate for performing interference precancellation. In the following context, we

include RRH into smallcells.

5.1.2 Interference Mitigation in Cellular Networks

The macrocells are deployed by wireless service providers with careful preplanning and inter-

macrocell interference is minimized at coverage edges. OFDMA frequency preplanning for macro-

cells is discussed in [22, 96], but these approaches require a certain amount of knowledge of
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the base stations, such as antenna configuration and location. Although the information can be

obtained easily for macrocells and microcells, some smallcells such as femtocells and possibly

picocells, possess little knowledge of the information, so frequency preplanning is not feasible for

HetNets. Therefore, interference management is one of the most critical components for network

densification of HetNets [128].

Macro-femto interference management has been widely studied. In earlier generation cellular

networks (e.g., CDMA and GSM), only one carrier is available and frequency sharing is not

available. Therefore, interference management solutions mainly rely on pure frequency isolation

[120] or power auto-configuration [21, 28]. In [120], different frequency spectrum bands are

assigned to macrocells and femtocells arbitrarily. However, this approach lacks flexibility. When

either femtocell or macrocell is idle, the spectrum bands are wasted. On the other hand, power

auto-configuration adjusts the transmission power, reduces the coverage of a cell and shrinks the

overlapping of the cells. However, reducing transmission power also leads to reduced signal-to-

noise ratio and, therefore, harms throughput. For OFDMA-based cellular networks, a centralized

approach for cross-tier interference management is proposed in [112], which prevents femtocells

from reusing the resources that are occupied by macrocells. In these papers, the knowledge of

macrocells is relatively easier to obtain.

Inter-femtocell interference managements through transmission power adjustment is also dis-

cussed in the literature [51, 66, 80]. Themost straightforward approach to determine inter-femtocell

interference is based on the locations of the femtocells. In [66], the inter-femtocell interference

is determined by a femtocell gateway using the location information provided by the femtocells.

Based on the interference relations, the authors in [66] proposed a centralized adaptive fractional

frequency reuse (FFR) algorithm to adjust the coverage area by controlling femtocells’ transmit

power. The authors in [80] propose that the femtocells need to be self-organizing and to adjust their

transmission powers to avoid interference.

Interference mitigation through resource isolation is another popular technique. The work [51]

proposes cognitive femtocell to sense interference and adopts a game-theory approach to allocate
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isolated resources to avoid interference. In [73], the authors propose to identify interference by

generating unique received patterns on the MSs and allocating isolated resources to interfering

femtocells using a weighted vertex coloring algorithm. FERMI [8] introduces two dedicated

measurement zones in the downlink of a frame to determine if an MS is experiencing interference.

FERMI proposes a linear complexity resource allocation algorithm to assign isolated resources to

the femtocells. If the interference conflict graph is chordal, FERMI is able to assign optimal fairness

resources to the femtocells. A distributed hashing based inter-femtocell resource management is

proposed in [112]. Femtocells assign resources to MSs by a random hashing scheme without any

coordination. Collisions might occur if two interfering femtocells assign the same RB to their

MSs. A collision resolution procedure is thus invoked to resolve the collision, rehashing another

available RB to the MS. In RADION [126], instead of assigning resources randomly, a probing

method is proposed for the femtocells to search for available subchannels opportunistically.

For base stations (BS) equipped with multiple-input-multiple-output (MIMO) antenna systems

[84, 102], the BSs are able to serve multiple MSs using the same resources by zero-forcing (ZF)

technique. ZF-based precoding can achieve near-optimal capacity when the number of antennas

and the number of MSs are sufficient, even if the MSs have only one antenna. With sufficient

amount of antenna elements, a linear single-user conjugate beamforming that is able to significant

capacity improvement is proposed in [84]. However, ZF-based precoding requires precise channel

coefficients to achieve near-optimal capacity improvement. On the other hand, the interference

precancellation proposed in this chapter attempts to reuse the same resources in a more conservative

way. Precise channel coefficient is also preferred in interference precancellation, but the regular

(non-precancellation) signal is not affected. Moreover, in contrast to MIMO BSs precode the

signals for each MSs locally, interference precancellation is performed on C-RAN with a global

view to the HetNet.
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5.2 Interference Precancellation

In this section, we formulate the interference precancellation technique for HetNets considering

channel coefficients. Let us denote the transmitted signal from cell X as TX (t), and ym(t) denote

the received signal on an MS m at time t. For a pair of transmitter cell X and receiving MS m, the

signal ym(t) received by m at time t can be written as

ym(t) =
√
ρX × hX,m(t) × TX (t) + nm(t) (5.1)

where ρX is the transmission power of cell X , hX,m(t) is the channel coefficient between cell X and

MS m at time t and nm denotes the additive white Gaussian noise (AWGN) on MS m at time t.

In the scenario shown in Figure 5.1, without any interference management, TA(t) is SA and

TB(t) is SB. The scrambled received signal on MS a at time t, ya(t) can be expressed as

ya(t) =
√
ρA × hA,a(t) × TA(t)+

√
ρB × hB,a(t) × TB(t) + na(t)

(5.2)

where ρA and ρB are the transmission power from cell A and cell B, hA,a(t) and hB,b(t) are the

channel coefficients between cell A and MS a and cell B and MS a at time t and na denotes the

AWGN on MS a at time t. The frame received by MS a is a scrambled signal composed of SA and

SB and MS a cannot decode ya(t).

However, as described in Eq. 5.1, the channel coefficient on different communication links

might be different and it will affect the received signal at the MS. The interference signal from cell

B to MS a can be written as

√
ρB × hB,a(t) × TB(t) and TB(t) = SB. (5.3)

In order for the received signal ya(t) to be decodable on MS a, ya(t) must satisfy the following

equation:

ya(t) =
√
ρA × hA,a(t) × SA + na(t) (5.4)
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We want the signal ya(t) in Eq. 5.2 to be close to Eq. 5.4 .

√
ρA × hA,a(t) × SA =

√
ρA × hA,a(t) × TA(t)+

√
ρB × hB,a(t) × SB

√
ρA × hA,a(t) × TA(t) =

√
ρA × hA,a(t) × SA−

√
ρB × hB,a(t) × SB

(5.5)

As we can see in the previous equation, if cell A wants MS a to be able to decode the received

signal, cell A’s transmitted signal TA must be the intended signal (SA) for MS a precanceling the

interference signal (SB) from cell B. The interference precanceled signal for MS a must satisfy the

following equation.

TA(t) = SA −

√
ρB × hB,a(t)
√
ρA × hA,a(t)

× SB (5.6)

Suppose MS a is interfered by multiple interferers and let I be the set of interferers to MS a.

The precancellation of multiple interferers can be expressed as following equation.

TA(t) = SA −
∑
X∈I
(

√
ρX × hX,a(t)
√
ρA × hA,a(t)

) × SX (5.7)

However, when the size of I is large, the transmitted signal in Eq. 5.7 is very likely to exceed the

power constraint of thewireless interfaces. Therefore, in this chapter, we only consider precanceling

one interference signal.

The C-RAN is responsible for precanceling the interference on MS a using Eq. 5.6. The

computational burden lies on the C-RAN and the MSs do not need to handle the signal processing.

Moreover, legacy devices can also benefit from the interference precancellation technique. For each

cell X , the C-RAN has control over the transmission power (ρX ) and the intended signals (SXs)

originates from C-RAN. The C-RAN can also obtain channel coefficients (hX,m) from previous

channel coefficient estimations reported from the MSs. However, since a victim MS m does not

interact with the interferers, the channel coefficients (hX,m) between the interferers and the victim

MS m are unknown. A mechanism for estimating channel coefficient between the interferers and

the victim MSs is needed.
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Interferer detection based on the 
reception of the frame t – 1.

(Any interferer detection algorithm.)

C-RAN determines the latest 
interference graph for the HetNet. 

Based on the interference graph, the C-RAN
1. Converts the interference graph to conflict graph

2. Determines resource allocation and the signal 
compositions (Tx) to sent from the cells for frame t .

C-RAN distributes the signals to the cells and 
the cells transmit the signals to the MSs.

The MSs ACKs the reception of frame t.

Next frame
t = t + 1

Figure 5.3: The flow of RMIP for frame t .

We have formulated the problem of interference precancellation for HetNets. We conduct exper-

iments on GNU Radio [43] and USRP [37] to examine the behavior of interference precancellation.

Estimating the channel coefficient between the interferers and the MS is challenging because the

interferers and the victim MS do not communicate directly. We design a mechanism for estimating

channel coefficient between the interferers and the MS. If the interference can be precanceled, same

resources can be reused by interfering cellular stations and therefore the throughput is improved.

5.3 Resource Management with Interference Precancellation

In this section, we propose a resource management with interference precancellation (RMIP)

algorithm for C-RAN enabled HetNets. In this chapter, the term resource denotes the wireless radio

resources that are utilized by cells to carry data to the MSs (i.e. the white blocks in Figure 4.1). The
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purpose of resource management at the C-RAN is to determine the following parameters. (a) The

resource allocation for each cell that maximizes throughput, and (b) the signals (either interference

precanceled signal or regular signal) for the cells to send to the MSs they serve.

The flow of RMIP algorithm is summarized as follows and is shown in Figure 5.3. First,

the C-RAN attempt to determine the exact interferer to each MS and the interference relations in

the network using any interferer detection algorithm as discussed in Section 5.3.1. Based on the

interference relation, the C-RAN builds an interference graph as described in Section 5.3.2. The

C-RAN then converts the interference graph to a conflict graph. The C-RAN uses the conflict graph

to assign resources to the cells and to determine the transmitted signal composition as introduced

in Section 5.3.3. Finally the transmitted signals are distributed to each cell and the cells transmit

the signal to the MSs.

The granularity and performance of RMIP depends on the frequency of interference identifica-

tion and management of a cellular system. The RMIP should be invoked and a new set of signal,

either regular or precanceled signals, should be computed to handle the latest interference relation

in a network.

5.3.1 Interference and interferer Detection

Various interference and interferer detection approaches have been proposed to mitigate either

cross-tier or inter-femtocell interference. In [51, 80], the authors employ channel sensing to detect

potential interference. The work [51] proposes to sense potential interference using cognitive

technology and assigns isolated resources to mitigate interference. Detecting exact interferers

using compressive sensing is proposed in [46]. Each cell in a HetNet sends unique training

signal representing its physical layer cell identity. If an MS is within the transmission range of

multiple cells, the signal received by the MS is the superposition of the training signals from these

cells. Although there may be a large number of cells in a HetNet, any given MS is expected

to experience interference from a relatively small subset of the cells. Therefore, based on the

spareness of interferers, the authors in [46] propose to identify exact interferer using block sparse
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signal reconstruction algorithms in compressive sensing framework.

The paper [115] proposes to take advantage of the received signal strength (RSS) to detect

interference. Suppose cell C serves the MS m, MS m reports the other cells that have high RSS to

MS m to cell A as potential handover candidates and potential interferer. FERMI [8] introduces two

dedicated measurement zones (free and occupied zones) in the downlink of a frame. If an MS were

experiencing interference, the data delivery rate in the occupied zone will be significantly lower

than that of the free zone. In FERMI, a central controller infers the interference in the cell networks

by comparing the data delivery rate in free and occupied zone. The authors in [73] propose to

identify interference for HetNets by generating received pattern on the MSs. The patterns are

generated by letting cell transmit data using a subset of subchannels. The different combinations

of subchannels are called patterns. The cells transmit with different transmission patterns, which

impact the subchannels the MSs can receive data from. The cells extract the received patterns from

the ACKs from the MSs and detect the interference by examining these received patterns.

Interference detection is out of the scope of this chapter. Different interference detection algo-

rithms have different performance and may yield different interferer detection results. In a HetNet,

some of theMSsmay be interference-free while the otherMSs are experiencing interference. While

an interferer detection algorithm may be able to detect the exact interferer to some victim MSs, it

is possible that some victim MSs are indeed experiencing interference, but an interferer detection

algorithm fails to detect the exact interferers. Interference precancellation technique can only be

applied to victim MSs whose exact interferers have been detected. Therefore, the RMIP algo-

rithm must jointly consider interference-free MSs, MSs with exact interferer and MSs experiencing

interference with unidentified interferers.

5.3.2 Interference Graph

After the interference relations of a HetNet is determined, the C-RAN constructs an interference

graph Gi = (Vi, Ei), where the vertices Vi are the cells and the set of directed edges E denotes

interference relations. The weight on the vertices denotes the number of MSs connected to the
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Figure 5.4: Single direction interference.
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Figure 5.5: Double direction inter-
ference.

corresponding cell. For each interferer I and victim cell X pair, an edge from the interferer to

the victim cell, denoted as (I, X), is added to Gi. As shown in Figure 5.4, cell B interferes with

cell A and an edge (B, A) is added to Gi. If two cells are interfering with each other as shown in

Figure 5.5, we decide to take a conservative approach to assign isolated resources to them.

Theoretically and ideally, it is possible to reuse the same set of resources for the scenario shown

shown in Figure 5.5, if the precise channel coefficients are known. We want MS a to receive SA

and MS b to receive SB. The received signals of a (ya) and b (yb) can be expressed as the following

equations1.

ya =hA,a × TA + hB,a × TB = SA

yb =hA,b × TA + hB,b × TB = SB

(5.8)

By letting ya −
hB,a
hB,b
× yb , we can derive the desired TA as

TA =
hB,b × SA − hB,a × SB

hA,a × hB,b − hB,a × hA,b
(5.9)

TB can also be derived using similar approach. However, the channel coefficients (hX,m) are known

to be fickle and difficult to estimate. In this scenario, the transmitted signal TA in Eq. 5.9 and TB

depend on four channel coefficients, while the transmitted signal in Eq. 5.6 relies only two channel

coefficients.
1For easy presentation, the parameter t, transmission power ρ and AWGN is omitted.
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Considering the example shown in Figure 5.2(c), the whole frame is assigned to cell A, TA =

SA − SB and TB = SB. In this example, one channel coefficient might affect TB and two channel

coefficients might affect TA. The overall throughput of scenario in Figure 5.2(c) is expected to

outperform that of Figure 5.2(b) because in (c), cell B gets the whole frame, while in Figure 5.2(b),

cell A and cell B get half of the frame. Moreover, in Figure 5.2(c), cell A also gets a whole frame

with interference precancellation and the resources MS a gets is purely additional.

In contrast, when applying interference precancellation to the example shown in Figure 5.5,

both TA (Eq. 5.9) and TB are associated with four channel coefficients. The possibly imperfect

estimations of the four channel coefficients may produce much worse effects. However, there is no

possible interference precanceled signal for TA and TB shown in Figure 5.5, and isolated resources

must be assigned to them in order to mitigate interference.
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1 
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c 
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C 
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Figure 5.6: Unable to detect exact interferer.

Theorem 1. If two cells are interfering with each other, there is no feasible interference precanl-

celled signal for them.
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Proof. We prove this theorem by contradiction. It is natural to assume the signal to be delivered

to MS a and MS b are different and SA , SB. Using Equation 5.4, we want the signal received

at a to be ya(t) =
√
ρA × hA,a(t) × SA + na(t) and at b to be yb(t) =

√
ρB × hB,b(t) × SB + nb(t).

ya(t) must be different to yb(t), since SA , SB. We are determining the transmitted signals TA and

TB, so that the received signals ya(t) and yb(t) are satisfied. Since MS a and MS b are in both

cells’ coverage, the signals from the cells scramble on both MS a and MS b. The actual received

signals on MS a is ya(t) =
√
ρA × hA,a(t) × TA +

√
ρB × hB,a(t) × TB + na(t) and on MS b is

yb(t) =
√
ρA × hA,b(t) × TA +

√
ρB × hB,b(t) × TB + nb(t). However, the received signal on MS a

and MS b is almost the same except for the respective channel coefficients (hX,m) and the AWGN

(nm(t)), which contradicts to the premise that SA , SB and ya(t) , yb(t). �

Therefore, when two cells are interfering with each other, instead of risking the throughput by

using signal combinations that depend on four channel coefficients, we employ the conservative

resource isolation approach (Figure 5.2(b)) to mitigate interference. Similarly, when n cells are

interfering with each other, isolated resources must be assigned to them. We call these cells

isolated cells. On the other hand, as shown in Figure 5.6, it is possible that an MS is experiencing

interference, but the interference detection algorithm is unable to determine the exact interferer. In

this case, all interferers and the victim cell must be assigned with isolated resources.Therefore, for

each cell X whose exact interferers is unknown, for each interferer I to cell X , two edges (X, I)

and (I, X) are added to Gi. For each pair of cell I and cell J that are interfering with each other,

(I, J) and (J, I) are added to Gi. Cell A, cell B and cell C are connected with each other in both

directions, as shown in Figure 5.6. (For easy presentation, two directed edges are shown as one

edge with arrowheads at both ends.)

5.3.3 Resource Management with Interference Precancellation

Unlike previous approaches that assign isolated resources to interfering cells, in the resource

management with interference precancellation (RMIP) algorithm, the same set of RBs can be

utilized by the interferer and the victim cell. The RMIP algorithm proposed in this chapter aims at
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two major goals. Firstly, the C-RAN allocates and assigns RBs to each interferer and victim cell

pair to maximize the utilization of RBs. The second goal is to determine the signal (either regular

signal or interference precanceled signal) for each cell to transmit to its MSs.

1	

A 

B C 

D E 
Scenario 

? 

? 
F 

Graph Presentation 

G 

A 
1 

B 
2 

C 
1 

D 
2 

E 
2 

F
1 

a b 

1	

A 

B C 

D E 
Scenario 

? 

? 
F 

Graph Presentation 

G 

A 
1 

B 
2 

C 
1 

D 
2 

E 
2 

F
1 

a b 

Figure 5.7: An example of 6 cells. Note that cell G does not serve any MS and is not shown in the
graph.

Since we are assigning a set of resources that can be shared by a pair of interferer and victim

cell, we define resource sharing group as follows.

Definition 7. With interference precancellation technique, a resource sharing group (RSG) is group

of interfering cells that is able to serve their MSs with the same set of resources. The same set of

RBs is assigned to the interferer to carry regular signals and is assigned to the victim cell to carry

interference precanceled signal.
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Given an interference scenario, we first build a directed interference graph Gi = (Vi, Ei). Then,

we convert the interference graph Gi to a conflict graph Gc = (Vc, Ec), where the vertices Vc are

the RSGs that will be assigned with resources. An example of Gi is shown on the right-hand side

of Figure 5.7 and the corresponding Gc is shown in Figure 5.8.
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Figure 5.8: The conflict graph.

5.3.3.1 RSG Computation

There are three types of RSGs in the conflict graph.

• Type 1: Each interferer and victim cell pair form an RSG (i.e., {C, B}, {B,D} and {A,D} in

Figure 5.8).

• Type 2: Isolated cells form an isolated RSGs (i.e., {D}, {E}, and {F} in Figure 5.8).

• Type 3: The cells with no interferer also form RSG.

Type 1 RSGs will be assigned with RBs using interference precancellation and Type 2 RSGs will

be assigned with isolated resources. Type 3 RSGs are designed to maintain resource assignment

fairness because for the cells that are both interferer and victim (Type 1 RSG), they get a share of

resources from being the victim cell and another share of resources from being the interferer. Take
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cell B in Figure 5.7 as an example, cell B belongs to RSG {C, B} because cell B is the victim of

cell C, and cell B belongs to RSG {B,D} because cell B is the interferer to cell D.

In contrast, cells such as cell A and cell C that are not experiencing interference only get

resources from being interferer, which leads to fewer resources to cell A and cell C. Therefore, we

also generate the RSGs for them {∅, A} and {∅,C} and they are Type 3 RSGs. Similarly, for cell X

that is victim cell and is not interferers, we also generate the RSGs {X, ∅} to allocate two shares of

resources. The RSGs in Figure 5.7 are {∅, A}, {∅,C}, {C, B}, {B,D}, {A,D}, {D}, {E}, and {F}.

The RSG computation starts with leaf nodes (cells with no interferer) in the interference graph

Gi. For each node N ∈ Vi, if N is a leaf node, the node forms a Type 3 RSG {∅, N} and N and

each of N’s children C form Type 1 RSGs. This can be done by visiting the child node of N . For

each intermediate (non-leaf) node N , N also forms Type 1 RSG with each of its children nodes.

This process can be done by performing breadth-first-search starting from each leaf nodes. If an

intermediate (non-leaf) node N has been visited before, the search stops and the process continues

with next leaf node. For each pair of nodes M and N , if both directed edges (M, N) and (N, M)

are in Ei (the case in Figure 5.5), both N and M form a Type 2 RSG. The complexity of RSG

computation is O(|Vi |+ |Ei |), where |Vi | denotes the number of vertices and |Ei | denotes the number

of edges in Gi. Next step is to include the conflict relations between the RSGs.
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5.3.3.2 RSG Conflict Relations

Neighboring RSGs must be assigned with isolated resources and conflict edges are added to Ec.

In Figure 5.9, suppose a set of RBs (R1) is allocated by the RSG {A, B} (cell A interfere with cell

B), cell A transmits regular signal using R1 and cell B transmits the interference precanceled signal

using R1. The Type 3 RSG {∅, A} cannot reuse R1 for any purpose because R1 is already assigned

to A. The Type 1 RSG {B,C} cannot reuse R1 because R1 is already assigned to B to transmit

interference precanceled signal. Both MS b and MS c will receive the signals in R1. There is no

possible way for C to reuse R1. Therefore, any RSG containing cell A, cell B and cell C cannot

reuse R1. Conflict relations exist between RSG {A, B}, RSG {∅, A}, between RSG {A, B}, RSG

{B,C} and between RSG {A, B}, RSG {C, ∅}.

Similarly, suppose another set of RBs R2 is allocated to RSG {∅, A}, as if cell A is the victim

cell2. R2 cannot be reused by B in any way because the signal (either regular signal or interference

2 However, since this is a Type 3 RSG and there is not really an interferer, cell A still utilize R2
with regular signal.
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precanceled signal, but regular signal in this case) sent from cell A is interfering with MS b.

Therefore, any RSG containing cell A and cell B cannot reuse R2. Conflict relations exist between

RSG {∅, A}, RSG {A, B} and between RSG {∅, A}, RSG {B,C}.

In summary, for each RSG {I, X} (interferer I and victim cell X) in Vc, we add a conflict edge

between this RSG {I, X} and any other RSG {I′, X′}, if I can reach I′ on a simple path of length

2 in the directed interference graph Gi. On the other hand, for cells that require isolated resources

and formed Type 2 RSG ({D}, {E}, and {F} in Figure 5.7), these RGSs form a complete subgraph,

so that isolated resources can be assigned to them. The resulting conflict graph is guaranteed to be

chordal. A chordal graph is an undirected graph that has no induced cycles of length more than 3

[42, 92, 113].

Theorem 2. The conflict graph generated from interference graph is guaranteed to be chordal.

Proof. For all paths P = {A, B,C} of length 2 in Gi, the RSGs generated are {∅, A}, {A, B}, {B,C}

and {C, ∗} (no matter C is the leaf node or node C has a child node). For a set of resource Ri

assigned to RSG {∅, A}, Ri cannot be reused by any RSG containing node A and node B. Therefore,

RSG {∅, A} and RSG {A, B} have a conflict edge. RSG {∅, A} and RSG {B,C} have a conflict edge.

For a set of resource Rj assigned to RSG {A, B}, Rj cannot be reused by any RSG containing node

A, node B and node C. Therefore, RSG {A, B} and RSG {B,C} have a conflict edge. RSG {B,C}

and RSG {C, ∅} have a conflict edge. These edges can must form cycles of length 3. Suppose A

has a parent node P, the RSG {∅, A} is replaced by {P, A} and these RSGs can only form cycles

of length 3 too. On the other hand, the subgraph formed by the Type 2 RSGs is complete graph,

which is also chordal. Therefore, the resulting conflict graph is guaranteed to be chordal. �

For each RSG {I, X}, the algorithm examines all paths of length 2 in the interference graph.

This can be done by performing by traversing all paths of length two starting from each node. The

number of nodes of X is |Vi |. Therefore, the complexity of adding RSG conflict relations is also

O(|Vi |).
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5.3.3.3 Resource Allocation

Our resource assignment algorithm is a two-step procedure:

• Step 1: Assign each RSG in Gc to independent set that neighboring RSGs do no belong to

the same independent set, and

• Step 2: Allocate and assign groups of RBs to the RSGs based on the independent set assigned.

A proper coloring C for a weighted graph G = (V, E) is {S1, S2, ..., Sk }, where Si is a disjoint

independent subset of V and ∪k
j=1(Sj) = V . An independent set Si in G is a set of pairwise

nonadjacent vertices. Theweight of a vertex set Si is denoted asα(Si) and is defined as themaximum

weight vertex in that Si. The weight of the proper coloring C is denoted as W(C) =
∑k

i=0 α(Si).

The goal is to minimize W(C).

or 

S0 

S1 

S2 

Figure 5.10: Two possible of RB assignments for Figure 5.8.
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Figure 5.11: The resource assignment with interference precancellation.

Although graph coloring problem for general graphs is NP-complete, the optimal minimum

coloring of chordal graphs can be solved in polynomial time [42, 92]. Therefore, we adopt the

simple O(|Ec |) greedy algorithm described in [42]. In worst case, |Ec | is |Vc |
2 when each pair of

nodes (RSGs) in the graph has an edge (conflict relation) between them. The greedy algorithm

produces optimal minimum coloring if the algorithm assigns RSGs to independent sets in the

simplicial elimination ordering of the RSGs. The simplicial elimination ordering of the RSGs can

be obtained using the MCS procedure proposed in [113]. When assigning an RSG v, we assign

v to the independent set Si such that the increment of W(C) is minimized. We check if Si can

include v in the order of descending α(Si). If none of these independent sets is able to include

v, a new independent set {v} is created in C to include v. Because the conflict graph is chordal

and we assign the RSGs in a simplicial elimination ordering of RSGs, W(C) is guaranteed to be

optimal. After the weight of the independent sets and the total weight W(C) is determined, for each

independent set Si, the set gets the
α(Si)
W(C) of the total resources. Two possible RBs assignments to

each independent set for the conflict graph in Figure 5.8 is shown in Figure 5.10.
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Figure 5.12: The traditional isolated resource assignment.

The next step is to assign the RBs to each cell. For each cell X in RSG that is assigned to

the independent set Si, the cell X is assigned with the RBs for Si. Take cell B in Figure 5.7 as an

example, cell B belongs to RSG {B,D} and RSG {C, B}, cell B get the resources from S0 and S1.

A possible resource assignment results are shown in Figure 5.11.

5.3.3.4 Determining the Signals

After the RBs have been assigned, the final step is to determine which cell gets regular signal

and which cell gets the interference precanceled signal. For each RSG {I, X}, the interferer

transmits the regular signal and the victim cell transmits the interference precanceled signal, so

that the interference signal scrambles with the interference precanceled signal at the victimMS and

becomes the intended signal for the victim MS. Take cell B in Figure 5.11 as example, the RBs B

gets from the independent set S0 is assigned to the RSG {B,D}, in which B is the interferer. In

those RBs, cell B transmits SB and cell D transmits SD − SB. On the other hand, the RBs cell B

gets from the independent set S1 are assigned to the RSG {C, B}, in which cell B is the victim cell.

In those RBs, cell B transmits SB − SC and cell C transmits SC .
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It is noteworthy that D gets all resources in a frame. The RBs D gets from S1 are assigned to the

RSG {D}, in which D is the isolated cell. In those RBs, cell D transmits SD. The RBs D gets from

S0 are assigned to the RSG {B,D}, in which D is the victim cell. In those RBs, cell D transmits

SD − SB. One may wonder if the cell D’s transmission using RBs in S0 will cause interference to

cell E . Note that cell D is not interfering with any MSs connected to cell E . It is the other way

around, cell E interferes with cell D’s MS, so the RBs in S0 is not interfering with cell E .

In contrast, as shown in Figure 5.7, E is interfering with cell D’s MS a, which means cell D’s

RBs from S0 will be interfered by E . Therefore, the RBs cell D obtained from RSG {B,D} and

RSG {A,D} is used to serve MS b and the RBs cell D obtained from RSG {D} are the isolated

resources for serving MS a. Cell D tells MS a and MS b to receive from which RBs using the

control frame indicator (Figure 4.1) in the LTE frame. To MS a, it does not care the RBs collided

by cell E and cell F and it only cares about the RBs in S0. The complexity for determining the

signals is O(|Vc |) because the procedure processes each RSG for exactly once.

5.3.3.5 Improvement over Isolated Resource Allocation

An optimal isolated resource allocation using traditional approach is shown in Figure 5.12 and

RMIP’s resource allocation result is shown in Figure 5.11. The RBs allocated to each cell are

subsets to the RBs allocated using our approach. The extra RBs for the cells to send data using

interference precancellation technique are entirely improvement. Even if the RBs sending interfer-

ence precanceled signal has lower SINR due to signal scrambling and imperfect channel coefficient

estimation. The interferer still uses the RBs to send regular signal (not precanceling any signal)

in the same way as traditional approach. Therefore, the performance is guaranteed to improve

compared with traditional resource isolation approach.

5.3.3.6 RMIP Complexity Analysis

The RMIP algorithm first converts interference graph Gi to RSG conflict graphGc. The complexity

of RSG generation isO(|Vi |+ |Ei |). The upper bound of the number of edges |Ei | isO(|Vi |
2) because

142



in worst case, each pair of cell M and cell N in Vc has an edge between the cells. After the RGS

generation is done, we have the conflict graph Gc containing RSGs with no edges. The upper bound

of the number of vertices Vc in Gc is O(|Vi |) only. It because for the worst case that every pair of

cell M and cell N in Gi has an edge (interference relation) between them, the cells are interfering

with each other. According to Theorem 1, the cells must form Type 2 RSGs for resource isolation,

instead of Type 1 RSGs. Type 1 RSGs are only formed when the subgraph is a chain with no loop.

The complexity of adding RSG conflict relations is O(|Vi |) because for a node v in the interference

graph Gv , we search for all offspring that can be reached from v in a path of length 2.

After the RSG conflict graph is built, RMIP performs resource allocation using the greedy

algorithm proposed described in [42]. The complexity of the greedy resource allocation is O(Ec).

In worst case, |Ec | is |Vc |
2 when each pair of nodes (RSGs) in the graph has an edge (conflict

relation) between them. After the resource blocks are assigned to each RSG, RMIP determines

the signal composition (regular or interference precanceled signal) for each cell by checking

|Vc | RSGs one by one. Therefore, the complexity of determining the signal is also O(|Vc |).

Finally, the overall complexity of the RMIP algorithm is O(|Vi | + |Ei |) + O(|Vi |) + O(|Ec |) =

O(|Vi | + |Vi |
2) +O(|Vi |) +O(|Vi |

2) = O(|Vi |
2).

5.4 Evaluation

In this section, we validate the interference precancellation using GNU Radio [43] and USRP

[37] and evaluate the performance of RMIP algorithm on large scale HetNets through simulation.

143



0 100 200 300 400 500
Time (s)

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0
Q

ua
dr

at
ur

e
Constellation

File: ad-20-30

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.2, g = 9

0 100 200 300 400 500
Time (s)

2

1

0

1

2
Am

pl
it

ud
e 

(V
)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-20-60

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.2, g = 12

0 100 200 300 400 500
Time (s)

2

1

0

1

2

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-20-90

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.2, g = 15

0 100 200 300 400 500
Time (s)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-40-30

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.4, g = 9

0 100 200 300 400 500
Time (s)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0
Q

ua
dr

at
ur

e
Constellation

File: ad-40-60

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.4, g = 12

0 100 200 300 400 500
Time (s)

2

1

0

1

2
Am

pl
it

ud
e 

(V
)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-40-90

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.4, g = 15

0 100 200 300 400 500
Time (s)

2

1

0

1

2

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-60-30

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.6, g = 9

0 100 200 300 400 500
Time (s)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-60-60

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.6, g = 12

0 100 200 300 400 500
Time (s)

2

1

0

1

2

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0
Q

ua
dr

at
ur

e
Constellation

File: ad-60-90

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.6, g = 15

0 100 200 300 400 500
Time (s)

2

1

0

1

2

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-80-30

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.8, g = 9

0 100 200 300 400 500
Time (s)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-80-60

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.8, g = 12

0 100 200 300 400 500
Time (s)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Am
pl

it
ud

e 
(V

)

I&Q

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Inphase

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Q
ua

dr
at

ur
e

Constellation

File: ad-80-90

File Position: 0 Block Size: 1000 Sample Rate: 1.00

k = 0.8, g = 15

Figure 5.14: The scrambled signal constellation by alternating k and g.

144



Figure 5.14: (cont’d)
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5.4.1 Interference Precancellation

We conduct experiments to examine the behavior of interference precancellation. The experiment

is similar to the scenario depicted in Figure. 5.2(c). We synchronize two USRP N210s to simulate

the interferer B and the victim cell A. Another USRP N210 is used as victim MS a to receive the

scrambled signal. A, a and B are deployed in a line and the distance between them is around 1

meter. The center frequency is 4.0 GHz and the bandwidth is 10 MHz, which is divided into 64

subcarriers. The receiving gain on a is 15 dB. We measure the minimal gain for victim MS a to

receive data successfully from the interferer B and the victim cell A for 10 times. The minimal gain

of A for m to receive from A is 13 dB. Therefore, we let the transmission gain of A be 15 dB. The

signals sent from cell B and interference precanceled signals sent from cell A are precomputed.

These precomputed signals are converted to constellation symbols and stored on the laptops that

drive the USRPs to minimize latency. The symbols are sent repeatedly and we observe the signal

received by a.

From Eq. 5.6, the interference precanceled signal must take channel coefficient between cell B

andMS a into account. The interference precanceled signal is rewritten asTA(t) = SA−k×SB, where

k is the precancellation ratio and is
√
ρB×hB,a(t)
√
ρA×hA,a(t)

. Since it is impossible to control channel coeffi-

cient, we generate a set of interference precanceled signal with different k = {0.2, 0.4, 0.6, 0.8, 1.0}.

We control the strength of interference by controlling the transmission gain of cell B, g = {9, 12, 15}.
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Constellation: We let both the victim cell A and the interferer B transmit using QPSK. The

bits 00, 10, 11 and 01 are mapped to − 1√
2
− 1√

2
j, 1√

2
− 1√

2
j, 1√

2
+ 1√

2
j and − 1√

2
+ 1√

2
j. If k

= 1, the symbol − 1√
2
− 1√

2
j precanceling 1√

2
+ 1√

2
j becomes −

√
2 −
√

2 j. The scrambled signal

received at the victim MS a is shown in Figure 5.14. When k = 1.0 and g = 9, the interference

is over-precanceled, and the interference is not strong enough to make the scrambled signal to

become the intended signal for a. On the other hand, when k = 0.2 and g = 15, the interference

is under-precanceled. For other cases, if the precancellation ratio (k) and the interference strength

(g) are not too different, the scrambled signals are usually decodable. Therefore, determining the

value of k, which is composed of hA,a and hB,a, is critical to the performance of interference

precancellation.
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Figure 5.15: The CDF of the bit error rate of different k.
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Channel Coefficient Estimation: We also implemented a prototype that adapts the level of

precancellation considering the channel coefficients. We insert two pilot symbols at subcarrier 16

and 48 for estimating the channel coefficient. A symbol known to the victim MS a is sent over the

pilot subcarriers. When receiving the frame, a responds with the channel coefficient a estimated

in the ACKs. Currently, the N210 is able to send a frame every 100 ms and the receiver responds

with an ACK after 10 ms for the switching between transmission and reception mode of the SBX

daughterboard.

The victim cell A starts with sending regular signals SA. The victimMS a reports the estimated

channel condition (hA,a) to A. After 100 frames (10 seconds), the interferer B starts to send the

interfering signal (SB). The channel coefficient reported by the MS to A becomes hA,a + hB,a. B

stops after 100 frames. During the time when B is sending, A computes hB,a from the ACK and

computes the latest k. In this prototype, the transmission gains of both A and B are 15 dB. Due to the

USRPN210 latency limitation, we have to precompute the interference precanceled signal and store

them in A’s driver laptop. When A gets the latest k, A finds the interference precanceled signal that

is closest to k and sends it to a. The bit error rates of no interference precancellation and two sets

of ks are shown in Figure. 5.15. As shown in Figure. 5.15, higher resolution k = {0.1, 0.2, ...1.0}

achieves better bit error rate. Although the interference precancellation’s bit error rate is still higher

than that of no precancellation, it is noteworthy that the interference precancellation RBs are pure

additional RBs as shown in Figure. 5.2(c).

The major causes of the latency are the architecture of USRP N-series and the limited computa-

tional capability of the driver laptops. The driver laptop connects to the USRP N210 via Ethernet,

while in C-RAN, there should be no such latency. The switching between transmission and recep-

tion modes of the SBX daughterboards also have a latency of around 10 ms. These two latencies

caused by the platform do not exist on real cellular stations. The computation of the interference

precanceled signal might introduce some latency, but it should be less than the computation latency

on the laptop because the C-RAN is expected to have advanced computational power.
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5.4.2 Resource Management with Interference Precancellation

Our simulation setup and parameters follow the simulation guide proposed in [93] and the simulation

steps are summarized as follows. We create an area of 500 x 500 m2 and deploy a HetNet

N = {V, M}, where V and M are cells and MSs at random locations. Each cell is serving a random

number of MS (between 1 to 4). Currently, the cells have the same coverage of 100 m. The MSs

are also deployed at random locations and are static. Each MS m is connected with exactly one cell,

denoted as c(m). Secondly, according to the MS locations and the path loss function, the simulator

computes the RSS between every cell-MS pair. We define an interfering threshold Γ, such that if

the RSS of a cell v (v , c(m)) to an MS m is above Γ, cell v is regarded as a real interferer to m.

The set of real interferers to m is denoted as interferer(m).

The threshold Γ here is only used to “create real interferers." In real-world, we do not need to

“create" interferers. Any cell that is constantly causing interference to MSs is considered a true

interferer. We adopt WINNER II NLOSmodel as the indoor path loss function between a femtocell

and an MS [87, 93].

PL =46.4 + 20 × log10(R) + 20 × log10(
f
5
)+

3 × nw + FL

(5.10)

where R is the distance between the cell the and MS in meters, f is the center frequency in MHz,

which is 900 MHz and nw is the number of walls between the cell and the MS. We assume that

there exists a light wall every 5 meters and the penetration loss of the light wall is 3 dB. FL is

defined as 17 + 4 × (n f − 1), where n f is the number of floors between the cell and the Ms. In

our simulations, each cell is randomly assigned to a floor between ground and the third floor. We

employ the interference detection algorithm proposed in [73]. We perform RMIP algorithm using

the interference relations detected. We compare our RMIP algorithm with FERMI [8] and the

weighted vertex coloring (WVC) in [73].

148



10 20 30 40 50 60
Number of Cells

0

200

400

600

800

1000

R
B

s 
p
e
r 

fr
a
m

e
 (

1
0

 m
s,

 1
0

 s
u
b
fr

a
m

e
s) Regular Signal

Interference Precancelled Signal

Figure 5.16: The number of RBs that carry interference precanceled signal and the number of RBs
that carry regular signal.
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5.4.3 Average Throughput

In our simulation, we consider an LTE channel of bandwidth 20 MHz and 10% of the bandwidth

is used for guard bands. The channel is further divided into 1200 15 kHz subcarriers. An RB

consists 12 subcarriers in the frequency domain and two time slots (2×0.5 ms) in the time domain.

Therefore, a subframe in a channel of 20 MHz can be divided into 100 RBs. A frame consists

of 10 subframes and therefore, a frame has 1000 RBs. The comparison of number of RBs that

carry interference precanceled signal and the number of RBs that carry regular signal is shown in

Figure 5.16.

In order to convert the number of RBs to actual throughput, we must obtain the SNR of each

MS and. Each downlink RB has 12 × 2 × 7 symbols per ms, which means a 20 MHz channel

has 16.8M samples per second. If the modulation is 64-QAM (6 bits per symbol), the throughput

is roughly 16.8M × 6 = 100.8 Mbps. For 4x4 MIMO systems, the throughput is 403.2 Mbps

(100.8× 4). However, in this chapter, in order to emphasize that RMIP algorithm can also apply to

legacy devices, we only consider SISO systems.

For each scenario, the simulation flow is summarized as follows. First, for an MS m and the

cell it connects to c(m), we compute the signal strength using Equation 5.10. All other cells are

considered interferer to m. If a cell n, n , c(m), has a signal strength higher than a threshold to m,

we consider n to be m’s interferer. We use interferer detection algorithms [73] to detect interferers

to each MS and build interference relation for the scenario. Based on the interference relation, we

perform the resource allocation algorithms using RMIP, FERMI [8] or WVC[73] to obtain different

RB allocations.

Using the signal strength from the cell and the interference signal strength, we compute the

SNR of the RBs on each MS m and map the SNR to channel quality indicator (CQI) [86]. After

getting the CQI to MS m, we convert the number of RBs to effective throughputs in Mbps using

the MCS conversion table as shown in Table 7.2.3-1 in 3GPP LTE specification [2].

The average throughput at each MS is shown in Figure 5.17. The red curve denotes that all

interferers are detected, and the RBs assigned with interference precancellation performs 100%
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Figure 5.18: The average throughput at each MS, alternating the precancel quality.

throughput as regular RBs. When the density of cells is low, the average throughput allocated is

significantly improved. It is because when there are few cells in the same area, the interference

relations are simpler than that of more cells. There is more interferer and victim cells detected, and

they can share the same set of RBs using interference precancellation technique. However, when

the number of cells increases in the same area, many of the cells start to interfere with each other.

These cells form Type 2 RSGs, and they require isolated RBs as well. On the other hand, the blue

curve uses the interferer detection approach proposed in [73]. Around 95% of the exact interferers

are identified, and all cells mitigate interference using resource isolation. With RMIP algorithm,

the MSs can achieve 19.03% higher throughput than WVC if all interferers are identified and can

achieve 11.05% higher throughput compared with WVC using the same interference detection

algorithm.

However, in any communication systems, the estimation of channel condition between trans-

mitter and the receiver may be imperfect and so does the channel condition estimation between

the interferer and the victim MSs. The RBs assigned with interference precancellation performs

may not be able to achieve the exact same performance as regular signals. In order to gain some

insight into the impact of imperfect interference precancellation, we define a metric called precan-
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cel quality. The calculated SNR of RBs assigned to interference precancellation are multiplied

by the precancel quality before converted the CQI and the throughput is reduced. The results are

shown in Figure 5.18. The blue and green curves are the same as the ones in Figure 5.17. The

red, yellow and blue curve show the average throughput with the precancel quality 100%, 80%

and 60%, respectively. The throughput still outperforms resource isolation techniques, even if the

precancel quality is as low as 60%.
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Figure 5.19: The time consumption of resource block assignment.

5.4.4 Time Consumption for Resource Allocation

The comparison of time consumption for assigning RBs is shown in Figure 5.19. Note that the

conversion from RB to throughput is not included in this figure. The WVC consumes the least
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time due to its simplicity. WVC builds conflict graph where the vertices are the cells and assigns

resource to the cells directly. The WVC is a heuristic algorithm and cannot guarantee optimal

resource allocation. On the other hand, RMIP algorithm requires the conversion from interference

graph (Vi) to conflict graph (Vc) to perform resource allocation. Although our RMIP algorithm

consumes less time when allocating resources to RSGs, the number of RSGs in Gc isO(|Vi |), where

|Vi | is the number of cells. FERMI also allocates resources based on graphs where the vertices are

the cells. Although FERMI is able to achieve optimal resource allocation when the graph is chordal

when the graph is non-chordal, FERMI requires a triangulation procedure to chordalize the graph,

and the triangulation procedure is extremely time-consuming. When the HetNet is sparse (10 and

20 cells in the area), the graph is chordal and therefore there is no triangulation time. When the

HetNet is denser, the time consumption of FERMI is dominated by the triangulation process. Note

that the y-axis of Figure 5.19 is logarithmic.

5.5 Summary

In this chapter, we propose an interference precancellation technique by taking advantage of

the characteristic that the data for the cells and the MSs are all originated from the core cellular

network. If the exact interferer to a victim cell is identified, when the interferer is transmitting

regular signal using the RBs allocated to the interferer, the victim cell attempts to use the same

RBs to serve its MSs with interference precanceled signal. The wireless capacity of the network

can be improved. However, some MSs still require isolated resources because their exact interferer

might not be identified and some MSs do not require interference management because they are

not experiencing interference. Therefore, we propose a resource management with interference

precancellation (RMIP) algorithm that jointly considers MSs that are experiencing a different level

of interference. Simulation results show that even with imperfect interference detection algorithm

in densely deployed HetNet, theMSs achieves at least 11.05% higher throughput than pure resource

isolation approaches. If all exact interferers are identified, RMIP algorithm can achieve at least

19.03% higher throughput than previous studies.
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CHAPTER 6

CONCLUSION AND FUTUREWORK

In this chapter, we conclude ourwork in this dissertation and discuss some future research directions.

6.1 Conclusion

This dissertation addresses several challenging problems in heterogeneous wireless networks,

including CRNs and HetNets.

6.1.1 Cognitive Radio Networks

For CRNs, a non-contiguous control channel (NCCC) establishment method that takes advantage

of OFDM pulses is proposed. Most existing approaches for finding control channels are CH-

based. The time consumption of CH-based approaches grows drastically along with the number of

channels in the network, which is inapplicable to NC-OFDM based interfaces because the number

of subcarriers in the spectrum is ten times or even a hundred times to the number of channels. In

NCCC, the SUs attempt to probe their neighbors about their available channels and construct control

channels accordingly. We demonstrate that the NCCC can form NCCCs in at least 19.60% less

time compared with traditional CH-based approaches. Also, a common requirement of previous

studies is that a channel across the network must be available to all SUs to serve as the control

channel. However, such a channel may not exist in some CRNs. The use of NC-OFDM-based

control interfaces for control purpose enables NCCC that aggregates non-contiguous spectrum

fragments, which improves the control channel establishment rate by at least 10% even when the

control interface can only access the spectrum bandwidth that is equal to one channel.

The second research problem deals with the potential interruptions to a routing path in the

secondary networks when the PUs become active again. The k-protected routing protocol that

builds routing paths that will not be interrupted even after k PU returns in CRNs is proposed. In

the literature, the reactive approaches that seek alternative spectrum when PU returns suffer from
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longer delay and possible interruption if an alternative cannot be found. A k-protected routing

algorithm is discussed in this dissertation to build routing paths that can sustain from at most k

PUs returns without interrupting the ongoing communication. We demonstrated that k-protected

routes could sustain k PU returns active without being interrupted through simulation. The average

interruption rate of a 1-protected route is never interrupted when one PU appear and is lower than

18% when two PUs return. Moreover, because of the preallocated backup resources, when any PU

becomes active again, the backup activation time for the k-protected routes built by the centralized

algorithm is about 20% to that of previous studies. The backup activation time for the k-protected

routes built by the distributed algorithm is about 80% to that of previous studies.

6.1.2 Heterogeneous Cellular Networks

Asignificant challenge ofHetNets is that some smallcells suffer from interference from the interferer

that is hard to identify. Existing interference identification approaches often regard more cells

as interferers than necessary. The false positive interferers significantly reduce the achievable

throughput at the MSs. An inter-cell interference identification using received patterns on the MSs

is proposed in this dissertation. Our interference identification method successfully identifies all

real interferers and at least 94% of the non-interfering cells. Moreover, the method achieves a stable

identification in less than fifteen frames, which means our algorithm can handle the dynamic user

mobility of cellular networks. With improved interference identification, we propose a weighted

vertex-coloring (WVC) based resource assignment algorithm that achieves better fairness with

much lower time consumption for high-density networks than existing approaches.

Traditionally, the interference mitigation approaches in the literature are mainly trying to avoid

the interference, such as resource isolation that leads to significantly fewer resources, or power

control that sacrifices signal quality and coverage. If the exact interferer can be identified through

any interferer identification algorithm, we propose to mitigate the interference by precanceling the

interference signals. The same set of resources can be shared by cells, and the wireless capacity of

the HetNet can be improved. However, someMSs still require isolated resources because their exact
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interferer might not be identified and some MSs do not require interference management because

they are not experiencing interference. We propose a resource management with interference

precancellation (RMIP) algorithm that jointly considers MSs that are experiencing a different level

of interference. The results show that even with imperfect interference detection algorithm in

densely deployed HetNet, the MSs achieves at least 11.05% higher throughput than pure resource

isolation approaches. If all exact interferers are identified, RMIP algorithm can achieve at least

19.03% higher throughput than pure resource isolation approaches.

6.1.3 Contribution

In this dissertation, we discuss several challenges in heterogeneous wireless networks including

CRNs that balance the uneven utilization of different spectrum bands and HetNets that improve

the spectrum utilization within the same spectrum bands. For CRNs, this dissertation contributes

to designing efficient algorithms that help the SUs form an effective CRNs. The non-contiguous

control channels establishment helps the SUs to find control channels efficiently in the licensed

spectrumwith a higher establishment rate than approaches for fixed-width channels. The k-protected

routing protocol builds robust routing paths that are never interrupted even when k PUs become

active again. This dissertation also contributes to combating the inter-cell interference, which is

one of the most challenging issues in HetNets. The interference identification algorithm identifies

the exact interferers efficiently and can achieve a stable identification quickly so that unnecessary

interference mitigation can be avoided. The interference precancellation mitigates interference by

precanceling the interference signal from known interferers and with interference precancellation,

the same set of resources can be shared between MSs and the achievable throughput is improved.

Themechanisms and algorithms proposed in this dissertation aim at breaking barriers for supporting

heterogeneous wireless networks to improve the utilization of the precious and limited wireless

spectrum.
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6.2 Future Research Work

As discussed in this dissertation, the wireless demand has been skyrocketed in the past decade

and will continue to grow in the future. In the year of 2021, video-related traffic is expected to

grow threefold and the traffic originates from smartphones will surpass the traffic from personal

computers [91]. Moreover, the wireless traffic will continue to multiply in the foreseeable future

with new mobile applications such as live 3D/HD video, augmented reality, and virtual reality.

Internet of Things is also a fast-growing field that will make a direct impact on wireless demands.

Satisfying the even more overwhelming traffic demands remains one of the most critical challenges

of future wireless networks.

In this dissertation, we have been focusing on improving spectrum utilization using heteroge-

neous wireless networks without allocating additional spectrum. Another straightforward approach

to improve the capacity of wireless links is to aggregate more spectra. However, it is extremely chal-

lenging to allocate more spectra in the range from 300 MHz to 3 GHz to cellular networks, because

the spectrum in the range is already saturated with the allocation to existing wireless technologies

[64]. Employing higher radio frequencies to improve bandwidth is inevitable. Millimeter-wave

bands (mmWaves) in the range from 30 to 300 GHz have large chunks of available spectrum and

are promising for satisfying the traffic demands in future wireless networks.

In the past, the most common applications of mmWaves are short-range applications such as

WPAN [17][108] because mmWaves suffer from severe air absorption and mmWaves have high

attenuation against physical objects, such as precipitation, foliage or human activities [99][134].

Therefore, beamforming with directional antennas [45][44] is required to produce high gain to

combat signal attenuation. Due to the severe congestion in the 2.4 GHz ISM band, IEEE 802.11ad

that can operate on the 60 GHz band [1] has been published. IEEE 802.11ad boasts a theoretical

maximum speed of 7 Gbps using the unlicensed 60 GHz.

Similarly, mmWave is also a promising candidate to improve the capacity of the cellular

networks. In the past, the size of the directional antenna has hindered the use of mmWave on

mobile devices. Fortunately, the advancement of the technologies in recent years has made small-
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size high-gain steerable directional antennas for mobile devices (i.e., antenna arrays) affordable,

and has made the research community to reconsider the viability of mmWave for cellular networks

[59][101][100]. However, even with directional antennas, the coverage of mmWave-enabled cells is

still smaller than that of sub-3GHz cells. The limited coverage ranges of the mmWave-enabled cells

will densify the cellular network. Moreover, as discussed above, mmWave requires beamforming to

combat signal attenuation, the interference also becomes directional. All these factors are expected

to make the mmWave-enabled HetNets denser and more complicated than sub-3GHz HetNets.

The interferer identification in mmWave-enabled of HetNet is intrinsically different from that

of omnidirectional wireless networks. Similarly, the signal directionality also makes the unlicensed

opportunistic use of licensed spectrum different from that of sub-3 GHz CRNs. Since the SUs’

interference is also limited to a specific direction, it might be possible that the SUs opportunistically

access licensed spectrumwithout interfering with active PUs. The multitier heterogeneous wireless

networks are still promising to deal with challenges introduced by the mmWave technology and

to support the development of mmWave-enabled networks. We identify some of the most critical

challenges of mmWave networks as follows.

• Inter-cell Interference: Similar to sub-3GHz cells with omnidirectional coverage, inter-

ference is a critical issue in mmWave-enabled HetNets. However, because the mmWave

technology requires beamforming, the interference behavior of mmWave-enabled smallcells

is intrinsically different from that of omnidirectional cells. In a mmWave-enabled HetNet,

a beam direction will change along with the mobility of the MS it is serving. Two beams

that were not interfering with each other might suddenly intersect at an MS due to mobil-

ity, and the intersection might make the beams to interfere with one another, which brings

unexpected reduction to the overall performance. The directionality makes the interferences

in mmWave-enabled HetNets more fickle than that of sub-3GHz HetNets. The interference

detection needs to be done with high accuracy, and the mitigation needs to be activated faster.

• Frequent Handover: Even with directional antennas, the transmission range of mmWave
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signals would still be shorter than that of sub-3GHz signals. The density of mmWave-enabled

HetNets is expected to be even higher than sub-3GHzHetNets. Additionally, it is also possible

that the changes of beam direction introduce physical objects in the line-of-sight of the beam

and result in blockage of the beam[134]. The density of the cells, the mobility of the MSs,

and the possible blockages will result in even more frequent handovers and more frequent

user authentication on each cell, which demand both efficient handover algorithms and user

authentication protocols.

• Handover Candidate Cell Selection: As aforementioned, the potential frequent handover

is one of the challenges in mmWave-enabled HetNets, and the cell density is expected to be

higher. The selection of candidate cell is critical to the performance of the HetNets. Unlike

sub-3GHz cells, signal strength is no longer a reliable metric for measuring the quality of

cells due to their directionality. A useful metric that is tailored for mmWave-enabled HetNets

is desired and is critical to the performance of mmWave-enabled HetNets.

• Blockage and Interference Prediction: For cellphones and tablets that are carried by human

beings, their mobility pattern is not purely random, and most of the obstacles are stationary.

If history incidents information, such as incident type (e.g., blockage, interference), location,

cell signal strength, can be recorded, applying machine learning or pattern matching tech-

niques might be able to predict future incident. If blockage and interference incidents can

be predicted, countermeasures can be taken before the incidents happen and the performance

degradation can be minimized or even avoided. For example, for an MS at a location and

its mobility pattern have matched to a frequent blockage incident in the past and blockage is

predicted, the cell that is serving the MS can initiate a handover request before the blockage

happens and reduce the handover delay time.

The challenges of mmWaves have formed a brand new research area. The development of

mmWave-enabled wireless networks will continue to identify new challenges. More research

efforts will be required to overcome these challenges, to break the barriers of mmWave-enabled
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wireless networks, and to ensure the successful adoption of mmWave technology to future wireless

networks.
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