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#### Abstract

THE QUEST FOR ACTIVE MEDIA MODELS: A SELF-CONSISTENT FRAMEWORK FOR SIMULATING WAVE PROPAGATION IN NONLINEAR SYSTEMS


## By

## Connor Adrian Glosser

This work presents new approaches to simulations of active media at the level of individual particles. Active systems contain internal, nonlinear, processes beyond those of simple scattering systems; thus these new models afford high degrees of fidelity in exploring the underlying physics without recourse to continuum or spatially-averaged approximations.

First, I examine the dynamics of microspheres set into motion by ambient acoustic radiation in a fluid described by potential flow in the long-wavelength limit. Variations in the local surface pressure caused by scattering from each microsphere set each microsphere into motion following Newton's second law. By expanding this pressure in terms of spherical harmonics-natural eigenfunctions of the unretarded radiation kernel-I recover an analytic description of the force on individual microspheres due to an incident waveform. High-order numerical integrations then relate the surface potential on one microsphere to the surface pressure on the others, thereby coupling the microspheres' trajectories. These simulations predict a dominant translational effect along the direction of propagation of the incident waveform, though they also reveal significant dipolar interactions between microspheres that produce secondary expansions and contractions of the collective microsphere system.

Extending my approach from acoustic to electromagnetic systems, I apply it to a collection of quantum dots: "artificial" two-level atoms with a size-dependent energy structure. The optical Maxwell-Bloch equations give the evolution of quantum dots under the influence of electromagnetic fields; this evolution then produces secondary radiation that couples a collection of quantum dots together. In my computational model, I cast my secondary electromagnetic fields in terms of a point-to-point integral operator that
accurately recovers both near- and far-field effects. These fields, then, drive a set of implicitly coupled Bloch equations (solved with an exponentially-fitted predictor/corrector scheme) to give the dynamics of the system as a whole. In ensembles of up to 10000 quantum dots, my model predicts synchronized multiplets of particles that exchange energy, quantum dots that dynamically couple to screen the effect of incident external radiation, localization of the polarization due to randomness and interactions, as well as wavelength-scale regions of enhanced and suppressed polarization.

The remainder of the work uses the same physical quantum dot system while moving towards efficient computer-aided device design. I detail an improved propagation algorithm to reduce the time and space complexity of the simulation dramatically, thereby facilitating rapid analysis of promising device structures. The algorithm makes use of physical and numerical approximations to effect large-scale calculations in reasonable CPU time. A rotating-frame approximation removes high-frequency components in the evolution of the system while simultaneously preserving accurate interference phenomena in space, thereby affording far larger simulation timesteps. Additionally, projecting the source current distribution onto a regular spatial grid makes use of a low-rank approximation to the field propagator to communicate radiation information between distant groups of particles via fast Fourier transforms in a manner reminiscent of fast multipole methods.
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## CHAPTER 1

## INTRO

> "Begin at the beginning," the King said, very gravely, "and go on till you come to the end: then stop."

-The King of Hearts, Alice in Wonderland

As our ability to resolve physical systems grows, so, too, do our demands of the models we build. Unfortunately, we rapidly approach an age where approximate analytic descriptions of physical systems simply cannot recover important features in systems of interest. Substituting numerical-i.e. in silico-techniques into higher resolution models alleviates this problem somewhat (particularly as computer hardware evolves "below" the model), though the computational overhead of naïve algorithms limits their utility beyond nearly analytic calculations, particularly in multi-scale or multiphysics applications. Computational scientists, then, have a tricky job: they must have expertise in their own domain so as to begin formulating testable hypotheses about the (multi-)physical systems, as well as expertise in "computation" to understand the constraints inherent in exploring such hypotheses numerically.

### 1.1 Active media

Active media-dynamical systems that couple together through radiative processesencompass a large class of problems across length and time scales and exhibit behavior fundamentally different from their passive counterparts. These behaviors offer new avenues towards novel device designs, though engineering devices to exploit them presents a considerable challenge. In particular, the underlying dynamical nature of active systems makes them inherently nonlinear, and accounting for these dynamics alongside the radiative coupling requires a multiphysical approach. As such, this thesis primarily concerns itself with the development of computational techniques for use in modeling active systems both
efficiently and accurately with a particular focus on acoustophoresis (acoustically-induced motion) and quantum optics.

### 1.1.1 Acoustophoresis

The placement of biological material or microscopic objects plays a large role in a number of technological applications related to biosensing [78]. For example, droplet-based microfluidics entails the careful construction, manipulation, and sensing of $\mu \mathrm{L}$ (or smaller) droplets of fluid for myriad lab-on-a-chip applications. Similarly, DNA microarrays employ large numbers of micron-sized spots-each filled with a particular DNA sequence-to perform an experiment on thousands of genes simultaneously. Manipulating individual droplets and fabricating a microarray both require careful placement of apparatus; though, given the small length scale of these problems, conventional manipulation techniques (such as pipetting) become problematic. Instead, researchers require alternative means of precisely controlling the motion of such objects.

Because of their low energy and minimal invasiveness, so-called acoustic tweezers offer an ideal mechanism for precise microscopic positioning in both biological and nonbiological applications. By varying the pressure in the surrounding environment through the precise application of ultrasonic pulses, acoustic tweezers effect acoustophoresis for a variety of purposes including object placement, fractionation [59], and flow shaping. Present models of such systems often fail to account for multiple scattering events or do so only by way of time- or volume-averaged techniques. This poses a significant problem in extremely small systems where such effects necessarily become important. To overcome this, chapter 2 develops the machinery to simulate the motion of an ensemble of hard spheres within a fullwave scattering framework.

### 1.1.2 Light in disordered media

Disordered nanostructures give rise to striking optical phenomena. Cyphochilus spp.beetles, for instance, owe their intense white coloration to an aperiodic arrangement of scales that scatters light across wavelengths [80]. Whereas man-made objects of similar whiteness and intensity require structures as thick as $100 \mu \mathrm{~m}$, the scales of cyphochilus spp. can span as few as $4 \mu \mathrm{~m}$ by exploiting an interior structure of disordered filaments. Additional effects such as Anderson localization [5]-wherein light remains spatially confined for extended periods of time—and Lévy flights [10]—in which light experiences superdiffusive, i.e. superlinear (in time), behavior-all follow from similarly disordered structures. Because of their dynamical absorption and emission effects, these phenomena all fall under the broad category of active light/matter interactions.

Quantum dots-colloquially called "tuneable atoms" because of the ease with which engineers can manipulate their spectra-stand as a premier element in modern optoelectronic devices and have enjoyed widespread success in areas such as light harvesting and quantum information storage/retrieval. Because of this, a number of analytic methods based on ensemble-averaged single particle and higher order Green's functions have arisen to describe light propagation in such systems. These methods essentially cast the active quantum system as a homogeneous continuum source in the governing electromagnetic equations (Maxwell's equations for semiclassical systems) [6], though such a treatment cannot account for effects arising from long-range order, partial order, or anisotropies. Models of these effects, then, require a detailed computational framework that captures scattering/radiation effects between discrete, disordered elements. In chapter 3 we develop just such a framework; one that eschews a phenomenological treatment of matter, preferring instead to "generate" the constitutive relations that govern the sources in Maxwell's equations.


Figure 1.1: Comparison of differential-equation and integral-equation methodologies. As both approaches have several advantages and disadvantages, the choice of which technique to use largely depends on the problem under consideration.

### 1.2 Numerical simulation of wave propagation

Wave phenomena influence every aspect of our lives across every scale of the universe, thus it should come as little surprise that techniques to explore and analyze these phenomena lie at the heart of many scientific and engineering disciplines. Broadly, these techniques fall into differential-equation-based and integral-equation-based categories with each having several benefits and drawbacks. Differential-equation-based models have a large, sparse character that follows directly from a discretization of the wave equation throughout a volume of interest. Such a volumetric discretization explicitly describes fields within the entirety of the simulation domain and works well to capture cavity effects or effects involving variations in material parameters. Open systems where waves propagate "to infinity" require significant care, however, and employ corrections such as perfectly-matched layers [11] or absorbing boundary conditions [57] to approximate correct asymptotic behavior.

Integral-equation-based methods, on the other hand, remedy many of the problems
associated with differential methods. By employing a Green's function to directly determine the response of interacting sources, these methods automatically capture radiation boundary conditions and eliminate the numerical issues associated with intermediate meshes entirely. These features, however, do not come without cost. Integral-equation methodologies have a great deal more mathematical sophistication than their differentialequation analogues and their discretizations inherently produce dense interaction matrices. The $O\left(n^{2}\right)$ solution cost of these matrices scales poorly for systems with many degrees of freedom, thus a large body of work has emerged to reduce this cost to $O\left(n^{p}\right)$ (where $p<2)$ or even $O(n \log n)$. These so-called "fast methods" exploit the underlying structure of the interaction matrix to develop compressed representations of the interaction between distant sources with fully-controllable numerical error. Because of its accuracy and speed, the development of such a method stands as the principal contribution of chapter 4.

## CHAPTER 2

## ACOUSTOPHORESIS IN RIGID MICROSPHERES

"Where are you going?"
"Which way should I go?"
"That depends on where you are going."
"I don't know."
"Then it doesn't matter which way you go."
-The Cheshire Cat and Alice, Alice in Wonderland

### 2.1 Introduction

Computational approaches that employ an integral equation formalism to examine acoustic scattering from particles typically assume a static environment in which scatterers remain stationary. At present, a large body of work details such scattering problems [81, 24,83 ]. While these stationary integral equation methods offer a large degree of accuracy in capturing the underlying physics, many problems of interest require a fully dynamical treatment. For instance, in biomedical physics, gas-filled microspheres exposed to ultrasonic beams have demonstrated effectiveness as a contrast imaging agent [13] and as a drug delivery method [3, 42], and Ding et al. have demonstrated their manipulation using acoustic tweezers in microfluidic channels [23]. Moreover, composite materials consisting of colloidal in-fluid suspensions have peculiar sound propagation properties that can deviate from the ones of homogeneous liquids [82]. In each of these applications, the unconstrained motion of scatterers requires a self-consistent description of their dynamics in conjunction with a description of the acoustic field propagation.

Here, we demonstrate the applicability of coupling particle kinetics to a time-domain integral equation (TDIE) scattering framework to model rigid-sphere motion induced by a
time-dependent acoustic potential. Specifically, we consider the case of an acoustic pulse acting on microspheres that move in a fluid. Effective Langevin time-averaged radiation pressure forces [50, 17] , which consider the case of a steady radiation flux incident upon a body kept in static equilibrium, do not provide an appropriate model in this case as they cannot accommodate inter-particle scattering effects. While many theoretical and computational descriptions of higher-order acoustic interactions exist [40, 25, 26, 44, 8], few actually make use of computed fields to predict particle trajectories. As we consider only short-duration pulses, we refrain from time-averaging in favor of using a timedomain scattering formulation to explicitly calculate particle trajectories resulting from a prescribed pulse. By adopting a weakly-compressible potential formulation of the fluid media, our scalar wave problem inherits a number of similarities and solution techniques from scattering problems in electromagnetic theory, a topic previous works discuss extensively [77, 40, 54]. Moreover, our time-domain formulation readily allows the study of transient phenomena (such as acoustic tweezing), a convenience not shared with more common frequency domain approaches.

We structure the remainder of this chapter as follows: we first provide a formal mathematical description of the problem-including details on both the kinetic and field methods-followed by data obtained from various pulse and microsphere configurations, demonstrating both attractive and repulsive regimes suitable for subtle control of spherical systems in a homogeneous fluid. Finally, we offer concluding remarks on the effectiveness of the simulation as well as our thoughts on possible future extensions.

### 2.2 Continuum problem statement

Consider a collection of $N$ rigid, non-intersecting spherical scatterers (microspheres), each having radius $a_{k}$, position $\mathbf{r}_{k}$, and enclosing volume $V_{k} \subset \mathbb{R}^{3}$. The microspheres move in a homogeneous exterior fluid occupying $V_{E}$, where we denote the boundary of each microsphere as $\Omega_{k}=\partial V_{k}$ and thus may ascribe to each an outward-pointing normal
$\hat{\mathbf{n}}_{k}(\theta, \phi)$, where $\theta$ and $\phi$ represent colatitude and azimuthal angles with respect to the local origin (microsphere center). We wish to investigate the reaction of the system to an incident acoustic pulse, thus the fluid carries a prescribed (band-limited) waveform through the microsphere system in which it interacts with each of the $\partial \Omega_{k}$ according to the "sound-hard" regime presented in [54]. The incident acoustic pulse, in combination with the acoustic field scattered from each microsphere and the hydrodynamic field induced by the relative velocity of each microsphere, acts as a perturbation to the initially at-rest uniform ideal fluid [58,53]. We consider here the linear regime, in which the perturbation induced by the acoustic and aerodynamic contribution remain sufficiently small so that the velocity field $\mathbf{v}(\mathbf{r}, t)$ satisfies the condition $|\mathbf{v}(\mathbf{r}, t)| \ll c_{s}$, where $c_{s}$ represents the speed of sound in the fluid. In this limit, the velocity potential, defined by $\mathbf{v}(\mathbf{r}, t)=\nabla \varphi(\mathbf{r}, t)$, satisfies the scalar wave equation:

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c_{s}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \varphi(\mathbf{r}, t)=0 \tag{2.1}
\end{equation*}
$$

and we may express the pressure perturbation at any point in the exterior medium as

$$
\begin{equation*}
p(\mathbf{r}, t)=-\rho_{0} \frac{\partial \varphi(\mathbf{r}, t)}{\partial t} \tag{2.2}
\end{equation*}
$$

where $\rho_{0}$ denotes the equilibrium density of the fluid. Rigidity of the $\Omega_{k}$ necessarily prescribes boundary conditions on the normal velocity components at each interface, namely,

$$
\begin{equation*}
\left.\frac{\partial \varphi(\mathbf{r}, t)}{\partial \hat{\mathbf{n}}_{k}}\right|_{\mathbf{r} \in \Omega_{k}}=\frac{\mathrm{d} \mathbf{r}_{k}}{\mathrm{~d} t} \cdot \hat{\mathbf{n}}_{k} . \tag{2.3}
\end{equation*}
$$

where $\mathbf{r}_{k}$ represents the center-of-mass coordinate for the $k^{\text {th }}$ microsphere.
Using these relations, we apply the Kirchoff-Helmholtz theorem to define the following system of integral equations,

$$
\begin{equation*}
\varphi(\mathbf{r}, t)=\varphi_{\mathrm{inc}}(\mathbf{r}, t)+\sum_{i=0}^{N-1} \iint\left(\varphi\left(\mathbf{r}^{\prime}, t^{\prime}\right) \frac{\partial g_{r}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)}{\partial \hat{\mathbf{n}}_{k}}-g_{r}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right) \frac{\partial \varphi\left(\mathbf{r}^{\prime}, t^{\prime}\right)}{\partial \hat{\mathbf{n}}_{k}}\right) \mathrm{d} A^{\prime} \mathrm{d} t^{\prime}, \tag{2.4}
\end{equation*}
$$

where $A^{\prime} \in \Omega_{k}\left(t^{\prime}\right)$ and $g_{r}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ denotes the Green's function for a retarded potential,

$$
\begin{equation*}
g_{r}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)=\frac{\delta\left(t-t^{\prime}-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c_{s}\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{2.5}
\end{equation*}
$$

If the system remains localized to a region with small dimensions when compared to the wavelength of sound, retardation effects become negligible and we may instead use the Laplace-kernel Green's function,

$$
\begin{equation*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{2.6}
\end{equation*}
$$

To ease notation, we define the following two integral operators,

$$
\begin{align*}
\hat{\mathcal{S}}_{k}\left[\varphi\left(\mathbf{r} \in \Omega_{k}(t), t\right)\right] & =\int g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \partial_{\hat{\mathbf{n}}_{k}} \varphi\left(\mathbf{r}^{\prime}, t\right) \mathrm{d} A  \tag{2.7a}\\
\hat{\mathcal{D}}_{k}\left[\varphi\left(\mathbf{r} \in \Omega_{k}(t), t\right)\right] & =\int \varphi\left(\mathbf{r}^{\prime}, t\right) \partial_{\hat{\mathbf{n}}_{k}} g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d} A \tag{2.7b}
\end{align*}
$$

reducing eq. (2.4) to

$$
\begin{equation*}
\varphi(\mathbf{r}, t)=\varphi_{\mathrm{inc}}+\sum_{k=0}^{N-1}\left(\hat{\mathcal{D}}_{k}-\hat{\mathcal{S}}_{k}\right)\left[\varphi\left(\mathbf{r} \in \Omega_{k}(t), t\right)\right] \tag{2.8}
\end{equation*}
$$

In solving eq. (2.8), we obtain the velocity potential everywhere for a given time without retarded scattered fields. For the incident pulse, $\varphi_{\text {inc }}$, we consider superpositions of wave packets of the form

$$
\begin{equation*}
\varphi_{\mathrm{inc}}(\mathbf{r}, t)=P_{0} \cos \left(\omega_{0} t-\mathbf{k} \cdot \mathbf{r}\right) e^{-\left(c_{s} t-\hat{\mathbf{k}} \cdot \mathbf{r}\right)^{2} /\left(2 \sigma^{2}\right)} \tag{2.9}
\end{equation*}
$$

due to their established spectral properties (i.e. known bandwidth and center frequency). Finally, the variation in pressure (and thus $\varphi$ ) over each of the $\Omega_{k}$ necessarily propels each microsphere according to

$$
\begin{equation*}
m_{k} \frac{\mathrm{~d}^{2} \mathbf{r}_{k}}{\mathrm{~d} t^{2}}=\rho_{0} \int \frac{\partial \varphi(\mathbf{r}, t)}{\partial t} \mathrm{~d} \mathbf{S} \tag{2.10}
\end{equation*}
$$

where $\mathbf{S}$ denotes the outward-pointing normal of $\Omega_{k}(t)$.

### 2.3 Discretization of the Integral Equations

To solve the integral equation scattering problem, we begin by discretizing our field in both space and time. As we have restricted our particles to completely spherical geometries,


Figure 2.1: Coordinate notation.
the $Y_{\ell m}(\theta, \phi)$ spherical harmonics give simple eigenfunctions of the operators in eq. (2.7) where

$$
\begin{equation*}
Y_{\ell m}(\theta, \phi)=\sqrt{\frac{2 \ell+1}{4 \pi} \frac{(\ell-m)!}{(\ell+m)!}} P_{\ell}^{m}(\cos \theta) e^{i m \phi} \tag{2.11}
\end{equation*}
$$

As a result, they lend themselves well to an expansion of $\varphi$ on the surface of each microsphere with respect to the microsphere's center,

$$
\begin{equation*}
\varphi\left(\mathbf{r} \in \Omega_{k}, t\right)=\sum_{\ell \geqslant 0} \sum_{|m| \leqslant \ell} C_{\ell m}^{k}(t) Y_{\ell m}(\theta, \phi) . \tag{2.12}
\end{equation*}
$$

By considering eq. (2.2) and expressing the local velocity potential at each of the $\Omega_{k}$ as a linear combination of spherical harmonics, we have a complete representation of the body force acting on each microsphere due to the orthogonality of dipole terms with the rest of the multipoles. Hence,

$$
\begin{align*}
\mathbf{F}_{\text {body }}^{k}(t) & =-\int p(\mathbf{r}, t) \mathrm{d} \mathbf{S} \\
& =\rho_{0} \sqrt{\frac{2 \pi}{3}} r^{2}\left(\left[\dot{C}_{11}^{k}(t)-\dot{C}_{1-1}^{k}(t)\right] \hat{\mathbf{x}}+i\left[\dot{C}_{11}^{k}(t)+\dot{C}_{1-1}^{k}(t)\right] \hat{\mathbf{y}}-\sqrt{2} \dot{C}_{10}^{k}(t) \hat{\mathbf{z}}\right) . \tag{2.13}
\end{align*}
$$

The problem then becomes one of solving a system of linear equations that we may compactly represent as

$$
\begin{equation*}
\overline{\mathcal{Z}} \cdot \varphi=\mathcal{F}, \tag{2.14}
\end{equation*}
$$

with the overbar denoting a matrix quantity. We define the elements of $\mathcal{F}$ as projections of the incident field onto local spherical harmonics,

$$
\begin{equation*}
\mathcal{F}_{\ell m}^{k}=\int Y_{\ell m}^{*}(\theta, \phi) \varphi_{\mathrm{inc}}(\mathbf{r}, t) \mathrm{d} A \tag{2.15}
\end{equation*}
$$

and detail $\mathcal{Z}_{\ell m, \ell^{\prime} m^{\prime}}^{j k}$ for two cases: $j=k$ and $j \neq k$. In the instances where $j=k$, eq. (2.7) propagates effects of the interaction to every point on a surface sharing a coordinate system with the original, thus the harmonics remain orthogonal and

$$
\begin{equation*}
\mathcal{Z}_{\ell m, \ell^{\prime} m^{\prime}}^{j j}=\frac{\ell+1}{2 \ell+1} \delta_{\ell \ell^{\prime}} \delta_{m m^{\prime}} \tag{2.16}
\end{equation*}
$$

after exploiting the well-known expansion theorem for eq. (2.6),

$$
\begin{equation*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{\ell, m} \frac{1}{2 \ell+1} \frac{r_{<}^{\ell}}{r_{>}^{\ell+1}} \Upsilon_{\ell m}(\theta, \phi) \Upsilon_{\ell m}^{*}\left(\theta^{\prime}, \phi^{\prime}\right) \tag{2.17}
\end{equation*}
$$

where $r_{<}=\min \left(|\mathbf{r}|,\left|\mathbf{r}^{\prime}\right|\right)$ and $r_{>}=\max \left(|\mathbf{r}|,\left|\mathbf{r}^{\prime}\right|\right)$. A description of the off-diagonal terms where $j \neq k$ proceeds much the same way, though the surface expansions no longer share a local origin, complicating the projections. Translation operators for the spherical harmonics [19,37] allow analytic expressions for these matrix elements, though we eschew such operators in favor of numerical integration for speed.

Thus, at every timestep of the simulation, the algorithm proceeds as follows: (i) project the incident pulse and surface velocities onto local expansions of spherical harmonics, (ii) propagate scattering effects through space by inverting the operators in eq. (2.8), (iii) project these scattered fields onto local spherical harmonics to give a total representation of $\varphi$ on each surface, and (iv) move each microsphere according to eq. (2.10) and advance $t \rightarrow t+\Delta t$. Only $\ell=1$ terms contribute to the center-of-mass motion of rigid microspheres, thus we use the $C_{1 m}$ coefficients in evolving eq. (2.10).

The inversion in step (ii) above requires some care; by simply inverting the entire propagation operator, $\hat{\mathcal{D}}-\hat{\mathcal{S}}$, to give a single surface pressure, eq. (2.10) reduces to a differential equation of the form

$$
\begin{equation*}
\dot{\mathbf{r}}_{k}=f\left(t, \mathbf{r}_{k}, \dot{\mathbf{r}}_{k}\right) . \tag{2.18}
\end{equation*}
$$

This presents a number of irregularities with conventional integration schemes and will rapidly diverge towards $\pm \infty$ due to the additional $\dot{\mathbf{r}}_{k}$ on the right if implemented naïvely. To remedy this, we note that $\hat{\mathcal{S}}$ serves to produce only a reaction or drag term on each microsphere that impedes motion. By maintaining quantities for the inversion of $\hat{\mathcal{D}}$ and $\hat{\mathcal{S}}$ separately, we remove the explicit dependence on $\dot{\mathbf{r}}_{k}$ by introducing a linear coefficient in the form of an additional mass term-given by the $\dot{\mathbf{r}}_{k}$-dependent contribution in the single-layer $\hat{\mathcal{S}}$ operator-when solving eq. (2.10).

### 2.4 Analytic results

### 2.4.1 Single microsphere solution

As an example, consider a single sphere of density $\rho_{s}$ and radius $a$. Taking $k a \ll 1$, we may approximate eq. (2.9) as $\varphi_{\mathrm{inc}}(\mathbf{r}, t)=v_{0}(t) z$ and we wish to find the response velocity of the sphere, $\mathbf{u}$, in terms of the field velocity $\mathbf{v}=\nabla \varphi_{\text {inc }}$. It follows that the expansion of $\varphi_{\text {inc }}$ contains only $\ell=1$ terms, thus

$$
\begin{equation*}
\varphi_{\mathrm{inc}}=v_{0}(t) a \cos (\theta) \tag{2.19}
\end{equation*}
$$

on the surface of the sphere. Similarly, from eq. (2.3),

$$
\begin{align*}
\partial_{\hat{\mathbf{n}}} \varphi & =\mathbf{u} \cdot \hat{\mathbf{n}} \\
& =u_{z} a \cos (\theta) \tag{2.20}
\end{align*}
$$

due to the symmetries present in $x$ and $y$. As a result,

$$
\begin{equation*}
\varphi-\int \varphi\left(\mathbf{r}^{\prime}\right) \partial_{\hat{\mathbf{n}}^{\prime}} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d} S^{\prime}=v_{0} a \cos (\theta)-\int a u_{z} \cos (\theta) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d} S^{\prime} \tag{2.21}
\end{equation*}
$$

and it becomes apparent that only $\ell=1, m=0$ terms in eq. (2.17) remain after integrating. Consequently, the field becomes

$$
\begin{equation*}
\varphi(\mathbf{r}, t)=\left(v_{0}(t)|\mathbf{r}|+\frac{a^{3}\left(v_{0}(t)-u_{z}\right)}{2|\mathbf{r}|^{2}}\right) \cos (\theta) \tag{2.22}
\end{equation*}
$$

outside the microsphere and

$$
\begin{equation*}
\varphi(\mathbf{r} \in \Omega, t)=\left(\frac{3}{2} v_{0}(t)-\frac{1}{2} u_{z}\right) a \cos (\theta) \tag{2.23}
\end{equation*}
$$

on its surface. From this we conclude the total velocity potential in the fluid arises from a surface-scattering term alongside a term describing the transfer of momentum from the moving microsphere to the fluid.

Using eq. (2.10), we may then write the equation of motion for the system as

$$
\begin{equation*}
\rho_{s} V \dot{u}_{z}=\rho_{0} V\left(\frac{3}{2} \dot{v}_{0}-\frac{1}{2} \dot{u}_{z}\right) . \tag{2.24}
\end{equation*}
$$

where $V=4 \pi a^{3} / 3$ gives the volume of the microsphere. The transfer of momentum from the moving microsphere to the fluid becomes a reaction force of the fluid due to the sphere. Landau \& Lifshitz [53] initially derived this non-dissipative drag force by way of momentum and energy conservation. Note that this drag force presents only in the case of accelerated motion of the microsphere and we may recast its effect in the form of a virtual mass that includes a contribution due to the mass of the displaced fluid,

$$
\begin{equation*}
\left(\rho_{s}+\frac{\rho_{0}}{2}\right) V \dot{u}_{z}=\frac{3 \rho_{0} V}{2} \dot{v}_{0} . \tag{2.25}
\end{equation*}
$$

This expression leads to a simple relation linking $u_{z}(t)$ and $v_{0}(t)$ provided that the velocity does not remain constant and that the sphere does not move in the absence of the field:

$$
\begin{equation*}
\frac{u_{z}}{v_{0}}=\frac{3 \rho_{0}}{\rho_{0}+2 \rho_{s}} \tag{2.26}
\end{equation*}
$$

The idea of a virtual mass for the accelerated motion of a single sphere in an ideal fluid readily generalizes to the case of a moving collection of mutually-interacting spheres. Through this, we may compute the dynamics of each microsphere in the group, taking into account the effect of the momentum exchange between the fluid and the microspheres. This results in both drag and inter-particle forces in addition to the displacement caused by the driving acoustic field.


Figure 2.2: Perpendicular configuration.

### 2.4.2 Low-order interactions

We now consider two identical microspheres arranged perpendicularly to an incident waveform as in fig. 2.2. Within the Born approximation, we may take eq. (2.19) as the incident field and use it in place of the total field on the right-hand side of eq. (2.8), assuming negligible contributions from scattering. In doing so, the field everywhere becomes

$$
\begin{equation*}
\varphi(\mathbf{r}, t)=v_{0}(t) z+\frac{a^{3}}{3} \frac{\cos \left(\theta_{1}\right)}{\left|\mathbf{r}-\mathbf{d}_{12} / 2\right|^{2}}\left[v_{0}-u_{1}\right]+\frac{a^{3}}{3} \frac{\cos \left(\theta_{2}\right)}{\left|\mathbf{r}+\mathbf{d}_{12} / 2\right|^{2}}\left[v_{0}-u_{2}\right] \tag{2.27}
\end{equation*}
$$

By inserting this into eq. (2.10) for $\mathbf{r}_{1}$, we have

$$
\begin{gather*}
m_{1} \mathbf{u}_{1} \cdot \hat{\mathbf{z}}=2 \pi \rho_{0} a^{2} \int \cos ^{2} \theta_{1} a^{3}\left(\frac{4}{3} v_{0}-\frac{u_{1}}{3}\right) \mathrm{d}\left(\cos \theta_{1}\right)+ \\
\rho_{0} \int_{\Omega_{1}} \frac{a^{5}}{3} \frac{v_{0}-u_{2}}{\left|\mathbf{r}-\mathbf{d}_{12}\right|^{2}} \cos \theta_{1} \cos \theta_{2} \mathrm{~d} \phi_{1} \mathrm{~d}\left(\cos \theta_{1}\right) \tag{2.28}
\end{gather*}
$$

Writing

$$
\begin{equation*}
\cos \theta_{2}=\frac{a}{d_{12}} \frac{\cos \theta_{1}}{\sqrt{\left(1-\frac{a}{d_{12}} \sin \theta_{1}\right)^{2}+\left(\frac{a}{d_{12}} \cos \theta_{1}\right)^{2}}} \tag{2.29}
\end{equation*}
$$

and noting $\mathbf{u}_{1}=\mathbf{u}_{2} \equiv \mathbf{u}_{s}$ due to symmetry in the initial configuration, we may expand eq. (2.28) in $a / d_{12}$ to give

$$
\begin{equation*}
\rho_{s} u_{s}=\rho_{0}\left(\frac{4}{3} v_{0}-\frac{1}{3} u_{s}\right)+\frac{\rho_{0}\left(v_{0}-u_{s}\right)}{3}\left(\frac{a}{d_{12}}\right)^{3} . \tag{2.30}
\end{equation*}
$$

In the limit of $d_{12} \rightarrow \infty$, this becomes

$$
\begin{equation*}
\frac{u_{s}}{v_{0}}=\frac{4 \rho_{0}}{\rho_{0}+3 \rho_{s}} \tag{2.31}
\end{equation*}
$$

| Quantity | Symbol | Value |
| :--- | :--- | :--- |
| Sound speed | $c_{s}$ | $1500 \mathrm{~m} \mathrm{~s}^{-1}$ |
| Microsphere radius | $a_{k}$ | $1 \mu \mathrm{~m}$ |
| Density (exterior) | $\rho_{0}$ | $1000 \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Density (interior) | $\rho_{s}$ | $1 \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Pulse amplitude | $P_{0}$ | $0.05 \mathrm{~m}^{2} \mathrm{~s}^{-1}$ |
| Center frequency | $f_{0}$ | 0.5 MHz to $20 \mathrm{MHz}_{\text {Pulse duration (st. dev.) }} \sigma$ |
|  | $\sigma \mu \mathrm{s}$ to $24 \mu \mathrm{~s}$ |  |

Table 2.1: Typical simulation parameters.

By considering negligible scattered fields at the surface of each microsphere, we qualitatively recover eq. (2.27) with different coefficients arising only from the Born approximation. Moreover, the additional interaction term in eq. (2.31) scales as $\left|\mathbf{d}_{i j}\right|^{-3}$; a behavior anticipated from the dipolar nature of eq. (2.22).

### 2.5 Numerical Results

Here we present a series of numerically-solved systems to illustrate the utility of the method in investigating acoustic phenomena. We perform simulations of one- and two-particle/pulse systems to determine the principal particle-field and particle-particle interactions, followed by simulations of larger assemblages of spheres to investigate group phenomena and effects in systems without symmetry. Unless otherwise stated, table 2.1 gives the simulation parameters for each of the following simulations; as our interests lie in hydrodynamic applications, we use material parameters characteristic of water to define our external fluid medium. Similarly, we consider here the case of gas-filled microspheres [13], and therefore set their density much smaller than that of the exterior medium. The acoustic pulses lie in the ultrasonic regime, and the chosen frequency of 20 MHz corresponds to that of typical applications in acoustic microscopy.


Figure 2.3: Translation of a single microsphere interacting with an incident pulse ( $f_{0}=$ $0.5 \mathrm{MHz}, \sigma=7 \mu \mathrm{~s})$. Microspheres interacting with the pulse translate a finite distance along $\mathbf{k}$ due to the Gaussian envelope in eq. (2.9).

### 2.5.1 Single microspheres

Figure 2.3 gives the trajectory of a single microsphere initially at rest under the effects of an incident Gaussian pulse. Under the linear and ideal fluid approximations and without the Gaussian envelope in eq. (2.9), the microsphere merely oscillates about its origin in accordance with eq. (2.26). In the pulsed case, however, the variation in pressure imposed by the finite value of $\mathbf{k}$ modifies the system dynamics to yield a net translation of each microsphere. Note that the regime considered here produces no net transfer of momentum between the acoustic field and the microsphere-a consequence of the ideal fluid.

Figure 2.4 depicts smoothed results of 128 trajectories corresponding to single microspheres initially spaced along $\hat{\mathbf{z}}$ and excited by identical counter-propagating pulses. By taking the width of each pulse much greater than the radius of each microsphere, the two pulses reproduce the effects of interfering standing waves. The confinement occurs at $\nabla P=\mathbf{0}$ (nodal) planes where the net force on each microsphere vanishes. The halfwavelength associated with the dominant pulse frequency gives the separation between


Figure 2.4: Confinement of non-interacting spheres to planes; identical counter-propagating pulses ( $f_{0}=20 \mathrm{MHz}, \sigma=23.8 \mu \mathrm{~s}$ ) initially displaced along $\hat{z}$ tend to align objects in $\nabla P=\mathbf{0}$ planes at $\lambda / 2$ intervals. Here, we have sampled the field and trajectories every 30 timesteps and smoothed the resulting data with a 16 -sample windowed average.
neighboring planes.
Finally, fig. 2.5 shows the relative velocity potential near a single microsphere; given a surface expansion of $\varphi$, we may compute the potential everywhere through application of eq. (2.8). As predicted by eq. (2.22), this field greatly resembles that of a pointlike "velocity dipole" with $\mathbf{v}_{s}$ acting as a dipole moment.

The simulations described thus far demonstrate precise acoustic control; through careful application of the incident field parameters, we may induce a (finite, given a finite pulse) translation along the principal $\hat{\mathbf{k}}$-vector with a large degree of accuracy in the overall displacement. In addition, the application of multiple pulses serves to confine microspheres to highly localized regions in space, offering a self-consistent model of acoustic tweezing.


Figure 2.5: Calculated isopotential contours near a lone microsphere. Red and blue colorations represent regions of positive and negative potential. The motion of each microsphere through the background medium serves primarily to produce a dipolar field of velocity potential with $\mathbf{v}_{s}$ serving as the sphere's dipole moment.

### 2.5.2 Many-particle simulations

We now turn our attention to collections of mutually interacting microspheres. To quantify the effects of scattering, we first decouple scattering forces from the incident pulse by arranging two microspheres perpendicularly to the pulse's k-vector. Figure 2.6 gives results for such a simulation where we plot the relative change in velocity as compared with the single-particle simulation,

$$
\begin{equation*}
\Delta\left|\mathbf{v}_{\max }\right|=\max \left(\left|\mathbf{v}_{\text {double }}(t)-\mathbf{v}_{\text {single }}(t)\right|\right) \tag{2.32}
\end{equation*}
$$

In principle, describing quantities found from a complete simulation as a function of initial separation could obfuscate scaling data considerably; forces arising from scattering could alter the geometry of the system. In practice, however, the perpendicular configuration used here gives scattering forces that only influence the motion along $\mathbf{k}$. Consequently, $\Delta \mathbf{v} \propto \mathbf{z}$ and the microspheres' initial separation remains a good estimator of scaling behavior. We see in fig. 2.6 that the radii data scale as $a_{k}^{3}$ and the separation data exhibit strong $\left|\mathbf{d}_{12}\right|^{-3}$


Figure 2.6: Scaling behavior of two microspheres arranged perpendicularly to an incident pulse for various radii and initial separations. The ( $\Delta, \bullet$ ) symbols on each axis denote data associated with that axis. The $\Delta$ follow a regression of $\Delta|\mathbf{v}|_{d}=0.250754 d_{12}^{-3.00077}$, and the $\bullet$ follow $\Delta\left|\mathbf{v}_{\max }\right|_{\mathrm{r}}=3.13328 \times 10^{-5} a_{0}^{2.99814}$. These trends strongly indicate dominant dipolar interactions between microspheres.
scaling, again indicating a dominant dipolar interaction between microspheres as shown by Ilinskii et al. in 2007 [44] and predicted by eq. (2.22).

Finally, we consider the dynamics of large $(N=16)$ clouds of microspheres. For each simulation, we generate a collection of microspheres initialized with zero velocity and random positions within a $10 \mu \mathrm{~m}$ ball subject to a minimum-separation constraint to prevent collisions. Figure 2.7 shows a snapshot of the velocity potential isosurfaces calculated in one such simulation. Even with mutual interactions, the shape of each isosurface remains consistent with the presence of a dipolar field oriented along the microspheres' velocity. Again, due to the localization assumption used to justify eq. (2.6), each system predominantly translates a finite distance in accordance with the results found for a single microsphere in fig. 2.3. To quantify small changes in the geometry of a system, we compute $V_{h}$, the volume of the convex hull containing each microsphere, at every timestep in the


Figure 2.7: Isosurfaces of velocity potential (arb. units) calculated by evaluating the $\hat{\mathcal{S}}$ and $\hat{\mathcal{D}}$ terms in eq. (2.8) for a $N=16$ particle simulation. Red, blue, and yellow surfaces denote regions of positive, negative, and zero potential respectively, with holes appearing due to intersections with the bounding box. Rendered with VisIt[21].
simulation [47]. Figure 2.8 shows the fractional change in the hull volume,

$$
\begin{equation*}
\Delta V_{h}=\frac{V_{h}(t)-V_{h}(0)}{V_{h}(0)} \tag{2.33}
\end{equation*}
$$

for 20 such systems after smoothing with a weighted moving average. Curves ending above and below zero indicate larger and smaller hull volumes (system expansion and contraction). We note from fig. 2.8 a greater tendency for random clouds to expand; the effective dipole-dipole interaction between particles with $\mathbf{d}_{i j} \perp \mathbf{k}$ gives purely repulsive forces, while the interaction between particles with $\mathbf{d}_{i j} \| \mathbf{k}$ gives both repulsive and attractive effects depending on $\sigma$ and the relative phase of the oscillating microsphere velocities.


Figure 2.8: Fractional change in the volume of 20 randomly-initialized microsphere clouds subject to the same incident pulse, smoothed with a 128 -sample moving average. Positive and negative values denote expansion and contraction. $\sigma=1.5 \mathrm{~cm}$.

### 2.6 Conclusions

This work lends a novel, fine-grained approach to the study of acoustic response via integral equation methods. By considering a potential representation in terms of spherical harmonics on the surfaces of microspheres coupled to a standard molecular dynamics scheme, we obtain a description of the microspheres' dynamics under the effect of ultrasound pulses without resorting to time-average approximations. Furthermore, the confined microsphere geometries under consideration allow us to neglect small effects arising from time-delays in scattering. We have shown that the net effect of an ultrasound pulse on a single microsphere consists of a translation that we can tune through careful control of pulse parameters. Additionally, systems with multiple incident waveforms tend to confine microspheres to nodes in the pressure field governed by acoustic interference. Finally, in the dynamics of systems with many microspheres, we have observed the effect of weak inter-particle transient effects induced by the driving acoustic pulse. These effects can produce both expansion and contraction of a cloud of microspheres, in addition to the
overall translation.
Prior work in this area [85,75] makes use of deformable bubble boundaries about fixed locations. Incorporation of these methodologies to our theoretical model naturally offers possibilities for future research, as does the addition of retardation effects. Additionally, we expect a straightforward approach to experimental confirmation of the results presented here. Optical tracking of tracer particles[76] has demonstrated its effectiveness in similar fluid-trajectory studies and would readily adapt to track physical analogues of our theoretical microspheres.

## CHAPTER 3

## RADIATION IN COUPLED QUANTUM DOT SYSTEMS

"But I don't want to go among mad people," Alice remarked.
"Oh, you can't help that," said the Cat: "we're all mad here. I'm mad. You're mad."
"How do you know I'm mad?" said Alice.
"You must be," said the Cat, "or you wouldn't have come here."

> -Alice and the Cheshire Cat, Alice in Wonderland

### 3.1 Introduction

Semiconductor structures containing a large number of quantum dots offer ideal environments for exploring collective effects induced by light-matter interactions. Often, these structures exhibit new phenomena due to geometrical randomness and nonlinearities in the underlying system dynamics. Additionally, optical excitations (excitons) undergo characteristic Rabi oscillations [70,48, 43] in quantum dots analogous to those observed in atomic systems; because quantum dots have stronger dipolar transitions than atoms, these light-induced oscillations generate secondary fields that couple the system more strongly than equivalent atomic species. We can therefore expect-at least in some regions of the sample-these local secondary fields will produce modified collective behavior in the exciton dynamics. Phenomena induced by these secondary fields have received considerable theoretical/computational $[69,68]$ and experimental [7] attention as they may provide new insight on the coherent dynamics of excitons in quantum dot systems.

In the realm of theoretical/computational investigation, researchers in atomic and solidstate optics have developed numerous variations of the Maxwell-Bloch equations [38] to describe features such as ringing in pulse propagation [18, 55] or emission fluctuations [41]. Early solution strategies for these equations fell to continuum models $[63,55]$ that recover
effects arising from far-field interactions or describe near-field phenomena assuming spatial homogeneity [71]. More recently, mesh-based PDE solvers [79, 30, 9] added a large degree of fidelity to these models, though the finite size of the mesh means they still struggle to resolve short-range effects without unduly increasing the computational cost. Additionally, the nature of these meshes makes them prohibitively expensive to extend into higher dimensional geometries for optically-large systems. In this work we develop a computational framework to discover signatures of collective effects in stronglydriven quantum dots within a microscopic formalism. By constructing the Maxwell-Bloch equations with an integral kernel to describe radiation, we recover near- and far-electric fields with full fidelity across the simulation while allowing for dynamics at the level of individual quantum dots. Our methodology—based on successful models of other electromagnetic $[67,61,60]$ and acoustic $[28,29,36]$ systems-accommodates $10^{4}$ particles distributed over optically-large regions in three dimensions.

As we explicitly track the evolution of each quantum dot in the system, we will numerically demonstrate that the collective Rabi oscillation can induce significant coupling in sufficiently close quantum dots. This laser-induced inter-dot coupling manifests itself in different forms: (i) The polarization generated in isolated quantum dot pairs dynamically suppresses the Rabi rotation. We interpret this as the consequence of a time-dependent energy shift that brings the pair temporarily out of resonance with the external driving field. (ii) In addition to this screening, we observe oscillations in the free-induction decay for larger multiplets of quantum dots. (iii) Optical pulses of integer $\pi$ area, for which we expect no polarization in uncoupled systems following the pulse, produce patterns of residual localized polarization that remain in the system. (iv) The long-range interactions in optically-large systems produce wavelength-scale regions of enhanced and suppressed polarization. These effects could, for instance, help identify multiplets of dots that dynamically couple during Rabi oscillations, or help understand nonlinear pulse propagation effects in these media.


Figure 3.1: Bloch sphere representation of a two-level quantum system. Equation (3.1) describes the evolution of $|\psi\rangle$ on the surface of this sphere in response to an external electric field.

We structure the remainder of this chapter as follows: section 3.2 motivates the physical model of an ensemble of two-level systems that interact through a classical electric field. Section 3.3 presents the details of our methodology in the context of a global rotating-wave approximation and we offer an implementation of this algorithm at [34]. Section 3.4 contains the results of our investigation where we observe polarization features not present in noninteracting systems at both sub- and super-wavelength scales. Finally, section 3.5 contains concluding remarks where we hypothesize on the mechanisms underpinning the observed polarization features as well as comment on our future work in this area.

### 3.2 Problem Statement

Consider the evolution of a set of quantum dots in response to a time-varying electric field. If we concern ourselves only with electric dipole transitions in a resonant (or nearly-resonant) system, we may write the time-dependence of a given quantum dot's density matrix, $\hat{\rho}(t)$, as

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=\frac{-i}{\hbar}[\hat{\mathcal{H}}(t), \hat{\rho}]-\hat{\mathcal{D}}[\hat{\rho}] \tag{3.1}
\end{equation*}
$$

As we wish to investigate two-level systems, $\hat{\rho}(t)$ contains three unique unknowns ( $\rho_{00}$ and the real and imaginary parts of $\rho_{01}$ ) that describe point on the Bloch sphere (fig. 3.1), $\hat{\mathcal{H}}(t)$ represents a local Hamiltonian that governs the internal two-level structure of the
quantum dot, as well as its interaction with an external electromagnetic field, and $\hat{\mathcal{D}}$ provides dissipation terms that account for emission effects phenomenologically. Formally,

$$
\begin{align*}
& \hat{\mathcal{H}}(t) \equiv\left(\begin{array}{cc}
0 & \hbar \chi(t) \\
\hbar \chi^{*}(t) & \hbar \omega_{0}
\end{array}\right)  \tag{3.2a}\\
& \hat{\mathcal{D}}[\hat{\rho}] \equiv\left(\begin{array}{cc}
\left(\rho_{00}-1\right) / T_{1} & \rho_{01} / T_{2} \\
\rho_{10} / T_{2} & \rho_{11} / T_{1}
\end{array}\right) \tag{3.2b}
\end{align*}
$$

where $\chi(t) \equiv \mathbf{d} \cdot \hat{\mathbf{E}}(\mathbf{r}, t) / \hbar, \mathbf{d} \equiv\langle 1| e \hat{\mathbf{r}}|0\rangle$, and $|0\rangle \&|1\rangle$ represent the highest valence and lowest conduction states of the quantum dot under consideration. Finally, the $T_{1}$ and $T_{2}$ constants characterize average emission and relaxation times.

To account for the interactions between quantum dots, we turn to a semiclassical description of the system under the assumption of coherent fields and negligible quantum statistics effects. Such an approximation preserves the discrete two-level energy structure of individual quantum dots though electromagnetic quantities behave like their classical analogues. We define the total electric field at any point as $\mathbf{E}(\mathbf{r}, t)=\mathbf{E}_{L}(\mathbf{r}, t)+\mathscr{F}\{\mathbf{P}(\mathbf{r}, t)\}$ where $\mathbf{E}_{L}(\mathbf{r}, t)$ describes an incident laser field, $\mathbf{P}(\mathbf{r}, t)$ a polarization distribution arising from the off-diagonal elements (coherences) of $\hat{\rho}$, and

$$
\begin{equation*}
\mathfrak{F}\{\mathbf{P}(\mathbf{r}, t)\} \equiv \frac{-1}{4 \pi \epsilon} \int(\mathrm{I}-\overline{\mathbf{r}} \otimes \overline{\mathbf{r}}) \cdot \frac{\partial_{t}^{2} \mathbf{P}\left(\mathbf{r}^{\prime}, t_{R}\right)}{c^{2}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+(\mathrm{I}-3 \overline{\mathbf{r}} \otimes \overline{\mathbf{r}}) \cdot\left(\frac{\partial_{t} \mathbf{P}\left(\mathbf{r}^{\prime}, t_{R}\right)}{c\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}+\frac{\mathbf{P}\left(\mathbf{r}^{\prime}, t_{R}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{3.3}
\end{equation*}
$$

(see [53, section §72] or section D.2.1). Here, I denotes the identity dyad, $\overline{\mathbf{r}} \equiv\left(\mathbf{r}-\mathbf{r}^{\prime}\right) /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$, $\otimes$ represents the tensor product (i.e. $\left.(\mathbf{a} \otimes \mathbf{b})_{i j}=a_{i} b_{j}\right), t_{R} \equiv t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c$, and $\epsilon$ gives the dielectric constant of the inter-dot medium. Thus, in a system composed of multiple quantum dots, eq. (3.3) couples the evolution of each quantum dot by way of the offdiagonal matrix elements appearing in eq. (3.2a). Note that this approach does not require an instantaneous dipole-dipole Coulomb term between (charge-neutral) quantum dots; the interactions between structures occur only via the electric field which propagates through space with finite velocity. (See [22, sections $\mathrm{A}_{\mathrm{IV}}$ and $\mathrm{C}_{\mathrm{IV}}$ ] for in-depth discussions of this point.)

In the systems under consideration here, $\omega_{0}$ lies in the optical frequency band ( $\sim$ $1500 \mathrm{meV} / \hbar$ ). As such, naïvely integrating eq. (3.1) to resolve the Rabi dynamics that occur on the order of 1 ps becomes computationally infeasible. By introducing $\tilde{\rho}=\hat{U} \hat{\rho} \hat{U}^{\dagger}$ where $\hat{U}=\operatorname{diag}\left(1, e^{i \omega_{L} t}\right)$, we may instead write eq. (3.1) as

$$
\begin{equation*}
\frac{\mathrm{d} \tilde{\rho}}{\mathrm{~d} t}=\frac{-i}{\hbar}\left[\hat{U} \hat{\mathcal{H}} \hat{U}^{\dagger}-i \hbar \hat{V}, \tilde{\rho}\right]-\hat{\mathcal{D}}[\tilde{\rho}], \quad \hat{V} \equiv \hat{U} \frac{\mathrm{~d} \hat{U}^{\dagger}}{\mathrm{d} t} \tag{3.4}
\end{equation*}
$$

which will contain only terms proportional to $e^{i\left(\omega_{0} \pm \omega_{L}\right) t}$ if $\mathbf{E}(t) \sim \tilde{\mathbf{E}}(t) \cos \left(\omega_{L} t\right)$. Consequently, we ignore the high-frequency quantities under the assumption that such terms will integrate to zero in solving eq. (3.4) over appreciable timescales [4]. Because the system no longer contains any optical frequencies, one can then construct efficient numerical strategies for solving eq. (3.4).

Due to the quantum mechanical transitions at play in producing secondary radiation, we may assume similarly monochromatic radiated fields. As such, a similar transformation applies to the source distribution in eq. (3.3). Writing $\mathbf{P}(\mathbf{r}, t)=\tilde{\mathbf{P}}(\mathbf{r}, t) e^{i \omega_{L} t}$ and similarly ignoring high-frequency terms, the radiated field envelope becomes

$$
\begin{gather*}
\tilde{\mathscr{F}}\{\tilde{\mathbf{P}}(\mathbf{r}, t)\} \equiv \frac{-1}{4 \pi \epsilon} \int(\mathrm{I}-\overline{\mathbf{r}} \otimes \overline{\mathbf{r}}) \cdot \frac{\left(\partial_{t}^{2} \tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)+2 i \omega_{L} \partial_{t} \tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)-\omega_{L}^{2} \tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)\right) e^{-i \omega_{L}\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c}}{c^{2}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+ \\
(\mathrm{I}-3 \overline{\mathbf{r}} \otimes \overline{\mathbf{r}}) \cdot \frac{\left(\partial_{t} \tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)+i \omega_{L} \tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)\right) e^{-i \omega_{L}\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c}}{c\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}+(\mathrm{I}-3 \overline{\mathbf{r}} \otimes \overline{\mathbf{r}}) \cdot \frac{\tilde{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right) e^{-i \omega_{L}\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \mathrm{~d}^{3} \mathbf{r}^{\prime} . \tag{3.5}
\end{gather*}
$$

Critically, eq. (3.5) maintains the high-frequency phase relationship between sources oscillating at $\omega_{L}$ via the factors of $e^{-i \omega_{L}\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c}$ that appear.

### 3.3 Computational Approach

To solve eqs. (3.4) and (3.5) for each of $N_{s}$ quantum dots at $N_{t}$ equally-spaced timesteps, we begin with a suitable representation of $\tilde{\mathbf{P}}(\mathbf{r}, t)$ in terms of spatial and temporal basis functions, i.e.

$$
\begin{equation*}
\tilde{\mathbf{P}}(\mathbf{r}, t)=\sum_{\ell=0}^{N_{s}-1} \sum_{m=0}^{N_{t}-1} \tilde{\mathcal{A}}_{\ell}^{(m)} \mathbf{S}_{\ell}(\mathbf{r}) T(t-m \Delta t) \tag{3.6}
\end{equation*}
$$



Figure 3.2: Nonorthogonal and $C^{0}$-continuous temporal basis function $T(t / \Delta t)$ constructed from intervals of third-order Lagrange polynomials.

As the wavelength of any radiation in the system far exceeds the dimensions of the quantum dots under consideration, we take $\mathbf{S}_{\ell}(\mathbf{r}) \equiv \mathbf{d}_{\ell} \delta\left(\mathbf{r}-\mathbf{r}_{\ell}\right)$ where $\mathbf{d}_{\ell}$ and $\mathbf{r}_{\ell}$ denote the dipole moment and position of $\operatorname{dot} \ell$. Furthermore, we require the $T(t)$ to have finite support as well as causal and interpolatory properties so as to recover $\tilde{\mathbf{P}}, \partial_{t} \tilde{\mathbf{P}}$, and $\partial_{t}^{2} \tilde{\mathbf{P}}$ at every timestep. Accordingly, we have elected to use

$$
\begin{equation*}
T(t)=\sum_{j=0}^{p} \lambda_{j}(t) \tag{3.7}
\end{equation*}
$$

where

$$
\lambda_{j}(t)= \begin{cases}\frac{(1-\tau)_{j}}{j!} \frac{(1+\tau)_{p-j}}{(p-j)!} & j-1 \leqslant \tau<j  \tag{3.8}\\ 0 & \text { otherwise }\end{cases}
$$

$(a)_{k} \equiv \Gamma(a+k) / \Gamma(a)$ denotes the Pochhammer rising factorial, and $\tau \equiv t / \Delta t$. Such a $T(t)$ consists of shifted, backwards-looking Lagrange polynomials of order $p$ (we require $p \geqslant 3$ to recover a twice-differentiable function), forming a temporal basis set with functions similar to the one shown in fig. 3.2. These functions reliably interpolate smooth functions with controllable error and have a long history of use in studies of radiative systems [56, 14].

Combining eqs. (3.5) and (3.6) and projecting the resulting field onto the spatiotemporal basis functions produces a marching-on-in-time system of the form

$$
\begin{equation*}
\tilde{\mathcal{L}}^{(m)}+\sum_{k=0}^{m} \tilde{\mathcal{Z}}^{(k)} \tilde{\mathcal{A}}^{(m-k)}=\tilde{\mathcal{F}}^{(m)} \tag{3.9}
\end{equation*}
$$

In this (block $N_{s} \times N_{s}$ ) matrix equation

$$
\begin{align*}
\tilde{\mathcal{L}}_{\ell}^{(m)} & =\left\langle\mathbf{S}_{\ell}(\mathbf{r}), \tilde{\mathbf{E}}_{L}(\mathbf{r}, m \Delta t)\right\rangle  \tag{3.10a}\\
\tilde{\mathcal{Z}}_{\ell \ell^{\prime}}^{(k)} & =\left\langle\mathbf{S}_{\ell}(\mathbf{r}), \tilde{\tilde{F}}\left\{\mathbf{S}_{\ell^{\prime}}(\mathbf{r}) T(k \Delta t)\right\}\right\rangle  \tag{3.10b}\\
\tilde{\mathcal{F}}_{\ell}^{(m)} & =\left\langle\mathbf{S}_{\ell}(\mathbf{r}), \tilde{\mathbf{E}}(\mathbf{r}, m \Delta t)\right\rangle \tag{3.10c}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product of two functions. As we have elected to use a uniform $\Delta t$, the summation in eq. (3.9) represents a discrete convolution that will produce $\tilde{\mathcal{F}}^{(m)}$ given only $\tilde{\mathcal{A}}^{\left(m^{\prime} \leqslant m\right)}$. To link $\tilde{\mathcal{A}}^{(m)}$ with the density matrix in eq. (3.4), we take

$$
\begin{equation*}
\tilde{\mathcal{A}}_{\ell}^{(m)} \equiv \tilde{\rho}_{\ell, 01}(t=m \Delta t) \tag{3.11}
\end{equation*}
$$

as the off-diagonal matrix elements (coherences) of $\tilde{\rho}_{\ell}$ directly characterize the dipole radiating at $\mathbf{r}_{\ell}$ under the rotating-wave approximation. Consequently, determining $\tilde{\mathcal{A}}^{(m+1)}$ amounts to integrating eq. (3.4) from $t_{i}=m \Delta t$ to $t_{f}=(m+1) \Delta t$ for every quantum dot in the system. For this, we make use of the predictor/corrector scheme detailed in [33]. Defining $t_{m} \equiv m \Delta t$ and approximating $\tilde{\rho}(t)$ as a weighted sum of complex exponentials, the predictor/corrector scheme proceeds with an extrapolation predictor step,

$$
\begin{equation*}
\tilde{\rho}_{\ell}\left(t_{m+1}\right) \leftarrow \sum_{w=0}^{W-1} \boldsymbol{P}_{w}^{(0)} \tilde{\rho}_{\ell}\left(t_{m-w}\right)+\mathcal{P}_{w}^{(1)} \partial_{t} \tilde{\rho}_{\ell}\left(t_{m-w}\right) \tag{3.12}
\end{equation*}
$$

and iterated corrector steps ${ }^{1}$,

$$
\begin{equation*}
\tilde{\rho}_{\ell}\left(t_{m+1}\right) \leftarrow \sum_{w=-1}^{W-1} C_{w}^{(0)} \tilde{\rho}_{\ell}\left(t_{m-w}\right)+C_{w}^{(1)} \partial_{t} \tilde{\rho}_{\ell}\left(t_{m-w}\right) \tag{3.13}
\end{equation*}
$$

[^0]

Figure 3.3: Flowchart of one iteration of the coupled quantum/electromagnetic solution procedure.
$\left(C_{-1}^{(0)} \equiv 0\right.$ by construction) to advance the system by $\Delta t$. Such an integrator has significantly better convergence properties than Runge-Kutta integrators for equations of the type seen in eq. (3.4) and naturally accommodates basis functions within $c \Delta t$ of each other. (See appendix $B$ for an in-depth discussion of this point.)

Figure 3.3 illustrates these computational steps. In short,

1. At timestep $m$, use eqs. (3.11) and (3.12) to predict $\tilde{\mathcal{A}}^{(m+1)}$. This prediction depends only on the known history of the system and does not require the calculation of any electromagnetic interactions.
2. Use eq. (3.9) to calculate $\tilde{\mathcal{F}}^{(m+1)}$. Having extrapolated $\tilde{\mathcal{F}}^{(m+1)}$ in step $1, \tilde{\mathcal{F}}^{(m+1)}$ will contain information from quantum dots within $c \Delta t$ of each other.
3. Produce $\partial_{t} \tilde{\rho}\left(t_{m+1}\right)$ (and thus $\left.\partial_{t} \tilde{\mathcal{A}}^{(m+1)}\right)$ by evaluating eq. (3.4) with the $\tilde{\mathcal{F}}^{(m+1)}$ found in step 2.
4. Correct $\tilde{\mathcal{A}}^{(m+1)}$ with eq. (3.13) and $\partial_{t} \tilde{\mathcal{A}}^{(m+1)}$ found in step 3. Repeat steps 2 through 4 until $\tilde{\mathcal{A}}^{(m+1)}$ has sufficiently converged, then set $m \leftarrow m+1$.

| Quantity | Symbol | Value |
| :--- | :--- | :--- |
| Speed of light | $c$ | $300 \mu \mathrm{~m} \mathrm{ps}^{-1}$ |
| Transition frequency | $\omega_{0}$ | $1500 \mathrm{meV} / \hbar$ |
| Transition dipole moment | $\mathbf{d}$ | $10 e a_{0}$ (uniform) |
| Decoherence times | $T_{1}, T_{2}$ | 10 ps and 20 ps |
| Laser frequency | $\omega_{L}$ | $1500 \mathrm{meV} / \hbar$ |
| Laser wavevector | $\mathbf{k}_{L}$ | $\omega_{L} / c\left(\mathbf{k}_{L} \cdot \mathbf{d}=0\right)$ |
| Pulse width | $\sigma / \omega_{L}$ | 1 ps |
| Pulse area | - | $\pi$ |

Table 3.1: Simulation parameters (unless otherwise stated); $e$ and $a_{0}$ denote the elementary charge and Bohr radius. The decoherence times here, while shorter than those typical of optical resonance experiments, afford a shorter computational time but preserve dynamical emission phenomena.

### 3.4 Numerical Results

Here we detail the results of investigations into coupled quantum dot behavior with the model presented thus far. Our algorithm reliably handles tens of thousands of quantum dots and can simulate ten picoseconds of system dynamics in two days on a single processor. We perform simulations of systems of quantum dots randomly distributed throughout a simulation volume experiencing a laser pulse of the form

$$
\begin{equation*}
\tilde{\mathbf{E}}_{L}(\mathbf{r}, t)=\tilde{\mathbf{E}}_{0} e^{-\left(\mathbf{k}_{L} \cdot \mathbf{r}-\omega_{L} t\right)^{2} /\left(2 \sigma^{2}\right)} . \tag{3.14}
\end{equation*}
$$

Table 3.1 provides the physical system parameters unless otherwise stated.

### 3.4.1 Stability \& adjacency effects

Figure 3.5 details $\rho_{00}(t)$ for two-, and 1024-particle simulations shown against a solution of eq. (3.4) for a quantum dot evolving according to $\tilde{\mathbf{E}}_{L}(\mathbf{r}, t)$ alone. The system in fig. 3.5(a) contains two quantum dots with a separation of 6.3 nm perpendicular to their mutual d to ensure large contributions from the near-field term of eq. (3.5). The two quantum dots in this system follow the same trajectory and both excite far less than either would in response to the incident laser alone. These signatures indicate the effect arises as a dynamical frequency shift that brings adjacent quantum dots out of resonance with the


Figure 3.4: Comparison of $\rho_{00}(t)$ using both fixed (requiring 59959 timesteps) and rotating (requiring 160 timesteps) reference frames for two interacting quantum dots. Both frames produce similar trajectories, however the inset spy reveals the fixed frame contains a minute oscilliatory term that the rotating frame does not.
applied electric field. We note that this suppression effect occurred to varying degrees for all near-field arrangements of two quantum dots that we investigated. In fig. 3.5(b), the system contains the same two-dot arrangement as in (a), however we have added an additional 1024 quantum dots randomly distributed throughout a $6.4 \times 10^{-2} \mu \mathrm{~m}^{3}$ cube centered around the original pair. Most of these additional quantum dot populations deviate little from those produced by the laser-only pulse due to the large separation between particles. Nevertheless, as we have filled the cube randomly, some regions of the system contain localized clusters of quantum dots that produce the suppression effect detailed above (for two adjacent particles) or populations with higher frequency oscillations (in the case of clusters with three or more quantum dots). Specifically, the two "original" quantum dots acquire an out-of-phase oscillation with respect to each other as well as a lower frequency in-phase oscillation of the pair about a decaying envelope.

Figure 3.6 further illustrates the near-field coupling between quantum dots. Here, 1024 quantum dots randomly fill an $8 \times 10^{-3} \mu \mathrm{~m}^{3}$ cube and the same 1 ps Gaussian $\pi$-pulse


Figure 3.5: Population dynamics of adjacent quantum dots (top, shown with the trajectory of a quantum dot driven exclusively by the external laser in black) and a 1024-particle neighborhood (dots (1) and (2) maintain their separation and orientation between simulations). The interaction between particles gives a greatly diminished response to the external pulse through a dynamical detuning of the two-dot system. The majority of the neighboring particles in the 1024-dot system follow trajectories nearly identical to that prescribed by the laser (omitted for clarity); many-dot effects, however, produce significant oscillatory modes in the evolution of selected quantum dots (shown in gray). Note that $\rho_{00}^{(1)}$ and $\rho_{00}^{(2)}$ appear to have two coherent modes in the presence of multiple dots: a high-frequency oscillation between the pair, as well as a low-frequency oscillation of the group about a decaying envelope.


Figure 3.6: Spatial distribution of $\left|\tilde{\rho}_{01}\right|$ for 1024 quantum dots as an indicator of polarization. Recorded at $t=2 \mathrm{ps}$ relative to the peak of a 1 ps -wide $\pi$-pulse, the color and size of each sphere indicates the location of each quantum dot and its polarization. Following a $\pi$-pulse, a single quantum dot would have no remnant polarization; here, due to the near-field interactions between particles, clusters of quantum dots remain in highly-polarized states depending on their separation.


Figure 3.7: Inverse participation ratio (IPR) for the system shown in fig. 3.6. The dashed line indicates the sample time for fig. 3.6.
illuminates the system. Without any inter-dot interactions, such a pulse would perfectly transition every quantum dot from $|0\rangle$ to $|1\rangle$, leaving behind no polarization after the pulse has passed. As the system in fig. 3.6 has experienced most of the pulse, the majority of the quantum dots behave this way. A number of particles remain polarized well after the pulse has passed through the system, however, due to their apparent proximity.

### 3.4.2 Polarization enhancement

Borrowing from standard measures of localization (in which one calculates integrals of $\mathbf{E}$ over the simulation volume), we have adapted the inverse participation ratio (IPR) of the dot polarization as

$$
\begin{equation*}
\operatorname{IPR}(t)=\frac{\sum_{\ell}\left|\tilde{\mathbf{p}}_{\ell}(t)\right|^{4}}{\left(\sum_{\ell}\left|\tilde{\mathbf{p}}_{\ell}(t)\right|^{2}\right)^{2}} \tag{3.15}
\end{equation*}
$$

to provide a quantitative description of these phenomena [66]. Figure 3.7 shows this quantity for the system in fig. 3.6. The maximum IPR occurs some time after the pulse has passed through the system, indicating strongly-coupled quantum dots retain their polarization longer than their neighbors. Moreover, this dynamical localization effect features oscillations which suggests many-dot effects contribute to the dynamics within a narrow spectral region.

Figure 3.8 depicts the evolution of $\left|\rho_{01}(\mathbf{r})\right|$ as an indicator of $\tilde{\mathbf{P}}$ for a cylinder containing 10000 quantum dots. The cylinder has a radius of $0.2 \mu \mathrm{~m}$ and a length of $4 \mu \mathrm{~m}$, and the incident $\mathbf{k}_{L}$ lies along the cylindrical axis (again perpendicular to $\mathbf{d}$ so as to maximize the long-distance interaction between quantum dots). This simulation captures the suppression effects of figs. 3.5 and 3.6 as a small number of quantum dots remain in an unexcited state while the cylinder polarizes around them. Additionally, due to the length of the cylinder, larger regions of enhanced polarization begin to appear as the system polarizes-an effect we did not observe in sub-wavelength structures. We liken these nodes to standing waves in a cavity that arise from the far-field interaction term of eq. (3.5). As the pulse varies little


Figure 3.8: Coloration of $\left|\tilde{\rho}_{01}\right|$ as an indicator of $|\tilde{\mathbf{P}}|$ at $t_{1}=-0.05 \mathrm{ps}, t_{2}=0 \mathrm{ps}, t_{3}=0.05 \mathrm{ps}$, and $t_{4}=0.10 \mathrm{ps}$ relative to the peak of a 1 ps -wide pulse. 10000 quantum dots randomly distributed throughout a $0.2 \mu \mathrm{~m}$ (radius) $\times 4 \mu \mathrm{~m}$ cylinder oriented along $\mathbf{k}_{L}$ demonstrate near-field the effects of fig. 3.5 as distinct, outlying bright/dark quantum dots. Additionally, the size of the system allows for wavelength-scale phenomena that appear here as five standing regions of enhanced polarization. (Note that we model quantum dots as point objects; the size of the spheres here has no physical interpretation.)
over the length of the cylinder, identical simulations run without interactions (i.e. $\mathcal{Z}=0$ everywhere) produce homogeneous polarization distributions. Reducing the simulation to a planar geometry (fig. 3.9) preserves both the short-range (dark, adjacent quantum dots) and long-range (regions of enhanced/diminished polarization) phenomena observed in fig. 3.8. We note these geometries produce a much weaker effect than their fully three dimensional counterparts, though larger simulations with greater far-field contributions or quantum dots engineered to have a larger dipole moment may produce more measurable effects.



Figure 3.9: Coloration of $\left|\tilde{\rho}_{01}\right|$ for 10000 quantum dots arranged in a finite planar geometry (in units of $\lambda$ ). The slab displays a prominent polarization pattern 1.25 ps after the peak of a 1 ps pulse.

### 3.4.3 Inhomogeneous broadening

Thus far we have investigated only homogeneous systems (i.e. an identical $\omega_{0}$ for every quantum dot in the system). To probe the effects of interaction-independent inhomogeneities (possibly occurring due to some experimental variation in quantum dot sizes), fig. 3.10 presents four simulations with normally-distributed transition frequencies characterized by a width parameter. In simulations with mild detuning, we observe a distribution pattern characteristic of the enhancement phenomenon seen in fig. 3.8. More variation in the detuning distribution, however, quickly serves to destroy these phenomena, leaving only "pulse-driven" effects. At present, inhomogeneous broadening in quantum dots typically exceeds the values used in fig. 3.10. Impurity-bound excitons have greatly diminished inhomogeneous effects and thus could offer an avenue to observe these phenomena [74].

### 3.5 Conclusions \& future work

Here we developed a robust, fine-grained algorithm to solve for the dynamics of an ensemble of quantum dots that couple in response to external light fields. By making use of


Figure 3.10: $z$-distribution of polarization $\left|\tilde{\rho}_{01}\right|$ for the geometry in fig. 3.8. In each simulation, 10000 quantum dots had random Gaussian noise (with width parameters of $0.0 \mathrm{meV}, 0.2 \mathrm{meV}, 0.4 \mathrm{meV}$ and 0.6 meV ) added to a resonant $\hbar \omega_{0}=1500 \mathrm{meV}$. The induced long-range patterns in the polarization remain for mild detunings $\lesssim 0.5 \mathrm{meV}$ but have completely washed out at 0.6 meV . Additionally, each simulation displayed the characteristic near-field coupling effects of fig. 3.5 (not visible here).
an integral equation kernel to propagate radiated fields, our model facilitates simulations of thousands of quantum dots in three dimensions with accurate bookkeeping of both near and far radiation fields. Our simulations predict a suppression effect between adjacent quantum dots that screens out the incident laser pulse and we interpret this effect as a dynamical detuning that shifts the effective $\omega_{0}$ of the affected quantum dots. Moreover, we observe additional oscillatory behavior and localization effects in larger clusters of particles. These effects could prove useful in optically identifying quantum dot "molecules" in an extended sample by detecting residual localized polarization following integral $\pi$ pulse(s)-we expect that an experimental $\pi$-pulse calibrated to a single quantum dot with a scanning-type polarization measurement [7] would reveal signatures of these effects in dense samples. Finally, in larger systems of densely-packed quantum dots, we see significant localization/enhanced polarization over length scales comparable to that of the
incident wavelength. These effects persist in simulations with other extended geometries and in simulations with inhomogeneously-broadened transition frequencies, though the effects quickly disappear with only a few meV detuning.

Semi-classical approaches can describe some superradiant effects within a continuum formulation [38, 15, 16]. First predicted in 2005 [72] and observed in 2007 [65], superradiant effects in quantum dot ensembles have since spurred theoretical analyses into cooperative radiation mechanisms [73,20]. While our semiclassical approach accounts for collective effects due to the secondary field emission from quantum dots, we do so in the Hamiltonian term on the right hand side of eq. (3.1) and not in the $\hat{\mathcal{D}}[\hat{\rho}]$ dissipator. In future work, we plan to extend our microscopic approach to include collective dissipation effects so as to better model superradiant phenomena. We expect that our approach-when extended to systems containing a larger number of quantum dots-will aid in investigating the role of many-dot interactions in systems such as nanolasers [46] that exploit these phenomena. Unfortunately, the naïve $O\left(N_{s}^{2}\right)$ interaction calculation presented here hampers attempts to extend these calculations to systems more than $\sim 10^{4}$ spatial unknowns. Our ongoing research includes the development of accelerated computational techniques that exploit the structure of $\mathcal{Z}$ to reduce the big- $O$ complexity of eq. (3.9). Additionally, the technique presented here readily extends to model atomic, molecular, and semiconductor systems with richer structure (e.g. systems with energy degeneracies or biexcitonic transitions).

## CHAPTER 4

# AN FFT-ACCELERATED SOLUTION METHODOLOGY FOR RADIATIVE MAXWELL-BLOCH SYSTEMS 

> "Curiouser and curiouser!"

-The Cheshire Cat, Alice in Wonderland

### 4.1 Abstract

Th e Maxwell-Bloch algorithm of chapter 3 scales poorly for large numbers of quantum dots due to an implicit $O\left(n^{2}\right)$ spatial complexity in the propagation calculation (eqs. (3.9) and (3.10)). As many physical systems have the same mathematical structure, numerous techniques exist to reduce the poor scaling of these convolutions with fully controllable error. This chapter will explain this bottleneck, several acceleration schemes that one might use to alleviate it, and, why we feel one particular variety of accelerator works best. Additionally, I will detail the mathematics of such an acceleration technique, offer a reference implementation online, and give physical results found through simulating extended systems.

### 4.2 Introduction

The naïve $O\left(n^{2}\right)$ complexity of matrix-vector products in integral equation systems stands as the singular bottleneck to large-scale simulations of related phenomena. Since the 1990s, so-called "fast" solvers have played a critical role in alleviating this bottleneck; by exploiting properties of the underlying physical system (such as smoothness and translational invariance) these methods achieve space and time complexities of $O(n \log n)$ or even $O(n)$ with fully-controllable error ${ }^{1}$.

[^1]Kernel-type solvers [37, 27] exploit the physical similarity of sources at large distances to develop a series representation of the Green's function in terms of source and observation regions independently. Specifically, these techniques lump adjacent sources together so as to transmit their effects in aggregate across large distances (a process not dissimilar to how a telephone network or the Internet works). These methods scale very well for surface discretizations as they intelligently partition the simulation space into a hierarchy of boxes and only compute interactions between regions containing sources. Unfortunately, as these methods rely on the underlying mathematical structure of the kernel to produce a suitable series representation, they have limited utility in systems with nonstandard (specifically rotating-frame) kernels.

In contrast, source-type solvers $[12,84,49]$ apply effective transformations to the source distribution (leaving the actual interaction kernel unchanged) with the intention of producing a nearly-equivalent system with exploitable low-rank properties. The Adaptive Integral Method (AIM), which we extend here, represents a kernel matrix as a sum of nearfield and farfield contributions, each constructed from a different set of basis functions. For all basis functions within a prescribed distance of each other, we compute their interactions directly, thus the nearfield matrix becomes increasingly sparse in the limit of a large number of sources. The farfield contribution arises as the interaction between a reduced number of auxiliary basis functions (commonly taken as $\delta$-functions) on a regular Cartesian grid. Each source function maps to a finite number of overlapping auxiliary functions-thus the mapping matrices have a sparse signature and compress the distant portions of the interaction matrix -and the translationally-invariant structure imposed by the Cartesian grid allows for an efficient matrix diagonalization by way of a (multidimensional) fast Fourier transform (FFT). Because AIM does not rely on the specific mathematical form of the interaction kernel (a so-called "algebraic acceleration"), it works equally well for rotating and fixed-frame problems.

### 4.3 Problem statement

We wish to calculate the field radiated from a distribution of time-dependent sources under the action of an arbitrary (linear) differential operator, $\mathfrak{F}\{\cdot\}$. These fields exist throughout space and time alongside/in response to an incident field, $\mathrm{E}_{\mathrm{inc}}$. Formally, we may write the total field everywhere as

$$
\begin{align*}
\mathbf{E}(\mathbf{r}, t) & =\mathbf{E}_{\mathrm{inc}}(\mathbf{r}, t)+\mathfrak{F}\left\{\iint g\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \mathbf{P}\left(\mathbf{r}^{\prime}, t^{\prime}\right) \mathrm{d}^{1} t^{\prime} \mathrm{d}^{3} \mathbf{r}^{\prime}\right\}  \tag{4.1}\\
& \equiv \mathbf{E}_{\mathrm{inc}}(\mathbf{r}, t)+\mathfrak{F}\{g(\mathbf{r}, t) * \mathbf{P}(\mathbf{r}, t)\}
\end{align*}
$$

where $g(\mathbf{r}, t)$ denotes a propagation potential (most commonly the retarded potential, $g(\mathbf{r}, t)=\delta(t-|\mathbf{r}| / c) /|\mathbf{r}|)$. To numerically evaluate eq. (4.1), we discretize $\mathbf{P}(\mathbf{r}, t)$ with separable space/time basis functions such that

$$
\begin{equation*}
\mathbf{P}(\mathbf{r}, t) \approx \sum_{\ell=0}^{N_{s}-1} \sum_{m=0}^{N_{t}-1} \mathcal{A}_{\ell}^{(m)} \mathbf{s}_{\ell}(\mathbf{r}) T(t-m \Delta t) \tag{4.2}
\end{equation*}
$$

where $\Delta t$ denotes a fixed time interval chosen to accurately sample the dynamics of the physical quantities involved. Furthermore, we require both $\mathbf{s}_{\ell}(\mathbf{r})$ and $T(t)$ to have finite support and that $T(t)$ obey (discrete) causality (i.e. $T(t)=0$ if $\left.t \notin\left[-\Delta t, T_{\max }\right]\right)$. Here, we consider $\delta$-functions and shifted Lagrange polynomials for the $\mathbf{s}_{\ell}(\mathbf{r})$ and $T(t)$, respectively, though this analysis readily extends to accommodate any similar set of functions.

Substituting eq. (4.2) into eq. (4.1) and projecting the resulting field onto the same set of $\mathbf{s}_{\ell}(\mathbf{r})$ produces an $\left(N_{s} \times N_{s}\right)$-block matrix equation of the form

$$
\begin{equation*}
\mathcal{E}^{(m)}=\mathcal{E}_{\mathrm{inc}}^{(m)}+\sum_{m^{\prime}=0}^{m} \mathcal{F}^{\left(m-m^{\prime}\right)} \cdot \mathcal{A}^{\left(m^{\prime}\right)} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{E}_{\ell}^{(m)} & =\left\langle\mathbf{s}_{\ell}(\mathbf{r}), \mathbf{E}(\mathbf{r}, m \Delta t)\right\rangle  \tag{4.4a}\\
\mathcal{E}_{\mathrm{inc}, \ell}^{(m)} & =\left\langle\mathbf{s}_{\ell}(\mathbf{r}), \mathbf{E}_{\mathrm{inc}}(\mathbf{r}, m \Delta t)\right\rangle  \tag{4.4b}\\
\mathcal{F}_{\ell \ell^{\prime}}^{(k)} & =\left\langle\mathbf{s}_{\ell}(\mathbf{r}), \mathscr{F}\left\{g(\mathbf{r}, t) * \mathbf{s}_{\ell^{\prime}}(\mathbf{r}) T(k \Delta t)\right\}\right\rangle . \tag{4.4c}
\end{align*}
$$



Figure 4.1: the interaction matrix for $g(\mathbf{r}, t)=|\mathbf{r}|^{-1}$ between points randomly distributed throughout a unit cube appears to have very little structure (left). while we cannot fully order the points in three dimensions, we can permute the matrix so as to give points within the same neighborhood adjacent indices. points ordered thusly produce a diagonally-dominant interaction matrix with a hierarchical Toeplitz substructure (right). such structures indicate portions of the matrix have very accurate low-rank approximations that offer the possibility of significant compression.

From this, it immediately becomes apparent that eq. (4.4c) bottlenecks the field calculation due to the $O\left(N_{s}^{2}\right)$ complexity of the inner product.

### 4.4 Computational approach

To effect a sub-quadratic calculation of eq. (4.3), we approximate $\mathcal{F}^{(k)}$ as a sum of near- and far-field contributions. The near-field matrix elements follow directly from eq. (4.4c) -sources within a prescribed distance threshold interact "directly" so as to avoid incurring unreasonable approximation error between adjacent basis functions. Sources beyond this threshold, however, interact via auxiliary spatial basis functions taken to reside at the vertices of a regular Cartesian grid. These auxiliary sources recover $\mathfrak{F}\{g(\mathbf{r}, t) * \mathbf{P}(\mathbf{r}, t)\}$ at large distances and have two computational advantages: (i) they compress the interaction matrix by representing sources within the same spatial region in terms of the same auxiliary set (fig. 4.2) and (ii) they impose a Toeplitz structure on the resulting interaction matrix that lends itself to efficient diagonalization through application of an FFT. One iteration of


Figure 4.2: Illustration of the grid structure and related terminology. All of the sources within a box (shown as the central shaded square) map to the same set of expansion points (shown as open circles) indexed relative to $\mathbf{r}_{\text {box }}$.
our algorithm, then, proceeds as follows:

1. At timestep $m$ project each of the $\mathbf{s}_{\ell}(\mathbf{r}) \mathcal{A}_{\ell}^{(m)}$ onto the auxiliary sources. Aside from discretization/sampling criteria, the operators in eq. (4.1) do not affect these projections, thus the distribution of auxiliary sources, $\mathbf{P}_{\mathrm{aux}}(\mathbf{r}, t)$, mimics the distribution of $\mathbf{P}(\mathbf{r}, t)$ at large distances.
2. Effect the convolution in eq. (4.1) between auxiliary sources. Having imposed a regular structure on $\mathbf{P}_{\mathrm{aux}}(\mathbf{r}, t)$, we may efficiently diagonalize the matrix representing this (discrete) convolution with (up to four-dimensional) blocked FFTs. Note that the algorithm thus far has essentially evaluated the potential, $g(\mathbf{r}, t) * \mathbf{P}(\mathbf{r}, t)$, at $t=m \Delta t$ at every point $\mathbf{u}$ in the grid.
3. Recover the total field under the action of $\mathfrak{F}$ by projecting the potential on each $\mathbf{u}$
back onto the $\mathbf{s}_{\ell}(\mathbf{r})$. These projections make use of specialized projection matrices that depend on the particular derivatives contained inside $\mathfrak{F}$.
4. Subtract the fields determined by steps 1-3 for pairs of spatial basis functions within a prescribed distance threshold and replace it with eq. (4.4c). The auxiliary grid approximations only remain accurate at large distances, thus this step corrects large approximation errors that occur between adjacent $\mathbf{s}_{\ell}(\mathbf{r})$.

Mathematically,

$$
\begin{align*}
\mathcal{F}^{\left(m-m^{\prime}\right)} & \approx \mathcal{F}_{\text {direct }}^{\left(m-m^{\prime}\right)}+\Lambda_{\widetilde{F}}\left(\begin{array}{c}
\partial_{t}^{0} \mathcal{G}^{\left(m-m^{\prime}\right)} \\
\partial_{t}^{1} \mathcal{G}^{\left(m-m^{\prime}\right)} \\
\partial_{t}^{2} \mathcal{G}^{\left(m-m^{\prime}\right)} \\
\vdots
\end{array}\right) \Lambda^{+}  \tag{4.5}\\
& \equiv \mathcal{F}_{\text {direct }}^{\left(m-m^{\prime}\right)}+\mathcal{F}_{\mathrm{FFT}}^{\left(m-m^{\prime}\right)}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{F}_{\text {direct, } \ell \ell^{\prime}}^{\left(m-m^{\prime}\right)} & = \begin{cases}\mathcal{F}_{\ell \ell^{\prime}}^{\left(m-m^{\prime}\right)}-\mathcal{F}_{\mathrm{FFT}, \ell \ell}^{\left(m-m^{\prime}, \tau\right)} & R_{\ell \ell^{\prime}} \leqslant \gamma \\
0 & \text { otherwise }\end{cases}  \tag{4.6a}\\
\mathcal{G}_{a b}^{\left(m-m^{\prime}\right)} & =\left\langle\mathbf{u}_{a}(\mathbf{r}) \delta\left(t-\left(m-m^{\prime}\right) \Delta t\right), g(\mathbf{r}, t) * \mathbf{u}_{b}(\mathbf{r}) T(t)\right\rangle \tag{4.6b}
\end{align*}
$$

The $\Lambda$ matrices in eq. (4.5) denote the (sparse) projections to and from the grid (detailed in section 4.4.1), and $\mathbf{u}_{a}(\mathbf{r})$ indicates an auxiliary basis function on the spatial grid indexed by $a$. Finally, $\tau_{\max }$ and $\gamma$ serve as adjustable input parameters to control the accuracy of the simulation and $R_{\ell \ell^{\prime}}$ gives the minimum distance (in integral units of the grid spacing) between the expansion regions enclosing $\mathbf{s}_{\ell}(\mathbf{r})$ and $\mathbf{s}_{\ell^{\prime}}(\mathbf{r})$ (fig. 4.3) via

$$
\begin{equation*}
R_{\ell \ell^{\prime}}^{\text {grid }}=\min \left\{\left\|\mathbf{u}-\mathbf{u}^{\prime}\right\|_{\infty} \mid \mathbf{u} \in C_{\ell}, \mathbf{u}^{\prime} \in C_{\ell^{\prime}}\right\} . \tag{4.7}
\end{equation*}
$$



Figure 4.3: Illustration of the nearfield criterion for a third order expansion $(\gamma=2)$. The dashed line indicates the complete nearfield of the box associated with $r_{0}$-i.e. all boxes that have an expansion point within $\Delta s$ of the expansion around $r_{0}$. Consequently, all of the $\mathbf{s}_{\ell}(\mathbf{r})$ within the central dark blue square have a pairwise interaction with the $\mathbf{s}_{\ell^{\prime}}(\mathbf{r})$ inside the dashed box.


Figure 4.4: Illustration of nearfield corrections between close boxes. Expansions $A$ and $B$ overlap, but only box $B$ lies in the nearfield of box $C$. The grid-based propagation strategy only remains accurate for distant source/observer pairs. To avoid incurring undue error, we remove the interaction "through the grid" between the BC pair (red line) and replace it with a more accurate "direct" interaction (dashed blue line). The $A C$ pair requires no such treatment as they have well-separated expansion regions.

### 4.4.1 Expansion matrices

We represent the primary $\mathbf{s}_{\ell}(\mathbf{r})$ basis functions as a weighted sum of $\delta$-functions on the surrounding gridpoints, thus $\mathbf{u}_{a}(\mathbf{r}) \propto \delta\left(\mathbf{r}-\mathbf{r}_{a}\right)$ and

$$
\begin{equation*}
\psi_{\ell}(\mathbf{r}) \approx \sum_{\mathbf{u} \in C_{\ell}} \Lambda_{\ell \mathbf{u}}^{+} \delta(\mathbf{r}-\mathbf{u}) \tag{4.8}
\end{equation*}
$$

Here, $\psi_{\ell}(\mathbf{r}) \in\left\{\mathbf{s}_{\ell}(\mathbf{r}) \cdot \hat{\mathbf{x}}, \mathbf{s}_{\ell}(\mathbf{r}) \cdot \hat{\mathbf{y}}, \mathbf{s}_{\ell}(\mathbf{r}) \cdot \hat{\mathbf{z}}\right\}$ and $C_{\ell}$ denotes the collection of grid points within the expansion region of $\mathbf{s}_{\ell}(\mathbf{r})$ (fig. 4.2). For an expansion of order ${ }^{2} m$, this sum contains $(m+1)^{3}$ terms corresponding to the $(m+1)^{3}$ grid points nearest to $\mathbf{s}_{\ell}(\mathbf{r})$ (fig. 4.5). Consequently, the $\Lambda_{\ell \mathbf{u}}^{\dagger}$ matrices contain few nonzero elements and we have elected to use a moment-matching scheme to capture the $(m+1)^{3}$ multipole moments of $\mathbf{s}_{\ell}(\mathbf{r})$ according to

$$
\begin{equation*}
\int\left(x-x_{0}\right)^{m_{x}}\left(y-y_{0}\right)^{m_{y}}\left(z-z_{0}\right)^{m_{z}}\left[\psi \ell(\mathbf{r})-\sum_{\mathbf{u} \in \mathcal{c}_{\ell}} \Lambda_{\ell \mathbf{u}}^{+} \delta(\mathbf{r}-\mathbf{u})\right] \mathrm{d}^{3} \mathbf{r}=0 \tag{4.9}
\end{equation*}
$$

In this expression, $0 \leqslant m_{x}, m_{y}, m_{z} \leqslant m$ and $\mathbf{r}_{0} \equiv x_{0} \hat{\mathbf{x}}+y_{0} \hat{\mathbf{y}}+z_{0} \hat{\mathbf{z}}$ denotes the origin about which we compute the multipoles. To determine the $\Lambda_{\ell \mathbf{u}^{\prime}}^{\dagger}$ we then solve the least-squares
${ }^{2}$ In principle, one could expand to different orders in different Cartesian directions, though this involves considerably more bookkeeping for relatively little benefit. Thus, for convenience, we take "the expansion order" to mean the expansion order in every direction.


Figure 4.5: Spatial expansion pattern for $\mathbf{s}_{\ell}(\mathbf{r})=\hat{\mathbf{d}}_{\ell} \delta\left(\mathbf{r}-\mathbf{r}_{\ell}\right)$ through order five. The numbers on the grid indicate the points added in the equivalent order expansion such that an expansion of order $m$ requires $(m+1)^{3}$ grid points. Moreover, increasing the expansion order incorporates new points in such a way as to keep $\mathbf{s}_{\ell}(\mathbf{r})$ as close to the center of the expansion region as possible.
system

$$
\begin{equation*}
\sum_{\mathbf{u} \in C_{\ell}} W_{\mathbf{m} \mathbf{u}} \Lambda_{\ell \mathbf{u}}^{\dagger}=Q_{\ell \mathbf{m}} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{align*}
W_{\mathbf{m u}} & =\left(u_{x}-x_{0}\right)^{m_{x}}\left(u_{y}-y_{0}\right)^{m_{y}}\left(u_{z}-z_{0}\right)^{m_{z}}  \tag{4.11a}\\
Q_{\ell \mathbf{m}} & =\int \psi_{\ell}(\mathbf{r})\left(x-x_{0}\right)^{m_{x}}\left(y-y_{0}\right)^{m_{y}}\left(z-z_{0}\right)^{m_{z}} \mathrm{~d}^{3} \mathbf{r} \tag{4.11b}
\end{align*}
$$

$\mathbf{u} \in C_{\ell}$, and $\mathbf{m}$ denotes the multi-index $\mathbf{m}=\left\{m_{x}, m_{y}, m_{z}\right\}$. With an infinite precision calculation, the choice of $\mathbf{r}_{0}=x_{0} \hat{\mathbf{x}}+y_{0} \hat{\mathbf{y}}+z_{0} \hat{\mathbf{z}}$ merely defines an origin for the polynomial expansion system. To minimize numerical issues, we choose $\mathbf{r}_{0}$ at the center of $\mathbf{s}_{\ell}(\mathbf{r})$.

As $\Lambda^{\dagger}$ arises purely as a function of space with no time component, differentiating eq. (4.9) with respect to $x, y$, or $z$ can also recover spatial derivatives occurring in $\mathfrak{F}$. We interpret this as as differentiating the underlying polynomial that interpolates the potential between gridpoints at the location of $\mathbf{s}_{\ell}(\mathbf{r})$, thus the differentiation procedure removes the high-order moments in eq. (4.11b).

### 4.4.2 Complexity

We have largely designed this acceleration algorithm to accommodate time-domain propagators within a rotating-wave/envelope-tracking framework. Such systems notably have decoupled length and time scales; downshifting a narrow-band signal to baseband (in time) affords very efficient temporal discretizations due to an assumed carrier signal. No such trick works for the spatial properties, however, due to the space/time coupling in $g(\mathbf{r}, t)$ and need to preserve interference phenomena throughout space ${ }^{3}$. As such, $g(\mathbf{r}, t)$ can impose a high spatial frequency on fields radiating from artificially low-frequency sources. Consequently, the both the primary and auxiliary spatial basis functions require a discretization on the order of this spatial frequency to accurately sample fields. The calculation of eq. (4.5), then, remains the dominant factor in the complexity of our algorithm, though it performs significantly better than a pairwise interaction between all of the $\mathbf{s}_{\ell}(\mathbf{r})$. Projecting sources to / from the auxiliary grid (i.e. right-multiplying by $\Lambda_{\mathfrak{F}}$ or $\Lambda^{\dagger}$ ) necessarily require $\mathcal{O}\left(N_{s}\right)$ operations per timestep as each $\mathbf{s}_{\ell}(\mathbf{r})$ maps to a fixed number $\mathbf{u}_{a}(\mathbf{r})$ auxiliary functions, independent of $N_{S}$. Similarly, for uniformly-dense volume-filling geometries, a volume proportional to $\gamma^{3}$ contains a fixed number of $\mathbf{s}_{\ell}(\mathbf{r})$ independent of $N_{s}$, ergo the calculation of $\mathcal{F}_{\text {direct }}^{\left(m-m^{\prime}\right)} \mathcal{A}^{\left(m^{\prime}\right)}$ also requires $\mathcal{O}\left(N_{s}\right)$ operations. Thus, the potential evaluation between auxiliary functions-multiplying by $\mathcal{G}^{\left(m-m^{\prime}\right)}$ and its derivatives-dominates the overall complexity of the calculation. By storing a diagonal, $\mathbf{k}$-space representation of these matrices (requiring storage proportional only to the number of grid points, $N_{\text {grid }}$, not its square), each timestep in the algorithm requires an $O\left(N_{\text {grid }} \log N_{\text {grid }}\right)$ forward FFT to equivalently transform the auxiliary source distribution, an $O\left(N_{\text {grid }}\right)$ elementwise product to effect the "convolution", and a backward $O\left(N_{\text {grid }} \log N_{\text {grid }}\right)$ to restore the potential in r(not k-) space. Similar Toeplitz diagonalization strategies also work in time (see [84, section D]) though this provides almost no benefit in rotating-frame systems due to the relatively

[^2]small number of timesteps required for radiation to traverse the system.
Additionally, we note that transferring the spatial derivatives in $\mathfrak{F}$ onto the "receiving" projection matrices, $\Lambda_{\mathfrak{F}}$, results in a modest acceleration for tensorial propagators such as that of the electric, magnetic, or combined field integral equations,
\[

$$
\begin{equation*}
\mathfrak{F}=\partial_{t}^{2}-c^{2} \nabla \nabla \cdot . \tag{4.12}
\end{equation*}
$$

\]

Instead of projecting both $\mathbf{s}_{\ell}(\mathbf{r})$ and $\nabla \cdot \mathbf{s}_{\ell}(\mathbf{r})$ onto the auxiliary grid and propagating them with the relatively expensive $\mathcal{G}$ multiplication, we reconstruct all spatially-varying quantities from the potential sampled on the auxiliary grid. (A similar method reconstructs time derivatives from the history of potential samples on the auxiliary grid, though this requires a discrete convolution with several weighted $\Lambda_{\mathfrak{F}}$ matrices.) Moreover, this decomposition maintains the strong form of the integral relation in eq. (4.1) and makes no assumptions of differentiability in the underlying $\mathbf{s}_{\ell}(\mathbf{r})$ discretization.

### 4.5 Results

### 4.5.1 Convergence

Consider two point particles located at $x_{\mathrm{src}}$ and $x_{\mathrm{obs}}$. A time-independent Green's function, $g\left(x_{\text {obs }}-x_{\text {src }}\right)$, describes the interaction between the two particles and we wish to construct a polynomial approximation of $g\left(x-x_{\mathrm{src}}\right)$ for $x$ in the vicinity of $x_{\mathrm{obs}}$ as in fig. 4.6.

To construct an interpolation polynomial over the expansion region of order $M$, we define a polynomial coordinate $x_{p}$ in units of $h$ such that $x_{p}^{\min } \leqslant x_{p} \leqslant x_{p}^{\min }+M$ where $x_{p}^{\min } \equiv-\lfloor M / 2\rfloor$. Consequently, the expansion points about $x_{\text {obs }}$ correspond to $x_{p} \in\{-\lfloor M / 2\rfloor,-\lfloor M / 2\rfloor+1,-\lfloor M / 2\rfloor+2, \ldots\}$ with the $0^{\text {th }}$ order expansion point, $x_{0}$, equivalent to $x_{p}=0$. Such a coordinate system defines the Vandermonde linear equation


Figure 4.6: Polynomial interpolation of $g\left(x-x_{\text {src }}\right)$ near $x_{\text {obs }}$. Here, the green curve represents the actual $g\left(x-x_{\text {src }}\right)$ and the dashed black line its approximation. Evaluating the $m^{\text {th }}$-order approximation requires samples of the signal at $m+1$ grid points surrounding $x_{\text {obs }}$.
$\sum_{j} V_{i j} w_{j}=g_{i}$ for the weights of an interpolating polynomial ${ }^{4}$ [62] where

$$
\begin{align*}
V_{i j} & =\left(x_{p}^{\min }+i\right)^{j}  \tag{4.13a}\\
g_{i} & =g\left(\left(x_{0}-x_{\mathrm{src}}\right)+\left(x_{p}^{\min }+i\right) \Delta s\right) \tag{4.13b}
\end{align*}
$$

and $0 \leqslant i, j \leqslant M$. Approximating $g\left(x-x_{\mathrm{src}}\right)$ at $x_{\mathrm{obs}}$ then becomes a matter of evaluating this polynomial at $x_{p}=\left(x_{\text {obs }}-x_{0}\right) / h$, i.e.

$$
\begin{equation*}
g\left(x_{\mathrm{obs}}-x_{\mathrm{src}}\right) \approx \sum_{i=0}^{M} w_{i}\left(\frac{x_{\mathrm{obs}}-x_{0}}{\Delta s}\right)^{i} \tag{4.14}
\end{equation*}
$$

Accordingly, the polynomial approximation to $g\left(x_{\mathrm{obs}}-x_{\mathrm{src}}\right)$ contains terms of order $O\left(h^{-M}\right)$ and we can expect the approximation error to scale as $O\left(\Delta s^{-(M+1)}\right)$ as demonstrated in fig. 4.7. This also motivates using the approximation to calculate interactions involving differential operators; applying an $n^{\text {th }}$-order derivative reduces the polynomial order by $n$, thus the error scales like $O\left(\Delta s^{-(M+1)+n}\right)$.

[^3]

Figure 4.7: $\quad \ell_{2}$ error calculation of $g\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=e^{i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ for expansion orders zero through four. For each of the points above, a source and observation box separated by $\Delta \mathbf{r}=10 \lambda \hat{\mathbf{x}}+10 \lambda \hat{\mathbf{y}}+10 \lambda \hat{\mathbf{z}}$ each contain 64 randomly placed points, thus the points within each box all map to identical nodes in the auxiliary grid. The moment-matching expansion scheme dictates that the overall error for an expansion of order $m$ scales as $O\left(\Delta s^{m+1}\right)$.

### 4.5.2 Timing

Having demonstrated the convergence properties of the accelerated algorithm, we now examine its computational efficiency. As a representative simulation, we discretize using $\delta$-functions in space and tesselate the same arrangement of basis functions throughout each box of a cubic grid. This ensures a predictable, volume-filling geometry that captures the major features of the quantum dot systems we wish to investigate. We use a first-order expansion to project to/from the grid and a fifth-order Lagrange basis in time, and the simulation runs for 1024 timesteps, and take $\gamma=1$ (implying expansions separated by at most one box require a nearfield correction). Finally, each source has a prescribed Gaussian amplitude of width $1024 \Delta t / 12$ and centered about $1024 \Delta t / 2$. These parmaeters give a relative error of $\sim 1 \times 10^{-6}$ in the full FFT + NEARFIELD calculation when compared with an analytic calculation. The FFT-accelerated simulation outpaces the direct field calculation near $N_{s}=400$.


Figure 4.8: Time to evaluate retarded potential vs. number of spatial basis functions for several system sizes. Simulated on an Intel(R) Core(TM) i5-4690K CPU @ 3.50 GHz .

| Simulation | Regression | $r^{2}$ |
| :--- | ---: | ---: |
| DIRECT | $t(n)=2.10086 \times 10^{-5} n^{2.073}$ | 0.999946 |
| FFT + NEARFIELD | $t(n)=1.36362 \times 10^{-3} n^{1.385}$ | 0.999590 |
| FFT ONLY | $t(n)=2.10896 \times 10^{-4} n^{1.169}$ | 0.999577 |

Table 4.1: Power-law regressions and their coefficeints of determination $\left(r^{2}\right)$ for the data in fig. 4.8. Here, $t$ denotes the walltime of the simulation (in seconds) and $n$ the number of spatial basis functions.

### 4.5.3 Maxwell-Bloch

Finally, as a pragmatic test of our algorithm, we revisit a sample radiating quantum dot system like those detailed in ??. We consider a random arrangement of 1024 quantum dots within a $0.2 \mu \mathrm{~m}$ cube. The quantum dots have a resonant transition energy of 1500 meV (thus $\omega_{\max }=1500 \mathrm{meV} / \hbar$ ) and a dipole moment of $\mathbf{d}=10 e a_{0} \hat{\mathbf{z}}$ where $e$ and $a_{0}$ denote the electron charge and Bohr radius, respectively. We employ a rotating-wave framework so as to take $\Delta t=50 \omega_{\max }$, and we use $\Delta s=c /\left(10 \omega_{\max }\right)$ for our auxiliary grid spacing. Figure 4.9 shows the evolution of the off-diagonal matrix elements for 25 randomly sampled quantum dots with both a fully-direct and FFT-accelerated calculation.


Figure 4.9: Comparison of a Maxwell-Bloch quantum dot simulation with direct (red) and FFT-accelerated (blue) propagation strategies. Here, we show the off-diagonal matrix elements of 25 random quantum dots (out of 1024) as a function of time. The quantum dots experience an incident $\pi$-pulse and their interactions induce significant secondary oscillations (see the second-to-last row). The FFT-accelerated algorithm developed here readily captures these effects, making it eminently suitable for large-scale quantum dot simulations.

## CHAPTER 5

## CONCLUSIONS AND FUTURE PERSPECTIVE

"Why, sometimes I've believed as many as six impossible things before breakfast!"
-The White Queen, Through the Looking Glass

This thesis serves three main purposes. First, it introduces the concept of active media—physical systems governed by ordinary differential equations that couple together via radiative processes-and motivates the difficulty in examining these systems at a macroscopic or continuum level. Second, it provides a discussion of numerical solution strategies based around time-domain integral equations. Finally, it introduces and details the QuEST software package. This chapter summarizes the main findings of each of these parts and offers some perspective on potential future research.

### 5.1 Conclusion

In chapter 2 we presented a computational analysis of acoustically-driven microsphere systems. By considering only small microspheres we cast the problem in terms of an incompressible fluid where velocity potentials describe pressure distributions. Acoustic radiation incident on the system scatters from rigid spherical objects, leading to pressure variations over the objects' surfaces; this variation necessarily sets the objects into motion, leading to further potential/pressure perturbations within the system. By expressing the velocity potential on the surface of each microsphere in terms of spherical harmonics, we obtain a matrix equation relating the velocity of each microsphere to the potential on every other microsphere. From this, we compute the net force on every body which we then integrate numerically, noting that directly integrating the force causes numerical instabilities due to an atypical acceleration-dependent force. To remedy this, we note that this force serves only to impede the motion of each microsphere, thus we treat it as an additional mass term. We find that an incident acoustic pulse predominantly serves to translate a
collection of microspheres a fixed distance along $\hat{\mathbf{k}}$-the pulse's wavevector-though the scattering effects also produce system-scale expansions and contractions depending on the microspheres' initial configuration.

Chapter 3 departs from kinematic systems to develop a semiclassical description of coupled quantum dots. Here, each of $N$ quantum dots evolves according to the Liouville equation in response to an ambient electric field. From this, we compute the expectation value of a transition dipole moment. This acts as a source term in Maxwell's equations and gives rise to secondary radiation that couples the evolution of each quantum dot. By employing an integral equation framework to describe this radiation, we recover fields with a high degree of accuracy at both extremely short and extremely long length scales. We find that pairs of exceptionally close quantum dots have a greatly diminished response to an incident pulse; we attribute this effect to a dynamical detuning that brings the pair out of resonance with the external driving field. Larger assemblages of quantum dots, however, display a much richer behavior: we observe spatially-localized regions of increased and diminished polarization as well as multiple frequency generation in the nonlinear polarization response of particular quantum dots.

The integral equation methodology of chapter 3 has an implicit $O\left(n^{2}\right)$ spatial complexity because of the pairwise interactions between quantum dots. In practice, this limits simulations to several tens of thousands of particles. To overcome this bottleneck, chapter 4 develops a FFT-based acceleration scheme that exploits the translational invariance of the radiation kernel to greatly reduce the spatial complexity of the calculation. Moreover, our acceleration scheme retains a strong-form integral formulation and makes no assumptions about the underlying computational basis functions to effect propagation. We give preliminary results that depict the accuracy and speed of the method and demonstrate that we can recover fields under the action of an arbitrary linear operator to the precision of the underlying machine.

### 5.2 Discussion

### 5.2.1 Advanced dissipators

Designed to provide a semblance of spontaneous emission within a semiclassical framework, the two-level dissipator in eq. (3.2b) works to remove internal energy from each quantum dot system and return it to the ground state. A semiclassical radiation model will never fully describe spontaneous emission due to the lack of a quantized electromagnetic field, but more robust operators that couple the dissipation terms of multiple quantum dots together may more accurately model cooperative phenomena such as four-wave mixing or superradiance. To derive the structure of one such advanced dissipator, consider first a two-quantum dot system with particles $A$ and $B$. Without rigorous derivation, a coupled dissipator evolves the particles according to

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=\frac{-i}{\hbar}\left[\hat{\mathcal{H}}_{a}^{0}+\hat{\mathcal{H}}_{b}^{0}, \hat{\rho}\right]+\sum_{\substack{m \in\{A, B\} \\ n \in\{A, B\}}} \frac{\gamma_{m n}}{2}\left(2 \hat{\sigma}_{m}^{-} \hat{\rho} \hat{\sigma}_{n}^{+}-\hat{\sigma}_{m}^{+} \hat{\sigma}_{n}^{-} \hat{\rho}-\hat{\rho} \hat{\sigma}_{m}^{+} \hat{\sigma}_{n}^{-}\right) \tag{5.1}
\end{equation*}
$$

Assuming $\hat{\rho} \approx \hat{\rho}_{A} \otimes \hat{\rho}_{B}$ and tracing over $B$ to remove its degrees of freedom,

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}_{A}}{\mathrm{~d} t}=\frac{-i}{\hbar}\left[\hat{\mathcal{H}}_{A}^{0}, \hat{\rho}_{A}\right]+\hat{\mathcal{D}}_{A A}+\hat{\mathcal{D}}_{A B} \tag{5.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{\mathcal{D}}_{A A}=\gamma_{A A}\left(\begin{array}{cc}
-\rho_{11}^{A} & -\rho_{10}^{A} / 2 \\
-\rho_{01}^{A} / 2 & \rho_{11}^{A}
\end{array}\right)  \tag{5.3a}\\
& \hat{\mathcal{D}}_{A B}=\frac{\gamma_{A B}}{2}\left(\begin{array}{cc}
-\rho_{10}^{A} \rho_{01}^{B}-\rho_{10}^{B} \rho_{01}^{A} & \rho_{11}^{A} \rho_{10}^{B}-\rho_{10}^{B} \rho_{00}^{A} \\
\rho_{01}^{B} \rho_{11}^{A}-\rho_{00}^{A} \rho_{01}^{B} & \rho_{01}^{B} \rho_{10}^{A}+\rho_{01}^{A} \rho_{10}^{B}
\end{array}\right)  \tag{5.3b}\\
& \gamma_{m n}=\frac{4}{3} \omega^{3}|\mathbf{d}|^{2}\left(J_{0}\left(r_{m n}\right)+P_{2}\left(\cos \theta_{m n}\right) J_{2}\left(r_{m n}\right)\right) \tag{5.3c}
\end{align*}
$$

Finally, $J_{\ell}$ and $P_{\ell}$ denote the Bessel function and Legendre polynomial of order $\ell$, respectively. Note that the first two terms on the right side of eq. (5.2) give the evolution equation defined in chapter 3 . The additional $\hat{\mathcal{D}}_{A B}$ dissipator, then, has terms proportional
to the product of $A$ and $B$ 's coherences/off-diagonal terms with a long-range inverse- $r$ scaling due to the $J_{0}$ Bessel function. These terms afford a mechanism for $A$ and $B$ to influence each other's dynamics more directly than through an intermediate radiation field alone.

In a many-particle system, eq. (5.2) expands to include pairwise dissipators that perturb the evolution of every particle due to the assumption of a rank-deficient $\hat{\rho}$. Thus,

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}_{m}}{\mathrm{~d} t}=\frac{-i}{\hbar}\left[\hat{\mathcal{H}}_{m}^{0}, \hat{\rho}_{m}\right]+\sum_{n} \gamma_{m n} \hat{\mathcal{D}}_{m n} \tag{5.4}
\end{equation*}
$$

Evaluating eq. (5.4) for each of $N$ then scales as $O\left(N^{2}\right)$, making it infeasible to use in large simulations. Fortunately, the kernel-agnostic nature of QuEST makes it relatively straightforward to develop FFT-accelerated interactions of the form in eq. (5.3) alongside those used to describe electromagnetic fields.

### 5.2.2 Micromagnetics

The Landau-Lifshitz-Gilbert (LLG) equation,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{M}}{\mathrm{~d} t}=-\gamma^{\prime} \mathbf{M} \times \mathbf{H}-\lambda \mathbf{M} \times \mathbf{M} \times \mathbf{H} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{align*}
\gamma^{\prime} & =\frac{\gamma_{0}}{1+\gamma^{2} \eta^{2} M_{s}^{2}}  \tag{5.6a}\\
\lambda & =\frac{\gamma_{0}^{2} \eta}{1+\gamma^{2} \eta^{2} M_{s}^{2}} \tag{5.6b}
\end{align*}
$$

details the evolution of magnetization, $\mathbf{M}$, in response to an applied magnetic field, $\mathbf{H}$ [2]. In these equations, $\gamma_{0}$ denotes the electron gyromagnetic ratio

$$
\begin{equation*}
\gamma_{0}=\frac{g|e|}{2 m_{e} c} \tag{5.7}
\end{equation*}
$$

$\eta$ represents a material-depnedent damping parametre, and $g, e, m_{e}, \& c$ stand for the Landé $g$-factor, elementary charge, electron mass, and speed of light, respectively. Simulating the evolution of the Landau-Lifshitz-Gilbert equation at the level of individual particles stands ready to offer novel perspectives into spintronics or other mesoscale systems.

### 5.2.2.1 Technical details

Immediately, eq. (5.5) draws a large number of parallels with the material equation of chapter 3. Apart from the obvious first-order and vector nature of both equations, the dual nature of electromagnetism means that $\mathbf{M}$ (as a source in Maxwell's equations) relates to $\mathbf{H}$ in the exact same way that $\mathbf{P}$ relates to $\mathbf{E}$. By simply exchanging some of the physical constants, then, eq. (3.3) also describes radiation emanating from a magnetization distribution [64].

Solving eq. (5.5) within a semiclassical radiation framework requires a little more care than an equivalent Bloch problem, however. Equation (3.1) describes the evolution of a quantum wavefunction-a vector in "Bloch space"-that generates an electromagnetic source distribution through application of an operator (see the discussion surrounding eqs. (3.2) and (3.11) on pages 26 to 29 for an illustration of this point). As a result, the dynamics of eq. (3.1) describe the evolution of a dipole's amplitude but not its orientation and we may employ separate spatial and temporal discretizations to effect a numerical analysis. Moreover, this allow for systems with zero initial polarization ( $\mathbf{P}=0$ in an eigenstate of the unperturbed Hamiltonian, e.g. $\hat{\rho}=|0\rangle\langle 0|$ or $\hat{\rho}=|1\rangle\langle 1|$, thus the external pulse induces all of the dynamical behavior. This makes for a far easier simulation as sources/fields before the start of the simulation do not require any specification.

On the other hand, eq. (5.5) determines the trajectory of an electromagnetic source vector in both (real, Cartesian, directional) space and time with no ability to decouple the dimensions beyond

$$
\begin{equation*}
\mathbf{M}(t)=m_{x}(t) \hat{\mathbf{x}}+m_{y}(t) \hat{\mathbf{y}}+m_{z}(t) \hat{\mathbf{z}} . \tag{5.8}
\end{equation*}
$$

QuEST accommodates histories of any numeric type (scalar or tensor, real or complex) through careful templating, and so building a propagator for eq. (5.5) does not present much difficulty aside from some extra index tracking. Equation (5.5) also has an implicit
normalization condition, however, in that

$$
\begin{equation*}
\frac{\mathrm{d}|\mathbf{M}|}{\mathrm{d} t}=0 . \tag{5.9}
\end{equation*}
$$

This presents a larger computational challenge as it implies particles/magnetic domains/"spins" always interact-even before the start of a simulation in a manner not dissimilar to molecular dynamics simulations. The mechanism behind the predictor/corrector algorithm—updating a source distribution and then reincorporating that into the electromagnetic fields before advancing the timestep-will accommodate these interactions without issue but meaningful simulations will require an equilbiration period of order $O\left(r_{\max } / c\right)$ before collecting data.

APPENDICES

## APPENDIX A

## QUEST MANUAL

## A. 1 Design philosophy

The collection of formulas and algorithms in this thesis provide a mathematical foundation upon which one can implement a simulation tool. This section gives some details on v0.2.1 of the Quantum Electromagnetics Simulation Toolbox (QuEST) reference implementation, available at [35]. Written in C++, QuEST has minimal external dependencies, using only the Boost Multiarray and Program Options libraries [1], the Eigen linear algebra library [39], and FFTW [31].

As a scientific endeavor, QuEST largely emphasizes reproducibility, ease of extension, and execution speed. Reproducibility demands modularity to allow well-tested pieces to combine in a recordable manner reminiscent of experiments, thus the main functionality of QuEST resides within a library of independently-constructed objects that interface


Figure A.1: Hierarchy of the major pieces of QuEST. While a true class diagram would depict the inheritance relationships of the objects that comprise the QuEST library, These blocks roughly indicate the interdependence of the program pieces that form QuEST, akin to a class hierarchy (though avid software developers should not take this literally).
with each other. These objects have appropriate constructors to set the parameters of the simulation and slot together to build an executable. For example, to isolate the ODE solver's behavior from the tricky numerics of the propagation code, the ODE solver only requires the definition of a right-hand side (an RHS) (see section A.2). Coding an RHS with a well-known solution, such as $f^{\prime}(x)=-\lambda f(x)$, can validate the numerics of the integration step independent of the propagation calculations.

Similarly, making QuEST easy to extend necessitates encapsulating mathematical statements as tightly as possible with these objects. As the project grows to encapsulate new phenomena/models, only the pieces that directly represent the mathematics need to change, not how they fit into the rest of the simulation framework. Unfortunately, these factors often lead to seemingly-unintelligible code. What follows contains a brief discussion of the major pieces of QuEST and why I designed them the way I did.

## A. 2 Descriptions

cmplx An alias for std::complex<double> with an identical bit structure to FFTW's fftw_complex type (hence the use of static_cast when interfacing with FFTW).

Configuration This struct effectively contains "global" simulation parameters-the speed of light, number of particles, total time, etc. Most objects do not read these values directly, instead preferring to have them as a parameter in their constructor to enhance modularity. The parse_configs function uses the Boost Program Options [1] library to provide a clean, error-checked way of reading these values from specified files.

QuantumDot Collection of parameters necessary to define a quantum dot (position, transition frequency, decay times, and dipole moment). Also provides a method to calculate the right-hand side of eq. (3.4) given an input density matrix and electric field. Because these right-hand sides have instance-dependent parameters (transition frequency, $T_{1}$ and $T_{2}$, etc.), std: : bind produces the appropriate functors for constructing Integrator: :RHS instances.

Pulse Mathematical description of a Gaussian pulse. Provides a method to evaluate a pulse at a given spacetime coordinate, as well as methods to read/record Pulse objects from/to a file.

UniformLagrangeSet Tool to evaluate Lagrange polynomials and their derivatives. Upon construction, each instance allocates a workspace table (to avoid reallocation overhead) to contain the evaluated interpolants and their derivatives. This object uses the definition of Lagrange polynomials and logarithmic derivatives, $\frac{\mathrm{d}}{\mathrm{d} x} \log f(x)=f^{\prime}(x) / f(x)$, to efficiently fill each column (the interpolant and two derivatives) of the table simultaneously.

TransformPair Struct to manage FFTW plans (pointers). Constructed with a forward and backward plan and automatically de-allocates both in its destructor to avoid memory leaks.

Interaction Abstract base-class to provide an interface for calculating an interaction for each QuantumDot in an array. Each Interaction contains a shared pointer to a std::vector<QuantumDot> and allocates a complex-valued Eigen row-vector (once, to avoid reallocation overhead) upon construction. This row-vector serves as a workspace in which to place interaction values in the evaluate method before returning. Ultimately subclasses into PulseInteraction, DirectInteraction, and AimInteraction.

PulseInteraction Calculates and returns $\mathbf{d} \cdot \mathbf{E}_{\text {inc }} / \hbar$ at the location of each QuantumDot at a specified time.

DirectInteraction (subclass of HistoryInteraction) Calculates and returns d • $\mathbf{E}_{\text {rad }} / \hbar$ at the location of each QuantumDot (where $\mathbf{E}_{\text {rad }}$ depends on the history of every other QuantumDot due to retardation effects). This object stores the space/time interaction matrix elements between each QuantumDot directly, assuming reciprocity and no self interactions (effectively the lower triangle of the matrix).

Uses Lagrange interpolation to calculate quantities "between" timesteps as well as temporal derivatives.

AIMInteraction (subclass of HistoryInteraction) Calculates $\mathbf{d} \cdot \mathbf{E}_{\text {rad }} / \hbar$ between well-separated sources (so as to avoid incurring undue approximation error). Uses the vastly more efficient AIM (FFT) framework to reduce the storage and accelerate the matrix-vector products. Uses Lagrange interpolation to calculate quantities "between" timesteps as well as temporal derivatives. WARNING: you must call AIMInteraction.evaluate with sequential arguments (starting at zero, corresponding to sequential timesteps) due to the way this object fills internal tables. This keeps the indexing correct as later calls to evaluate depend on the results of previous calculations.

Grid Class to construct and manage a representation of the auxiliary AIM grid. Provides methods to convert between grid coordinates ( $n_{x}, n_{y}$, and $n_{z}$ integers that index a node in the grid), a grid index (linearization of the grid coordinates to a single integer index starting at zero), and spatial coordinates $(\mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+z \hat{\mathbf{z}}$ real-valued coordinates in three-dimensional space).

ExpansionFunction Complicated black magic sorcery. Stay away.
ExpansionTable Table of dimension [number of sources][number of points each source expands into] containing the thirteen $\left(\partial_{0}, \partial_{x}, \ldots, \partial_{y z}, \partial_{z z}\right)$ expansion weights relating each source to its immediate (i.e. not trivially zero) auxiliary grid points.

LeastSquaresExpansionSolver Utility class to build and solve the least-squares system in eq. (4.9). Uses a named constructor to avoid creating a persistent instance that implicitly depends on a non-const Grid (only the static get_expansions function can instantiate a LeastSquaresExpansionSolver and thus will call its destructor when the function returns).

PredictorCorrector Implementation of the exponentially-fitted predictor/corrector scheme in [33]. Implemented as a template class so as to allow solution of arbitrary ODEs (scalar/vector, real/complex, etc.).

Weights Assistance class for solving the matrix equation that determines the predictor/corrector weights. Putting the code for these matrices into its own object automatically frees the resources used to store them (by automatically calling the object's destructor when it goes out of scope) after calculating the required values.

History Wrapper around a three-dimensional Boost::multi_array to store data for coupled first-order ODEs at fixed solution points (timesteps). Stores both a solution and its derivative (the "RHS") for each of $N_{s}$ ODEs at $N_{t}$ solution points, indexed by [equation index][time index][derivative index]. Provides integer-equivalent typedefs to assist with indexing. As the predictor/corrector integration scheme requires a history to solve for any timepoint (including the first), these arrays extend the time axis backwards to negative indices so as to always start at $t=0$.

## APPENDIX B

## THE PREDICTOR/CORRECTOR INTEGRATION SCHEME

## B. 1 Motivation

Given an ordinary differential equation,

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=f(t, x(t)) \tag{B.1}
\end{equation*}
$$

and some initial condition at $t_{0}$, we may compactly write the unknown function at any discrete time $t_{i} \equiv i \Delta t$ as

$$
\begin{align*}
x\left(t_{i}\right) & =x\left(t_{i-1}\right)+\int_{t_{i-1}}^{t_{i}} \frac{\mathrm{~d} x}{\mathrm{~d} t^{\prime}} \mathrm{d} t^{\prime}  \tag{B.2}\\
& \equiv x\left(t_{i-1}\right)+\int_{t_{i-1}}^{t_{i}} f\left(t^{\prime}, x\left(t^{\prime}\right)\right) \mathrm{d} t^{\prime}
\end{align*}
$$

Numerical integration schemes advance a solution from $t_{i-1}$ to $t_{i}$ by approximating this integral, often as a weighted sum of the integrand evaluated at intelligently chosen points within the interval ${ }^{1}$. This process-particularly evaluating the integrand—becomes vastly more complicated through the introduction of retardation effects, effectively turning eq. (B.1) into

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=f\left(t, x(t), x\left(t-\tau_{1}\right), x\left(t-\tau_{2}\right), \ldots\right) \tag{B.3}
\end{equation*}
$$

Causality imposed by the propagation operators only requires $\tau_{j}>0$, thus eq. (B.3) can relate a derivative to quantities arbitrarily far back in time, often between the discrete $t_{i} /$ known solution values. Further problems arise when $\tau_{j}<\Delta t$; in such cases, the unknown $x\left(t_{i}\right)$ depends on an unknown $x\left(t_{i}-\tau_{j}\right)$ which depends on an unknown $x\left(t_{i}-2 \tau_{j}\right)$ etc., at least one of which lies "ahead" of the last known quantity, $x\left(t_{i-1}\right)$. While adjusting the timestep to require $\tau_{j} \geqslant \Delta t$ makes the system perfectly causal, it also makes the timestep

[^4]prohibitively small for dense systems. These constraints automatically exclude (or at least severely limit the utility of) popular ODE algorithms and packages-the difficulty of re-evaluating interactions prohibits variable-timestep integrators and integrators that require midpoint evaluations (such as the popular RK4 method) cannot accommodate small retardation factors without an exceptionally small $\Delta t$. Instead, we turn to the exponentially-fitted predictor/corrector algorithm detailed in [33]. As a multistep method, the predictor/corrector does not require any function evaluations outside of those on the fixed timepoints, thus any causal interpolation scheme facilitates evaluating approximate versions of all the $x\left(t-\tau_{j}\right)$ via
\[

$$
\begin{equation*}
x\left(t_{i}-\tau_{j}\right) \approx \sum_{\ell=0}^{m} w_{\ell} x\left(t_{i}-\left(\left\lfloor\tau_{j} / \Delta t\right\rfloor+\ell\right) \Delta t\right) \tag{B.4}
\end{equation*}
$$

\]

(The particular interpolation scheme determines the $w_{\ell .}$.) For $\tau_{j}<\Delta t$, eq. (B.4) suggests $x\left(t_{i}-\tau_{j}\right)$ becomes a function of $x\left(t_{i}\right)$. Ordinarily, this would cause problems though the predictor step of the algorithm ensures an approximate $x\left(t_{i}\right)$ exists before any interpolation. The corrector step then works to correct this approximation in a convergent way, reincorporating adjacent sources as a total solution evolves.

## B. 2 Integration coefficients

Let $x(t)$ denote the solution to a given ordinary differential equation. We seek to approximate $x(t)$ as a linear combination of complex-valued exponentials such that

$$
\begin{equation*}
x(t) \approx \sum_{\ell=0}^{N_{\lambda}-1} w_{\ell} e^{\lambda_{\ell} t} \tag{B.5}
\end{equation*}
$$

for a given set of complex-valued $\lambda_{\ell}$ arguments and $w_{\ell}$ weights (never calculated explicitly). As we wish to capture the behavior of physical systems-i.e. systems with exclusively oscillating and decaying modes-we choose the $\lambda_{\ell}$ to lie within the left half of the complex plane. Moreover, assuming $x(t)$ contains little power above some threshold $\omega_{\text {max }}$, we select the $\lambda_{\ell}$ from within $S=\left\{z \in \mathbb{C}\left|\operatorname{Re}\{z\} \leqslant 0,|z| \leqslant \omega_{\max }\right\}\right.$ : the left semidisk of radius $\omega_{\max }$ (fig. B.2a). Finally, rather than choosing $\lambda_{\ell}$ from throughout $S$, the maximum modulus


Figure B.1: Illustration of the "retardation problem" in solving coupled delay differential equations. If $\partial_{t} x_{\bullet}(t)=f\left(x_{\bullet}\left(t-\left|\mathbf{r}_{\bullet \bullet}\right|\right)+x_{\bullet}\left(t-\left|\mathbf{r}_{\bullet \bullet}\right|\right)\right)$ then determining $x_{\bullet}\left(t-\left|\mathbf{r}_{\bullet \bullet}\right|\right)$ and $x_{\bullet}\left(t-\left|\mathbf{r}_{\bullet}\right|\right)$ requires some sort of interpolation scheme. Evaluating $\partial_{t} x_{\bullet}(t)$ in hopes of obtaining $x_{\bullet}(t)$ therefore requires knowledge of $x_{\bullet}(t)$. The converse holds as well;evaluating $\partial_{t} x_{\bullet}(t)$ requires knowledge of $x_{\bullet}(t)$ which poses problems in evaluating the derivatives simultaneously. The predictor step of the integrator overcomes this issue by providing a stable extrapolation of past quantities to provide a guess value of $x_{\bullet}(t)$ and $x_{\bullet}(t)$.


Figure B.2: Selection of the $\lambda_{n}$ parameters used in determining the predictor/corrector coefficients.
principle ensures that arguments taken from the boundary of $S$ in fig. B. 2 b will incur the maximum approximation error in eq. (B.5). As a result, an approximation using $\lambda_{\ell}$ chosen from the boundary of $S$ accurately recovers the behavior of all modes with arguments in $S$. In particular, we choose the $\lambda_{\ell}$ to have an equal spacing about the perimeter of $S$ (fig. B.2b).

If $x(t)$ and $\partial_{t} x(t)$ have known values at equidistant points $t_{0}, t_{1}, \ldots, t_{W-1}$ on the interval $[-1,1]$ (thus $\Delta t=2 /(W-1)$ ), we predict the value of $x\left(t_{W}\right)$ as a linear combination of past values and derivatives,

$$
\begin{equation*}
x\left(t_{W}\right) \leftarrow \sum_{j=0}^{W-1} p_{j} x\left(t_{j}\right)+p_{j+W} \partial_{t} x\left(t_{j}\right) \tag{B.6}
\end{equation*}
$$

Inserting eq. (B.5) into eq. (B.6) gives the matrix equation

$$
\begin{equation*}
A \mathbf{p}=\mathbf{b} \tag{B.7}
\end{equation*}
$$

where

$$
\begin{align*}
A_{i j} & = \begin{cases}e^{\lambda_{i} t_{j}}, & 0 \leqslant i<N_{\lambda} ; 0 \leqslant j<W \\
\lambda_{i} e^{\lambda i t_{j-W}}, & 0 \leqslant i<N_{\lambda} ; W \leqslant j<2 W\end{cases}  \tag{B.8a}\\
b_{i} & =e^{\lambda_{i} t_{W}} \tag{B.8b}
\end{align*}
$$

Solving this equation for $\mathbf{p}$, then, produces the prediction coefficients in eq. (B.6). Accordingly, we use a minimum-norm least-squares procedure to determine p. Having conjured an (approximate) value for $x\left(t_{W}\right)$, we may evaluate the prescribed ODE to obtain a value for $\partial_{t} x\left(t_{W}\right)$. Writing

$$
\begin{equation*}
x\left(t_{W}\right) \leftarrow\left(\sum_{j=0}^{W-1} c_{j} x\left(t_{j}\right)+c_{W+j} \partial_{t} x\left(t_{j}\right)\right)+c_{2 W} \partial_{t} x\left(t_{W}\right) \tag{B.9}
\end{equation*}
$$

this new equation reincorporates derivative information to refine the $x\left(t_{W}\right)$ approximation, requiring only a means of determining the $c_{j}$. Again, inserting eq. (B.5) gives

$$
\begin{equation*}
\tilde{A} \mathbf{c}=\mathbf{b} \tag{B.10}
\end{equation*}
$$

Here,

$$
\tilde{A}_{i j}= \begin{cases}A_{i j}, & 0 \leqslant i<N_{\lambda} ; 0 \leqslant j<2 W  \tag{B.11}\\ \lambda_{i} e^{\lambda_{i} t_{W}}, & 0 \leqslant i<N_{\lambda} ; j=2 W\end{cases}
$$

$\mathbf{b}$ remains unchanged, and the same least-squares procedure determines $\mathbf{c}$.
Having derived the predictor/corrector coefficients for $h=2 /(W-1)$-i.e. a uniform spacing between $W$ timepoints on the interval $[-1,1]$-the coefficients determined above require only a slight modification to accommodate systems with any $\Delta t$. Noting that the formulation thus far remains invariant under time translation and that the substitution $\tau=\alpha t$ (equivalently $\alpha=\Delta t / h$ ) turns

$$
\begin{equation*}
\frac{\partial \varphi(t)}{\partial t}=\lambda \varphi(t) \tag{B.12a}
\end{equation*}
$$

into

$$
\begin{equation*}
\frac{\partial \varphi(\tau)}{\partial \tau}=\frac{\lambda}{\alpha} \varphi(\tau) \tag{B.12b}
\end{equation*}
$$

we need only scale the coefficients multiplying $\partial_{t} x\left(t_{j}\right)$ by $\alpha$ to adjust for other step sizes.

## APPENDIX C

## CHEBYSHEV POLYNOMIALS



Figure C.1: Chebyshev polynomials $T_{0}(x)$ through $T_{6}(x)$. The roots of $T_{m+1}(x)$ give the sample points for an interpolation scheme of order $m$ on the interval $[-1,1]$.

The Chebyshev polynomials of the first kind, defined by

$$
\begin{equation*}
T_{n}(x)=\cos (n \arccos (x)) \tag{С.1}
\end{equation*}
$$

and shown in fig. C.1, form an orthogonal (though not orthonormal) sequence well-suited to interpolation. These polynomials have a continuous orthogonality relation over the interval $-1 \leqslant x \leqslant 1$ with respect to $w(x)=\left(1-x^{2}\right)^{-1 / 2}$, giving

$$
\int_{-1}^{1} \frac{T_{i}(x) T_{j}(x)}{\sqrt{1-x^{2}}} \mathrm{~d} x= \begin{cases}0 & i \neq j  \tag{C.2}\\ \pi / 2 & i=j \neq 0 \\ \pi & i=j=0\end{cases}
$$

Such an orthogonality motivates $\left\{T_{k}(x): k=0,1, \ldots, m\right\}$ as a basis for $\mathbb{P}^{m}$-the polynomials through order $m$-on the interval $-1 \leqslant x \leqslant 1$. To construct a polynomial interpolation
of an arbitrary function $f(x)$ in this basis such that

$$
\begin{align*}
f(x) & \approx P_{m}(x) \\
& \equiv \sum_{i=0}^{m} c_{i} T_{i}(x) \tag{C.3}
\end{align*}
$$

we require samples of the function at $m+1$ interpolation $\operatorname{nodes}^{1}\left\{x_{\lambda}: \lambda=0,1, \ldots, m\right\}$ where $f\left(x_{\lambda}\right)=P_{m}\left(x_{\lambda}\right)$. By choosing sample points corresponding to Chebyshev nodes,

$$
\begin{equation*}
x_{\lambda}=-\cos \left(\frac{\pi(\lambda+1 / 2)}{m+1}\right) \quad \lambda=0,1,2, \ldots, m \tag{С.4}
\end{equation*}
$$

the Chebyshev polynomials satisfy [32]

$$
\sum_{\lambda=0}^{m} T_{i}\left(x_{\lambda}\right) T_{j}\left(x_{\lambda}\right)= \begin{cases}0 & i \neq j  \tag{C.5}\\ (m+1) / 2 & i=j \neq 0 \\ m+1 & i=j=0\end{cases}
$$

in addition to the continuous relationship in eq. (C.2). Inserting eq. (C.3) into eq. (C.5) then gives

$$
\begin{equation*}
\sum_{\lambda=0}^{m} T_{i}\left(x_{\lambda}\right) f\left(x_{\lambda}\right)=\sum_{\lambda=0}^{m} T_{i}\left(x_{\lambda}\right) P_{m}\left(x_{\lambda}\right)=\sum_{i=0}^{m} c_{i} \sum_{\lambda=0}^{m} T_{i}\left(x_{\lambda}\right) T_{i}\left(x_{\lambda}\right) \tag{C.6}
\end{equation*}
$$

thus

$$
\begin{equation*}
c_{i}=\frac{\alpha_{i}}{m+1} \sum_{\lambda=0}^{m} T_{i}\left(x_{\lambda}\right) f\left(x_{\lambda}\right) \quad \alpha_{i}=2-\delta_{i 0} \tag{C.7}
\end{equation*}
$$

Finally, having obtained a Chebyshev approximation of $f(x)$ on the interval $-1 \leqslant x \leqslant 1$, we may effect a Chebyshev approximation of $f(x)$ on the interval $a \leqslant x \leqslant b$ by letting

$$
\begin{equation*}
y \equiv \frac{x-(b+a) / 2}{(b-a) / 2} \tag{C.8}
\end{equation*}
$$

and constructing a Chebyshev approximation in $y$.

[^5]

Figure C.2: Interpolation of a pathological function, $f(x)=\left(1+16 x^{2}\right)^{-1 / 2}$, using Chebyshev and equally-spaced Lagrange interpolation schemes. Because the Chebyshev scheme clusters sample points in the tails of the interpolation window, it does not suffer from high-order ringing effects (Runge's phenomenon).

## C. 1 Notes on the Chebyshev polynomials

## C.1.1 Derivatives

The Chebyshev polynomials provide two means of approximating $f^{\prime}(x)$ given samples of $f(x)$ though both have numerical drawbacks. Given that we wish to repeatedly evaluate the interpolating polynomial at a collection of static points, it becomes prudent to pre-evaluate and cache $T_{i}(x)$ in eq. (C.3) for speed. The recurrence

$$
\begin{equation*}
\left(1-x^{2}\right) T_{n}^{\prime}(x)=n\left[T_{n-1}(x)-x T_{n}(x)\right] \tag{C.9}
\end{equation*}
$$

analytically relates Chebyshev polynomials to their derivatives, and so we may equivalently cache $T_{n}^{\prime}(x)$ to repeatedly evaluate a derivative. Unfortunately, this becomes problematic for $x \rightarrow \pm 1$ as the $1-x^{2}$ term can cause a catastrophic loss of precision due to division by (near) zero. Instead,

$$
\begin{equation*}
c_{i-1}^{\prime}=c_{i+1}^{\prime}+2 i c_{i} \quad c_{m+1}^{\prime}=c_{m}^{\prime}=0 \tag{C.10}
\end{equation*}
$$

adjusts the Chebyshev coefficients to give an approximated derivative in terms of the original basis. While this expression does not suffer from numerical cancellation issues, it incurs a large amount of overhead when evaluating many approximations. Moreover, this overhead grows significantly in higher-dimensional systems with vector derivatives.

In practice, QuEST makes use of the former strategy of differentiating the "evaluating functions" though without the recurrence of eq. (C.9). Instead, functions for the Chebyshev polynomials and their derivatives through a specified order, provide the necessary evaluations. Moreover, these functions contain the requisite polynomials expressed in Horner form to improve both speed and precision [52]. While this method does not readily generalize to interpolations of arbitrary order (as it would require prohibitively long enumerations of functions), it nevertheless facilitates an efficient derivative evaluation without unduly sacrificing clarity.

## C.1.2 Higher-dimensional approximations

The mechanics for constructing an approximation to $f(x)$ extend naturally to higherdimensional and vector-valued systems. In such systems, the Chebyshev approximation becomes a tensor polynomial, and the summations in eqs. (C.3) and (C.7) become mondo tensor contractions, i.e.

$$
\begin{align*}
\mathbf{f}(\mathbf{r}) & \approx \mathbf{c}_{i j k} T_{i}(x) T_{j}(y) T_{k}(z),  \tag{C.11a}\\
\mathbf{c}_{i j k} & =\frac{\alpha_{i i^{\prime}} \alpha_{j j^{\prime}} \alpha_{k k^{\prime}}}{(m+1)^{3}} T_{i i^{\prime}}\left(x_{\lambda}\right) T_{j j^{\prime}}\left(y_{\mu}\right) T_{k k^{\prime}}\left(z_{v}\right) \mathbf{f}\left(x_{\lambda}, y_{\mu}, z_{v}\right) \tag{C.11b}
\end{align*}
$$

with an implied summation over the bound indices $i^{\prime}, j^{\prime}, k^{\prime}$ and $\lambda, \mu, v$. QuEST makes use of the Tensor Algebra Compiler (taco) [51] to generate the equivalent source-expression for eq. (C.11b) with dense tensors (listing C.1).

Listing C.1: C-source expression for eq. (C.11b).

```
for (int32_t boxeval = 0; boxeval < num_boxes; boxeval++) {
    double tbox = norm;
```

```
for (int32_t ialphas = 0; ialphas < size; ialphas++) {
    int32_t pcoef2 = boxeval * size + ialphas;
    double ti = tbox * alphas_[ialphas];
    for (int32_t lambdachebS = 0; lambdachebS < size; lambdachebS++) {
    int32_t pchebS2 = ialphas * size + lambdachebS;
    int32_t peval2 = boxeval * size + lambdachebS;
    double tlambda = ti;
    double tlambda0 = chebS[pchebS2];
    for (int32_t jalphas = 0; jalphas < size; jalphas++) {
        int32_t pcoef3 = pcoef2 * size + jalphas;
        double tj = tlambda * alphas_[jalphas];
        double tj0 = tlambda0;
        for (int32_t muchebS = 0; muchebS < size; muchebS++) {
            int32_t pchebS20 = jalphas * size + muchebS;
            int32_t peval3 = peval2 * size + muchebS;
            double tmu = tj;
            double tmu0 = tj0;
            double tmu1 = chebS[pchebS20];
            for (int32_t kalphas = 0; kalphas < size; kalphas++) {
                int32_t pcoef4 = pcoef3 * size + kalphas;
                double tk = tmu * alphas_[kalphas] * tmu0 * tmul;
                for (int32_t nuchebS = 0; nuchebS < size; nuchebS++) {
                    int32_t pchebS21 = kalphas * size + nuchebS;
                    int32_t peval4 = peval3 * size + nuchebS;
                    double tnu = tk * chebS[pchebS21];
                        for (int32_t dimeval = 0; dimeval < 3; dimeval++) {
                int32_t peval5 = peval4 * 3 + dimeval;
```

```
                int32_t pcoef5 = pcoef4 * 3 + dimeval;
                coef[pcoef5] = coef[pcoef5] + tnu * eval[peval5];
                    }
                }
                }
            }
        }
    }
    }
}
```


## APPENDIX D

## CONVENTIONS

## D. 1 Fourier transforms

The definition of the Fourier transform leaves some room to adopt conventions. I write the fully-generalized Fourier transform $f(t) \leftrightarrow F(\omega)$ pair as

$$
\begin{align*}
& F(\omega)=\sqrt{\frac{\left|s_{2}\right|}{(2 \pi)^{1-s_{1}}}} \int_{-\infty}^{\infty} f(t) e^{i s_{2} \omega t} \mathrm{~d} t  \tag{D.1a}\\
& f(t)=\sqrt{\frac{\left|s_{2}\right|}{(2 \pi)^{1+s_{1}}}} \int_{-\infty}^{\infty} F(\omega) e^{-i s_{2} \omega t} \mathrm{~d} \omega \tag{D.1b}
\end{align*}
$$

where the $s_{1}, s_{2}$ parameters allow for different normalization and frequency conventions. Of principal importance, eq. (D.1b) implies

$$
\begin{equation*}
\partial_{t} f(t) \leftrightarrow-i \omega s_{2} F(\omega) \tag{D.2}
\end{equation*}
$$

The most common physics and engineering conventions take $\left\{s_{1}, s_{2}\right\}=\{1,1\}$ and $\left\{s_{1}, s_{2}\right\}=$ $\{1,-1\}$, though myriad other discipline-specific conventions exist.

## D. 2 Maxwell's equations

An unfortunate ambiguity in the prescription of electromagnetic units allows for unit systems that differ by more than simple scaling factors (mega-, kilo-, centi-, etc.)—the placement of physical constants in equations changes as well. In a unit-independent format, Maxwell's equations become [45]

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =4 \pi k_{1} \rho  \tag{D.3a}\\
\nabla \times \mathbf{B} & =4 \pi k_{2} \alpha \mathbf{J}+\frac{k_{2} \alpha}{k_{1}} \frac{\partial \mathbf{E}}{\partial t}  \tag{D.3b}\\
\nabla \cdot \mathbf{B} & =0  \tag{D.3c}\\
\nabla \times \mathbf{E} & =-k_{3} \frac{\partial \mathbf{B}}{\partial t} \tag{D.3d}
\end{align*}
$$

with $k_{1}, k_{2}, \alpha$, and $k_{3}$ as system-dependent constants. One need only specify two of the four constants to pin down the unit system, however; in particular

$$
\begin{equation*}
\frac{k_{1}}{k_{2} k_{3} \alpha}=c^{2} \quad \text { and } \quad k_{3}=\frac{1}{\alpha} . \tag{D.4}
\end{equation*}
$$

From eq. (D.3c), $\mathbf{B}=\nabla \times$ A. Then, using eq. (D.3d), it becomes apparent that

$$
\nabla \times\left(\mathbf{E}+k_{3} \frac{\partial \mathbf{A}}{\partial t}\right)=0
$$

so I may take

$$
\mathbf{E}=-\nabla \varphi-k_{3} \frac{\partial \mathbf{A}}{\partial t}
$$

Thus, in electorstatic systems, $\mathrm{E}=-\boldsymbol{\nabla} \varphi$ regardless of units. By eq. (D.3a), then,

$$
\nabla^{2} \varphi=-4 \pi k_{1} \rho
$$

and thus

$$
\varphi(\mathbf{r})=\int \frac{k_{1} \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \mathrm{d}^{3} \mathbf{r}^{\prime}
$$

as

$$
\nabla^{2}\left(\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right)=-4 \pi \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)
$$

This defines the Laplace-kernel Green's function as

$$
\begin{equation*}
g(\mathbf{r}) \equiv \frac{1}{|\mathbf{r}|} \tag{D.5}
\end{equation*}
$$

Analogously, the Helmholtz-kernel and Wave-kernel Green's functions become

$$
\begin{equation*}
g(\mathbf{r} ; k) \equiv \frac{e^{i k|\mathbf{r}|}}{|\mathbf{r}|} \quad g(\mathbf{r} ; t) \equiv \frac{\delta(t-|\mathbf{r}| / c)}{|\mathbf{r}|} \tag{D.6}
\end{equation*}
$$

## D.2.1 Vector wave equation

## D.2.1.1 Operator form

From eqs. (D.3b) and (D.3d),

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{E}+\frac{1}{c^{2}} \frac{\partial^{2} \mathbf{E}}{\partial t^{2}}=-4 \pi k_{2} \frac{\partial \mathbf{J}}{\partial t} \tag{D.7}
\end{equation*}
$$

Taking the divergence of both sides and removing one time derivative,

$$
\frac{1}{c^{2}} \nabla \cdot \frac{\partial \mathrm{E}}{\partial t}=-4 \pi k_{2} \nabla \cdot \mathrm{~J} .
$$

As $\boldsymbol{\nabla} \times \nabla \times \mathbf{A}=\nabla(\nabla \cdot \mathbf{A})-\nabla^{2} \mathbf{A}$, the time derivative of eq. (D.7) becomes

$$
\nabla\left(\nabla \cdot \frac{\partial \mathbf{E}}{\partial t}\right)-\nabla^{2} \frac{\partial \mathbf{E}}{\partial t}+\frac{1}{c^{2}} \frac{\partial^{3} \mathbf{E}}{\partial t^{3}}=-4 \pi k_{2} \frac{\partial^{2} \mathbf{J}}{\partial t^{2}}
$$

therefore

$$
\nabla^{2} \frac{\partial \mathbf{E}}{\partial t}-\frac{1}{c^{2}} \frac{\partial^{3} \mathbf{E}}{\partial t^{3}}=4 \pi k_{2}\left(\frac{\partial^{2} \mathbf{J}}{\partial t^{2}}-c^{2} \nabla \nabla \cdot \mathbf{J}\right)
$$

Immediately, the left-hand side gives the "wave operator" acting on $\partial_{t} \mathbf{E}$ and thus

$$
\frac{\partial}{\partial t} \mathbf{E}(\mathbf{r}, t)=g(\mathbf{r} ; t) *-k_{2}\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla \nabla \cdot\right) \mathbf{J}(\mathbf{r}, t)
$$

from which it follows

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=-k_{2} \iint \frac{\delta\left(t_{R}-t^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left(\frac{\partial^{2}}{\partial t^{\prime 2}}-c^{2} \nabla^{\prime} \nabla^{\prime} \cdot\right) \mathbf{P}\left(\mathbf{r}^{\prime}, t^{\prime}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \mathrm{d} t^{\prime} \tag{D.8}
\end{equation*}
$$

where $t_{R} \equiv t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / c$ and $\partial_{t} \mathbf{P} \equiv \mathbf{J}$.

## D.2.1.2 Dyadic form

In addition to eq. (D.8), one may also construct an equivalent propagator without any spatial derivatives in the resulting expression. This form of the propagator has advantages in describing $\mathbf{E}(\mathbf{r}, t)$ when derivatives become ill-defined (for example, fields arising from point sources).

To begin, we note that for time-harmonic $\mathbf{P}(\mathbf{r}, t)=\mathbf{P}(\mathbf{r}) e^{-i \omega t}$ eq. (D.8) becomes

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=-k_{2} \int \frac{e^{i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left((-i \omega)^{2}-c^{2} \nabla^{\prime} \nabla^{\prime} \cdot\right) \mathbf{P}\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{D.9}
\end{equation*}
$$

after suppressing the time-harmonic function and taking $k=\omega / c$. All of the terms in this equation commute due to the linearity of the operators, thus

$$
\begin{align*}
\mathbf{E}(\mathbf{r}) & =-k_{2}(-i \omega)^{2} \int\left(\mathrm{I}+\frac{\nabla \nabla}{k^{2}}\right) \frac{e^{i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \cdot \mathbf{P}\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \\
& \equiv-k_{2}(-i \omega) \int \mathrm{G}_{d}\left(\mathbf{r}-\mathbf{r}^{\prime} ; \omega\right) \cdot \mathbf{P}\left(\mathbf{r}^{\prime} ; \omega\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{D.10}
\end{align*}
$$

which defines the dyadic Green's function

$$
\begin{equation*}
\mathrm{G}_{d}(\mathbf{r} ; \omega)=\left(\mathrm{I}+\frac{\nabla \nabla}{k^{2}}\right) \frac{e^{i k \mathbf{r}}}{\mathbf{r}} \tag{D.11}
\end{equation*}
$$

where I represents the identity dyad.
In spherical coordinates, $\mathrm{G}_{d}(\mathbf{r})=\mathrm{G}_{d}(r)$ and the spatial derivatives become particularly easy to compute. Accordingly,

$$
\begin{align*}
\nabla \nabla \frac{e^{i k r}}{r} & =\nabla\left(\frac{e^{i k r}}{r^{2}}(i k r-1) \hat{\mathbf{r}}\right) \\
& =\hat{\mathbf{r}} \nabla\left(\frac{e^{i k r}}{r^{2}}(i k r-1)\right)+\frac{e^{i k r}}{r^{2}}(i k r-1)(\nabla \hat{\mathbf{r}})  \tag{D.12}\\
& =\left[\left(\frac{3}{r^{2}}-\frac{3 i k}{r}-k^{2}\right) \hat{\mathbf{r}} \hat{\mathbf{r}}+\left(-\frac{1}{r^{2}}+\frac{i k}{r}\right) \mathrm{I}\right] \frac{e^{i k r}}{r}
\end{align*}
$$

Inserting this expression back into eq. (D.11) then gives

$$
\begin{align*}
G_{d}(r) & =\left[\left(\frac{3}{k^{2} r^{2}}+\frac{3}{(i k) r}-1\right) \hat{\mathbf{r}} \hat{\mathbf{r}}+\left(-\frac{1}{k^{2} r^{2}}-\frac{1}{(i k) r}+1\right) \mathrm{I}\right] \frac{e^{i k r}}{r}  \tag{D.13}\\
& =\left[(\mathrm{I}-\hat{\mathbf{r}} \hat{\mathbf{r}})-(\mathrm{I}-3 \hat{\mathbf{r}} \hat{\mathbf{r}})\left(\frac{1}{(i k) r}+\frac{1}{k^{2} r^{2}}\right)\right] \frac{e^{i k r}}{r}
\end{align*}
$$

Having eliminated the spatial derivatives, we can perform the inverse of the Fourier transform that gave eq. (D.9). Inserting eq. (D.13) back into eq. (D.10) and replacing $k$ with $\omega$ gives

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, \omega)=-k_{2} \int\left[(\mathrm{I}-\hat{\mathbf{r}} \hat{\mathbf{r}})(-i \omega)^{2}+(\mathrm{I}-3 \hat{\mathbf{r}} \hat{\mathbf{r}})\left(c \frac{(-i \omega)}{r}+\frac{c^{2}}{r^{2}}\right)\right] \frac{e^{i k r}}{r} \cdot \mathbf{P}\left(\mathbf{r}^{\prime}, \omega\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{D.14}
\end{equation*}
$$

where $\hat{\mathbf{r}}=\left(\mathbf{r}-\mathbf{r}^{\prime}\right) /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$. Exchanging $-i \omega$ for a time derivative and restoring the temporal convolution,
$\mathbf{E}(\mathbf{r}, t)=-k_{2} \iint\left[(\mathrm{I}-\hat{\mathbf{r}} \hat{\mathbf{r}}) \frac{\partial_{t}^{2} \delta\left(t_{R}-t^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+(\mathrm{I}-3 \hat{\mathbf{r}} \hat{\mathbf{r}})\left(\frac{c \partial_{t} \delta\left(t_{R}-t^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}+\frac{c^{2} \delta\left(t_{R}-t^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}\right)\right] \cdot \mathbf{P}\left(\mathbf{r}, t^{\prime}\right) \mathrm{d}^{1} t^{\prime} \mathrm{d}^{3} \mathbf{r}^{\prime}$.

The derivatives acting on the $\delta$-functions make little sense, thus we can apply them equally to $\mathbf{P}(\mathbf{r}, t)$ again due to the linearity of the operators. As a result,

$$
\begin{equation*}
\mathrm{E}(\mathbf{r}, t)=-k_{2} \int(\mathrm{I}-\hat{\mathbf{r}} \hat{\mathbf{r}}) \cdot \frac{\ddot{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+(\mathrm{I}-3 \hat{\mathbf{r}} \hat{\mathbf{r}}) \cdot\left(\frac{c \dot{\mathbf{P}}\left(\mathbf{r}^{\prime}, t_{R}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}+\frac{c^{2} \mathbf{P}\left(\mathbf{r}^{\prime}, t_{R}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}}\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{D.16}
\end{equation*}
$$

where dots indicate derivatives with respect to $t$ (or, equivalently, $t_{R}$ ).
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[^0]:    ${ }^{1}$ The arrow in these operations denotes an operation akin to assignment; this prediction/ correction does not define $x\left(t_{W}\right)$, only the steps of an iteration that will converge on $x\left(t_{W}\right)$ (or an approximation thereof).

[^1]:    ${ }^{1}$ In particular this means one can choose parameters such that the error in the calculation falls below the floating point error of a given machine, thus fast solution techniques produce identical results to their naïve counterparts with no discernible approximation error.

[^2]:    ${ }^{3}$ Because of this, rotating-wave systems share a large number of similarities with their fully frequency-domain counterparts.

[^3]:    ${ }^{4}$ In principle this analysis works equally well in the original ( $x_{\text {src }}, x_{\text {obs }}$ ) coordinate system. The polynomial coordinate has three advantages, however: it indexes the expansion points "logically" from left to right, $x_{p}^{\min } \in \mathbb{Z}$ and thus the Vandermonde matrix has infinite precision, and it makes the interpolation error in terms of $h$ explicit.

[^4]:    ${ }^{1}$ Many numerical integrators use much more sophisticated methods than a weighted sum, but the idea of intelligently evaluating the integrand remains the same.

[^5]:    ${ }^{1}$ For convenience, Latin letters index functions while Greek letters index points.

