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ABSTRACT

NATIONAL AND INTERNATIONAL
SYSTEMS: A COMPUTER SIMULATION

by

Stuart Allan Bremer

This research entails the development and evaluation
of a computer simulation model of some aspects of inter-
national relations. The model, the Simulated International
ProcessER (SIPER) is an extension of the Inter-Nation
Simulation (INS) model, a man-machine simulation. Decision-
making participants have been replaced with sets of decision-
making and information processing rules.

These rules generate a variety of national behavior
including revolutions, resource allocation, trade, aid
granting, and diplomatic conflict. Arms races, economic
growth and stagnation, and conflict spirals are just a few
of the emergent properties éf the model.

Twenty-four five-nation international systems were
created to evaluate the performance of the model. A series
of hypotheses about the relationships between three attribute
variables and fourteen behavior variables for real and
simulated nations were tested. It was found that SIPER
corresponds to the real world in about two-thirds of the

relationships examined, while INS corresponds to the real






world in just under one-half of the relationships. It
appears that the behavior of SIPER-generated nations better
approximates the behavior of referent nations than does the
behavior of INS-generated nations.

A comparison of some static, structural characteristics
of SIPER, INS, and referent international systems suggests
that the SIPER and INS systems correspond quite closely to
the early nineteenth century European state system. Among
contemporary referent systems, the correspondence for SIPER
and INS systems is greatest with regard to developing systems.

A comparison of some dynamic characteristics of SIPER
and referent international systems was done using different
time scales. Applying a time scale where one period of
simulated time equals one year of real time indicates that
the magnitude of change in the SIPER systems is much greater
than that which has characterized the Western community in
recent years. Further study of situations where rapid
social change is found in referent systems suggested that
the simulated international systems have more in common
with referent systems preparing for war than referent
systems suffering from economic depression.

A time scale of one period of simulated time equal
to one decade of real time yields better correspondence
for the simulated systems and suggests that the model is
better suited for generating long trends in behavior than

short term variations.
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CHAPTER I

INTRODUCTION

The research to be reported here entails the develop-
ment and evaluation of a computer simulation model of
international relations. The model has been named SIPER
(Simulated International ProcessER) to acknowledge the
generous support received from the Simulated International
Processes project of Northwestern University and its director,
Harold Guetzkow.

We think it profitable to review some of the factors
that led us to undertake this research, for these will help
to establish the context within which the research is to
be viewed.

The Inter-Nation Simulation model, developed by Harold
Guetzkow and his associates at Northwestern University,l
played a major role in the development of the SIPER model.
It is perhaps inappropriate to refer to the INS model in
the singular. The work that has been done with the Inter-

Nation Simulation has produced a family of models.

lFor a discussion of their early efforts see Harold
Guetzkow, Chadwick F. Alger, Richard A. Brody, Robert C.
Noel, and Richard C. Snyder, Simulation in International
Relations (Englewood Cliffs, N.J.: Prentice-Hall, Inc.,
1963).







If we may be permitted to continue the analogy, we see
three main blood lines emanating from the original work by
Guetzkow. These blood lines correspond to the three fairly
distinct purposes that the INS model has served: teaching,
laboratory research, and testing and extension of the model
itself.

In the first lineage we find the Guetzkow and Cherry-

3

holmes version,2 the Skinner and Wells version,” and William

Coplin's World Politics Simula’cionll to name just a few.

Each of these efforts is directed at improving the initial
INS model as a replicator of decision-makers' environments.
Coplin, for example, has elaborated the internal aspects of
the nation in an effort to more fully replicate the kinds of
domestic pressures that are exerted on decision-makers. The
primary objective in his efforts is to enhance for partici-
pants the realism of the simulation.

The second line of déscent'uses the INS to test in a
laboratory setting certain types of experimental effects.

These effects, such as nuclear proliferation, do not lend

2Harold Guetzkow and Cleo H. Cherryholmes, Inter-
Nation Simulation Kit (Chicago: Science Research Associates,
TGy 19665

3Donald D. Skinner and Robert D. Wells, Jr., Michigan
Inter-Nation Simulation (Ann Arbor: The Department of
Political Science and The Center for Research on Learning
and Teaching, The University of Michigan, 1965).

uWilliam D. Coplin, World Politics Simulation, II
(Detroit: Department of Political Science, Wayne State
University, 1967).







themselves to more traditional methods. Variations in the
INS model have been developed by Brody and Driver,5 Hermann
and Hermann,6 Raser and Crow,7 Meier and Stickgold,8 and
Burgess and Robinson.9 The experiments using the INS model
or one of its descendants are too numerous to recount, and
their number continues to grow.

The third lineage, and one that this work is heir to,
is concerned with the evaluation and extension of the INS

model as a theory of international politics. Most notable

5Richard A. Brody, "Some Systemic Effects of the Spread
of Nuclear Weapons Technology: A Study through Simulation
of a Multi-Nuclear Future," Journal of Conflict Resolution,
Vol. VII, No. 4 (December, 1963), pp. 665-753. See also
Michael J. Driver, "A Cognitive Structure Analysis of
Agression, Stress, and Personality in an Inter-Nation
Sigulation" (Lafayette, Indiana: Purdue University, August,
1965) .

6Charles F. Hermann and Margaret G. Hermann, "An
Attempt to Simulate the Outbreak of World War I," American
Political Science Review, Vol. LXI, No. 2 (June, 1967),
pp. H00-416.

7John Raser and Wayman Crow, WINSAFE II: An Inter-
Nation Simulation Embodying Capacity to Delay Response
(La Jolla, Calif.: Western Behavioral Sciences Institute,
July, 1964).

8Dorothy L. Meier and Arthur Stickgold, "Progress
Report: Event Simulation Project-INS 16" (Evanston, Ill.:
Simulated International Processes, Northwestern University,
1965).

9Philip Burgess and James Robinson, "Alliances and the
Theory of Collective Action: A Simulation of Coalition
Processes," in James N. Rosenau, ed., International Politics
and Foreign Policy (New York: The Free Press, 1969), pp.
0-653.







in this regard is the work of Richard Chadwick,lo Charles

Elder and Robert Pendley,ll and, of course, Paul Smoker.12
The International Processes Simulation developed by Paul
Smoker represents a quantum jump in the evolution of the
Inter-Nation Simulation.

It would be misleading to suggest that there has not
been interaction between these three lines of descent. The
teachers, experimentalists and modelers have borrowed from
one another, and in some cases it would be difficult to
identify their primary roles. In the case of this research,
we have used the experience gathered by participating in and

running the Inter-Nation Simulation in a classroom context,

lORichard W. Chadwick, "Developments in a Partial
Theory of International Behavior: A Test and Extension of
Inter-Nation Simulation Theory" (Evanston, Ill.: unpublished
Ph.D. thesis, Department of Political Science, Northwestern
University, 1966).

llCharles D. Elder and Robert E. Pendley, "Simulation
as Theory Building in the Study of International Relations"
(Evanston, Ill.: Simulated International Processes project,
Northwestern University, July, 1966).

"An Analysis of Consumption
Standards and Validation Satisfaction in the Inter-Nation
Simulation in Terms of Contemporary Economic Theory and Data"
(Evanston, Ill.: Simulated International Processes project,
Northwestern University, November, 1966).

Robert E. Pendley and Charles D. Elder, "An Analysis
of Office Holding in the Inter-Nation Simulation in Terms
of Contemporary Political Theory and Data of the Stability
of Regimes and Governments" (Evanston, Ill.: Simulated
International Processes project, Northwestern University,
November, 1966).

12Paul L. Smoker, "An International Processes Simula-
tion: Theory and Description" (Evanston, I1l.: Simulated
Inggrnational Processes project, Northwestern University,
1968).






as well as the insight generated by the experimentalists and
the extensive validation studies of the model itself.13

We think that this research, like Smoker's, represents
a2 gquantum jump in the evolution of the INS model. The two
represent, however, in one fundamental sense, movements in
different directions. Smoker, by extending the programmed
aspects of the model, has greatly elaborated the national
and international context within which participants are
placed. This work seeks to program the previously unpro-
grammed aspects of the basic Inter-Nation Simulation and
render the INS model a "complete" theory of international
politics.

We do not wish to debate the virtues of man-machine
versus all-machine simulation models.lu We do not have
sufficient information to make cost-benefit comparisons at
this time. Our own experience suggests that computer models,

compared to man-machine simulations, may be more costly, in

time and money resources, in the development stage, but less

13For an excellent summary discussion and bibliography
of the validation of the INS model, see Harold Guetzkow,
"Some Correspondences between Simulations and "Realities"
in International Relations" in Morton A. Kaplan, ed., New
Approaches to International Relations (New York, St. Martin's
Press, 1968), pp. 202-269.

lL‘For a comparison of three simulations, the Political-
Military Exercise, the Inter-Nation Simulation, and the
TEMPER computer simulation, see Hayward R. Alker, Jr. and
Ronald D. Brunner, "Simulating International Conflict: A
Comparison of Three Approaches," International Studies
Quarterly, Vol. 13, No. 1 (March, 1969), pp. 70-110.
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costly once they reach maturity. The matter of benefits

raises the larger question of the purpose of this research.
John Raser has described the motivation underlying

the creation of "skeletal" simulations in the following way.

The researcher does not try to narrow his focus to one
small segment or aspect of human social behavior;
instead he tries to simulate a large and complex
system, such as 'international relations.' But he
knows that he can not identify all the units or the
relationships among them. So he selects those units
and those relationships about which his information
is greatest and, using them as a framework--as the
'bones'--he builds a skeleton of international rela-
tions. He hopes that by continually gathering more
data in the field, by operating the simulation over
and over and thus learning what is pertinent, he
slowly will be able to flesh out the bones of his
skeleton until someday he has a more complete simula-
tion of the system in which he is interested. In the
meantime, he must be aware that he has abstracted and
cruelly abbreviated, that his simulation_is to real
life what a skeleton is to a living man.

We feel that the all-computer mode of operation lends itself
more readily to the incrementalist research strategy that
Raser is talking about than does the man-machine mode of
operation. The differences generated by a change in the
model can be quickly observed and evaluated once the computer
model has reached a certain level of maturity.

Moreover, Raser's comments are directed at the heart
of the underlying rationale for the present research. Our
ultimate objective 1is to create a computer simulation model
of international relations with which we can study the

dynamics of international systems. This objective can only

15John R. Raser, Simulation and Society (Boston: Allyn
and Bacon, Inc., 1969), pp. 27-28.







be attained in a slow, evolutionary fashion, and the method
of computer simulation seems well suited to this.

The selection of an incrementalist research strategy
explains, for the most part, why we chose to use an existing
model, the Inter-Nation Simulation, as our point of departure
rather than creating a totally new model like Technological,
Economic, Military, and Political Evaluation Routine
(TEMPER)16 or Benson's "Simple Diplomatic Game."l7

Our resources would not permit the creation of a model
to rival TEMPER, and we feel that such an effort would be
premature given our limited knowledge. According to Raser

[TEMPER] has been defined as a completed simulation--

it is in the hands of those who must justify its

existence by immediate use in policy development
rather than as a vehicle for its own improvement. It
seems likely that TEMPER will remain in its present
state and that its weaknesses will be permanent draw-
backs rather than takeoff points for improvement as
is the case with the INS, which remains in the hands
of its builders as a dynamic research technique.18
Raser continues, "[AJny social simulation effort is not

going to achieve high structural isomorphism at its early

stages; the pertinent question is whether its builders are

16TEMPER: Technological, Economic, Military, and

Political Evaluation Routine (Bedford, Mass.: Raytheon
Company, Vol. 1-7, 1965-1966).

17Oliver Benson, "Simulation of International Relations
and Diplomacy" in Harold Borko, ed., Computer Applications

in the Behavioral Sciences (Englewood Cliffs, N.J.: Prentice-
Hall, Inc., 1962), pp. 574-595.
18

Raser, op. cit., pp. 149-150.






placing their highest premium on a 'product' or on a
process."19

The computer model which serves as the'basis for this
research is not complete in the sense that TEMPER is. At
best it is a partial theory of international relations
embodied in a form that is intelligible to a computer. On
the other hand, it is a step up from Benson's model, and,
all things considered, we see the SIPER model as one of the
most complex and consistent theories of international rela-
tions in existence today.

As we see it, there is a strong need for the develop-
ment of computer models which have predictive power with
respect to international phenomena. Jay Forrester argues
that complex systems are counter—intuitive.zo By this he
means that there is a strong tendency for choices which are
based on experience gained from less complex systems to have
the opposite effects from those intended. If this principle
holds for the international system as well, it may be the
case that complex computer simulation models offer us the
only effective way of evaluating the long-term consequences

of policy choices.

1pig., p. 150.

20Jay Forrester, Urban Dynamics (Cambridge, Mass.:
The MIT Press, 1969). Chapter 7, "Notes on the Nature of
Complex Systems," is particularly informative.






We have tried to keep this introduction short, for the
work itself is lengthy and complex. The next chapter presents
the theory that the model embodies, and the following chapter
indicates the parameter and variable settings that were used
in the set of computer runs reported on in Chapters IV and V.
Chapter VI is devoted to a discussion of the overall strengths
and weaknesses of the model and the direction in which future
research is to proceed. This is followed by an appendix con-
taining the computer program and a glossary of terms

frequently used.




Lobos =i Jeidd

iy L AN NS R




CHAPTER II
THE SIMULATION MODEL

The description of a complex model is always a difficult
task, and to facilitate the understanding of this model, the
description has been broken down into several sections.

Sectionsl and 2 deal with some basic economic and
political concepts and relationships. The substance pre-
sented in these sections is derived largely from the Inter-
Nation Simulation model,1 and the reader should thoroughly
familiarize himself with these concepts and relationships
before the later sections are attempted.

Section 3 is concerned with basic information process-
ing rules in the model, and their centrality is such that a
discussion of this subject seems warranted before the
decision-making processes in sections 4, 5 and 6 are dis-
cussed.

The decision processes in these latter sections are
described in the order that they are executed by a simulated

nation in the course of one period of simulated time. With

lSee Harold Guetzkow, et al., Simulation in Inter-
national Relations (Englewood Cliffs, N. J.: Prentice-Hall,
Inc., 1963), Chapter 5, "Structured Programs and their
Relation to Free Activity within the Inter-Nation Simulation,"
pp. 103-149. This is particularly illuminating regarding the
structure and process of the Inter-Nation Simulation model.

10
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reference to the total time cycle the reader should bear in
mind that the concepts and relationships discussed in
sections 1 and 2 define both the state of the national
system in the pre-decisional stage and the consequences for
the national system in the post-decisional stage.. The
consequences of decisions made in time period T constitute
the pre-decisional situation in period T+1l, as is character-
istic of iterative models.

Before beginning our description we should indicate
some of the notational conventions that will be used in what
follows. An effort has been made to allow the reader to
refer to appropriate parts of the computer program contained
in the appendix, and to facilitate this the relevant computer
instruction numbers are contained in brackets where reference
is appropriate. In the equations that follow T refers to
the present period of time, I to the nation which is making
the decisions, and J to a specific other nation which is the
object of nation I's decision-making. In the case of multiply-
subscripted variables, the first subscript is the source of
action and the second is often the target of action.

We will follow two conventions with regard to parameters.
Those which are found in equations derived from the INS model
will be found in the footnotes, while those in sections 3
through 6 will be discussed further in Chapter III.

For ease of reference, a glossary of terms used in the

model follows the appendix.
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1. Basic Economic Concepts and Relationships

The economic system is Keynesian in nature in the
sense that there are three sectors of economic activity:
consumption, investment, and government. Consumption refers
to that sector of economic activity which is concerned with
the production of "final goods" with which "the population
replenishes or increases its energies and ministers to its

wants and needs...."2

The value produced by this sector
will be referred to as consumption satisfaction, or CS.
Investment refers to that sector of economic activity
which is concerned with the production of value which has
the characteristic of being able to produce more value.3
We shall refer to this value as basic capability, or BC.
For our purposes the government sector will be
equated with that aspect of economic activity which is
concerned with the maintenance of the internal and external
security of the system.q Other governmental economic
activities are considered to be either consumption, such
as government transfer payments, or investment, such as

subsidies to industries. The value produced by activity in

this sector has the characteristic of being able to destroy

2Robert L. Heilbroner, Understanding Macro-Economics
(Englewood Cliffs, N. J.: Prentice-Hall, Inc., 1968), p. 13.

3

Ibid., p. 14.

uThis assumption does not seem unreasonable since
governments are typically defined as social institutions
having a legal monopoly over the use of force.
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other value. This will be called force capability, or FC.

Value production occurs when resources are allocated
to an economic sector. These resources, the factors of
production, are represented in the model by a unidimensional
measure of resource capability, total basic capability, or
TBC. Allocation to the investment sector increases the
resource capability of the national system in the future;
hence, total basic capability may be thought of as the
accumulated past basic capability (BC) production.

The value produced by an allocation of TBC to an
economic sector depends upon the size of that allocation
and the efficiency of the economic sector. Each sector has
a generation rate associated with it that states the output
of the sector given a unit input of TBC. For example, the
consumption satisfaction sector may have a generation rate
of 1.4 for a particular nation, in which case an allocation
of 100 TBC units will produce 140 units of CS value. Each
nation has a set of three generation rates (CSGR, BCGCR,
FCGR), which may be considered analogous to what the
economists call opportunity costs, and these rates will
differ from nation to nation in response to their level of
development and degree of specialization.

There is a second kind of value accumulation which
occurs in the economic system. Force capability value
accumulates in such a way that at least part of the value
produced in the present time period will be available for

use in a future time period. The storage area for force






14

capability is called total force capability (TFC), and the
level of this variable determines the amount of force
capability which can be used in defense of the system at
any time.

These two value reservoirs, TBC and TFC, are assumed
to depreciate, In other words; there is a flow from the
reservoirs to entropy. Hence, to maintain constant levels,
allocations to the investment and defense sectors are
necessary. The rate of depreciation for TBC is either
2 per cent, 5 per cent, or 10 per cent, depending upon a
stochastic determination in which each rate is given an
equal probability of being used. The rates of depreciation
for TFC are 20 per cent, 30 per cent, or 40 per cent, depend-
ing upon a stochastic determination as discussed above.

We can now establish some basic relationships in
equation form. With regard to nation I at time T the amount

of CS value produced is expressed as

€s(I,T) = CSP(I,T) * TBC(I,T) * CSGR(I), (1)

where CSP is the proportion of national resources allocated
to consumption. Similarly the BC value produced is expressed

as

BC(I,T) = BCP(I,T) ¥ TBC(I,T) * BCGR(I), (2)

and the FC value produced is expressed as

FC(I,T) = FCP(I,T) * TBC(I,T) * FCGR(I). (3)
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CS value is completely consumed, but BC and FC value

accumulate in the following ways:

TBC(I,T+1) = TBC(I,T) + BC(I,T) - DBC(I,T) ¥ TBC(I,T) and
(€)]

TFC(I,T+1) = TFC(I,T) + FC(I,T) - DFC(I,T) ¥ TFC(I,T), (5)

where DBC and DFC are the selected depreciation rates
discussed earlier.

The setting of values for CSP, BCP and FCP constitute
major decisions which have far ranging consequences for the
simulated national systems, and it is to the nature of these

consequences that we now turn our attention.

2. Basic Political Concepts and Relations

In the previous section we discussed a set of decisions
concerned with the allocation of resources to the production
of value. This set of decisions involves the authoritative
allocation of value, which, according to Easton, is the
domain of the political system.5

The making of decisions necessarily entails the
existence of a set of decision-makers, and in this context the
term decision-makers may be thought of as parallel to the

concept of elite. Whether we consider them the "influential"

5David Easton, A Framework for Political Analysis
(Englewood Cliffs, N. J.: Prentice-Hall, Inc., 1965).
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as Lasswell does,6 or the "active population" as Rashevsky
does,7 "by an 'elite' we mean a very small (usually less
than .5 per cent) minority of people who have very much more
of at least one of the basic values than have the rest of

8 ey
S In an Eastonian sense our "decision-

the population...
makers" are the authoritative allocators of the system.

In the previous section we specified that economic
activity in the consumption sector produced value that was
consumed by the "population." These consumers, which, in
conformity with the INS model, we shall call validators, may
be thought of as the masses or non-elite. We need not be
concerned at this level of abstraction with the question of
who 1s and who is not a member of the elite and therefore
a "decision-maker." We need only postulate that the popula-
tion of a nation can be divided up for analytical purposes
into those who have more and those who have less control

9

over the behavior of the nation.

6Harold D. Lasswell, "Introduction: The Study of

Political Elites," in Harold D. Lasswell and Daniel Lerner,
eds., World Revolutionary Elites (Cambridge, Mass.: The
M.I.T. Press, 1965), pp. 4-6.

7Nicholas Rashevsky, Mathematical Theory of Human
Relations: An Approach to a Mathematical Biology of Social

Phenomena (Bloomington, Ind.: Principia Press, 1947),
pp. 148-149.

8Karl W. Deutsch, The Analysis of International Rela-
tions (Englewood Cliffs, N. J.: Prentice-Hall, Inc., 1968),
p. 63

9Among the more recent works incorporating the distinc-

tion between elite and mass is Ted R. Gurr, Why Men Rebel
(Princeton, N. J.: Princeton University Press, 1969).
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We begin our discussion of the programmed relationships
between the decision-makers and validators with a considera-
tion of the demands which the validators make of the decision-
makers. [H21-H38] The demands fall into two areas.

1) The validators expect a certain flow of CS value

into thedir hands.

2) The validators expect a certain level of national

security.
The specification of these demand functions follows the
formulations used in the Inter-Nation Simulation.lo

With regard to the first demand, let us assume the
existance of a minimum level of CS value flow below which
the nation cannot go without ceasing to exist. This may be
thought of as the subsistance level or simply the maximum
deprivation that the validators will endure. We will call
this variable CSmin, and it is a function of the CS value
production potential of the nation (CSmax). CSmax is in
turn a function of the value productive resources of the
nation, TBC, and the productivity of the consumption sector,

CSGR.ll

CSmax = TBC * CSGR (6)

The minimum CS value flow will be12

lOGuetzkow, op. cit., pp. 122-127.

l1pid., p. 123.

lzIbid., p. 124. The parameter K is conventionally set
at 380,000.
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CSmin = (1-CSmax/k) ¥ CSmax (C70)

CSmax and CSmin represent the maximum and minimum demands of
the validators with respect to CS value flow.

The validators give support to the decision-makers in
response to the level of CS value flow at any point in time
in relation to this minimum and maximum. This support is
manifested in the variable of validator satisfaction with
respect to consumption satisfaction, or VScs. As specified
in the Inter-Nation Simulation, VScs is dependent on three
factors.

1) For consumption near minimum consumption standards,
validator satisfaction depends on the relation of
consumption satisfaction to minimum consumption
levels.

2) Once minimum consumption standards have been met,
larger and larger increases in consumption are
necessary to produce corresponding changes in
validator satisfaction.

3) This saturation effect is more pronounced for

wealthier nations.l3

The formulation of this is as I‘ollows:lll

VScs = 1 + r ¥ (CS/CSmin-1) - v ¥ CSmax/CSmin ¥ (CS/CSmin—l)2

(8)

13Ibid.

luIbid., p. 125. The r and v parameters are conven-

tionally set at 55.0 and 41.0, respectively.
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In an aggregate sense, then, the support the validators
give to the decision-makers is partially a function of the
level of the CS value flow, the value productive resources
of the nation, and the efficiency of the mechanisms that
produce the CS value.

The second area of validator demands is national
security. [H53-H70] Here we postulate that the validators
expect a distribution of world force capability favorable
to their national security, as well as a favorable distribu-
tion of potential force capability. The support the valida-
tors give to the decision-makers in response to the satisfac-
tion of this demand is called validator satisfaction with
respect to national security, or simply VSns. However, in
determining the distribution of world force capability, the
validators do not perceive internal coercive forces as factors
in their decision. Since total force capability includes
forces for the control of external and internal systemic threat,

we want to remove the force capability devoted to internal

control (FCic) from the support equation. That equation 1515
allies
I (TFC-FCic + a'¥*TBC)
= *
Ll ey T (TFC-Fcic + a'¥8C) * P’ 9

non-allies

The minimum value of VSns is 1.0, and the maximum is 10.0.

A VSns of less than 1.0 indicates that the nation should be

15Ibid., p. 126. The suggested values for w, a' and b'
are 3.0, 0.5, and 1.3, respectively.
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considered "disengaged from the armaments race,”l6 and a
favorable balance of forces ceases to be a demand for the
validators. In this case support is solely dependent on
consumption flow.

The aggregate support for the decision-makers, called
VSm, is-a weighted average of the two support factors dis-
T

cussed above. [H71-H73]

VSm = e ¥ VScs + g ¥ VSns (10)

It is clear that political systems differ in the degree
to which decision-makers are dependent upon validator support
for their continuation as decision-makers. The power to
disregard the wishes of the validators is called decision
latitude (DL).18 Political systems with low decision lati-
tude may be considered open,19 flexible,zo non—directive,2l

or accessible.22 In any event, this may be considered a

61544, , p. 127.

l7Ibid., p. 114. The suggested values for weights
e and g are both 0.5.

181p34., pp. 115-117.

19James N. Rosenau, "Pre-theories and Theories of
Foreign Policy," in R. Barry Farrell, ed., Approaches to
Comparative and International Politics (Evanston, I11.:
Northwestern University Press, 1966), pp. 27-92.

2OQuincy Wright, The Study of International Relations
(New York: Appleton-Century-Crofts, Inc., 1955), pp. 543-553.

21Morton A. Kaplan, System and Process in International
Politics (New York: John Wiley & Sons, 1957), pp. 54-56.

22Phillip M. Gregg and Arthur S. Banks, "Dimensions of
Political Systems: Factor Analysis of a Cross-Polity Survey,"
American Political Science Review, LIX (1965), pp. 602-614.
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structural variable which mediates the relationship between
the decision-makers and validators. [H74-H91]
Decision latitude 1s not necessarily constant. It
is assumed that the validators will periodically seek to
change the political system by making it more responsive
to their wishes or demanding more leadership from the deci-
sion-makers. In the model, a unit increment in DL, a unit
decrement in DL, and no change in DL are equally likely
outcomes of a stochastic decision process in any given
period of time. The variable DDL introduces random shocks
into the relationship between the decision-makers and
validators, to which the system must adapt.23
Returning now to the question of the relationship
between the degree to which the validators are satisfied
and the stability of the political system, we assume, as

INS does, thatau

POH = a ¥ (b-DL) ¥ VSm + ¢ ¥ (DL-d) (11)

23In the original INS model, provision was made for the
decision-makers to initiate increases in decision latitude.
It was not included in this extension because an inspection
of INS data indicated the option was seldom used by partici-
pants and it was thought desirable to simplify the model
somewhat by its exclusion.

246uetzkow, op. cit., p. 111. The suggested values
for a, b, ¢, and 4 are 0.01, 11.0, 0.1, and 1.0 respectively.
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POH, as it is used here, is a measure of the stability of
the system, as suggested by Elder and Pendley.25
It will be recalled that in the VSns formulation,
equation 9, there was a term FCic, or force capability
devoted to internal control. The role of coercive forces
in the control of internal threats to the political system
is well established,26 and it is assumed that the decision-
makers will alot some proportion of their total force
capability to the performance of this function. The impor-
tance of this force will become clear when we consider
another way in which the validators may manifest their
support or lack of support for the decision-makers.
Revolutions may occur in the simulated nations, and
their occurrence is dependent on four factors. If the
overall validator satisfaction, VSm, is above a revolution
threshold, m, revolution is not considered possible.27 iPLf
this threshold value is not reached, then the probability of

revolution is dependent upon the nature of the political

system and the level of coercive forces, in the following

25Robert E. Pendley and Charles D. Elder, "An Analysis
of Office-Holding in the Inter-Nation Simulation in Terms of
Contemporary Political Theory and Data on the Stability of
Regimes and Governments" (Evanston, Il1l.: Simulated Inter-
nagé?nal Processes Project, Northwestern University, November,
19 %

6Gurr, op. cit.

27VSm varies from 1 to 10, and the revolution threshold
was set at 3.
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manner.

* DL - k' *¥ (FCIc/TFC) + 1
h'

PR = &

The final decision as to whether a revolution occurs or
not depends upon a stochastic decision process. Should a
revolution occur, however, there are substantial costs to
the national system. All force capability devoted to
internal control (FCic) is considered lost in defense of the
system. Furthermore, there are substantial losses in the
productive capacity of the system; 20 per cent of the nation's
total basic capability is assumed lost in the event of a
revolution. On the other hand, there are benefits to be
gained from a revolution in the form of momentary increases
in the overall validator support. In the period following
the revolution an increase in VSm of two units is credited
and a one unit bonus is given in the period after that.29

It should be clear by now that we have described a set
of conceptual variables that we may use to define the pre-
decisional and post-decisional states of a simulated nation
and a set of relationships which determine the transformation
of the system given the outcome of the decisional stage.

It is to this stage that we now turn our attention.

28Guetzkow, op. cit., pp. 130-131. The parameters g',

k', and h' were set at 0.1, 3.3, and 2.0 respectively. With
these parameters the maximum ratio of FCic to TFC is 0.3.

291pid., pp. 131-132.
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3. Basic Information Processing

In the following sections we will refer occasionally
to the development of expectations by one nation as to the
future behavior of another nation. In this section we will
discuss how these estimates of future behavior are formulated.3o

The central thesis of this section is that nations use
information processing rules to forecast the behavior of other
nations. Since much national behavior is, in part, antici-
patory in nature, it is a matter of no small importance how
future behavior is estimated. An underlying assumption of
all the information processing rules to be discussed here is
that the best estimate of future behavior is to be found in
the analysis of past and present behavior. [B1-B60]

One of the simplest kinds of information processing
rules involves the extension of the present into the future.
For activity X, nation J's level of activity in the next

time period, T+1, is
X(J,T+1) = X(J,T) (13)

This simple rule states that what is happening now is the
best estimate of what will happen in the future. We have

labeled this Rule 4.

3OThis and the following sections have benefited from
the work of Richard Cyert and James March, A Behavioral
Theory of the Firm (Englewood Cliffs, N. J.: Prentice-Hall,
Inc., 1963) and Charles Bonini, Information Processing and
Decision-Making in the Firm (Englewood Cliffs, N. J.:
Prentice-Hall, Inc., 1967).







25

Rule 3 is a little more sophisticated in nature as it
admits to the possibility of change, but change is viewed

in a disjointed, incrementalist way.31

XRTELE)y = (O, + [X(@,T)'s X y0=1 (14)

In this rule the future level of behavior X for nation J is
taken as the present level plus the last change in behavior.
This rule is similar in many respects to the kinds of
equations found in the Vietnam simulation model of Milstein
and Mitchel.32
Information Rule 2, on the other hand, utilizes more
past behavior than Rules 3 and 4, but, with regard to the

expectation of change, it lies somewhere between the two.

Rule 2 is

T
I x(J,K)
X(J,T+1) = 532%§ﬁ¢i———— (15)

where m+l indicates the number of time periods in the memory
span.
Rule 1 is considerably more sophisticated than the

previous rules. It is based on the conception that behavior

3lFor‘ a discussion of the disjointed incrementalist
view see David Braybrooke and Charles E. Lindbloom, A
Strategy of Decision (New York: The Free Press, 1963).

323ee Jeffrey S. Milstein and William C. Mitchell, "A
Quantitative Analysis and Predictive Computer Simulation,"
Peace Research Society (International) Papers, X (1968),
pp. 161-213. They find that changes in behavior are often
more significant than the absolute level of behavior.
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over time manifests itself in the form of trends. The
detection of these trends will enable the nation to esti-
mate a future state. The rule is operationalized by the
application of a linear regression of the past behavior on

time. The rule states that

X(J,T+1) = a + b * (T+1) (16)

where a and b are the constant and slope of the regression
line estimated with the standard linear estimation procedures
on values of X prior to T+1l.

These four information processing rules are by no
means exhaustive of the types of rules one could formulate,
but they do represent the relevant aspects of two dimensions
of information processing.

The first dimension is concerned with the expectation
of change. If one presupposes his environment to be relatively
stable, holding few surprises, then one would be led to
formulate his expectations as to the future state of that
environment in a different manner than if the presupposition
is the opposite. The second dimension we think important here
is concerned with the presupposition of a signal-to-noise
ratio. If one has great faith in the information upon which
estimates of future behavior are to be based, then, again,
we would expect predictions to be rendered in a different
fashion than if that information were felt to be unreliable.

Figure 1 illustrates these two orthogonal dimensions.






Environment

Presupposition
Stable
Rule 4: Rule 2:
T
X(J,T+1) = X(J,T) z X(J,K)
_ K=T-m
X(J,T+1) = oD
Accurate Approximate
Information
Presupposition
Rule 3: Rule 1:
X(J,T+1) = X(J,T) X(J,T+1) = a + b ¥ (T+1)
& LRI =
X(J,T-1)1]
Unstable
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We have placed the information rules in the quadrants
they are representative of. The use of Rule 4 presupposes
the existence of a stable environment and accurate informa-
tion since it entails the dual assumptions that future
behavior will be the same as present behavior and that pre-
sent behavior is known accurately. Rule 3 similarly assumes
that past and present behavior are known with accuracy, but
the constancy of behavior is not assumed. Rule 2, on the
other hand, assumes just the opposite of Rule 3, as does
Rule 1 make the opposite assumptions from Rule 4.

We will admit to one more rule which makes no binding
presupposition about the stability of the environment or
the quality of information it has to work with. This rule,
Rule 0, may be considered the pragmatist's choice as it
applies the criteria of what works best in the rendering of
a forecast. Put in its simplest form, Rule 0 entails the
use of that rule, among the four previously discussed, which
hindsight suggests would have been the best one to use the
last time behavior X was analyzed. Accordingly, the rule
which best predicts the present level of behavior without
the benefit of information about the present, is the one that
is used to predict the future. Hence, we allow for the case
where a nation may not constantly use the same rule when it
becomes evident that there is a better one, and to this
extent the nation is capable of learning and adapting with

regard to forecasting.
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The set of information processing rules is now complete.
At the outset of a simulation run we can prescribe that all
nations shall use the same rule or that each nation shall use
a different rule. As we shall see, the set of simulation
runs that will be reported on later involves only a limited
exploration of the possible combinations of information

rules.

4. National Goals

Nations are open, complex, adaptive systems and, as
such, their behavior is purposive. Their behavior is
intended to reduce the perceived discrepancy between the
present state of the nation and some desired future state of
the nation. We are concerned here with the national defini-
tion of that desirable future state.

To define completely the state of a complex system,
be it present or future, we would need a very large number
of dimensions. Theory and prudence inform us, however,
that it is essential that we carefully select a subset of
these dimensions for scrutiny.

The first goal area to be so isolated is political
stability. Decision-making elites have as a major goal of
their behavior the retention of their decision-making posi-
tions. The elites will endeavor to use the resources of the
political and economic systems they command to make their
positions of command secure. This can, of course, have far

ranging consequences. As Robert North pointed out,
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During the summer of 1914...the Austro-Hungarian
leadership, feeling threatened by the spectre of Pan-
Slavism, put forward the preservation of the dual
Monarchy at all costs as their major policy goa1.33
The second goal area that will guide the behavior of

the decision-making elite of a nation is economic growth.

The expansion of national productive capability has, parti-

cularly in this century, been a major objective. Organski

has stated, "wealth is [a] goal that is sought to some extent

by every nation."aq
The third end toward which national behavior is directed

is national security. By this we mean that nations act to

further the continuation of their existance in the face of

real or imagined external threats. As Raymond Aron has

noted,

Each political unit aspires to survive. Leaders
and led are integrated in and eager to maintain the
collectivity they constitute together by virtue of
history, race or fortune.3
Political stability, economic growth, and national

security by no means constitute an exclusive set of national
objectives. They are, however, quite universal among nations

and clearly prominent in the literature of international

relations.

33Robert C. North, "Decision-making in Crisis: An
Introduction," Journal of Conflict Resolution, VI, No. 3
(September, 1962), p. 198.

3L‘A. F. K. Organski, World Politics (New York:
Alfred A. Knopf, 1958), p. 57.

35Raymond Aron, Peace and War (New York: Praeger,
1967), p. T2.







31

Our task of specifying the goals that guide nations is
far from complete, however. Singer has stated;
...goals and motivations are both dependent and
independent variables, and if we intend to explain a
nation's foreign policy, we cannot settle for the
mere postulation of these goals; we are compelled to
go back a step and inquire into their genesis and the
process by which they become the crucial variableg
that they seem to be in the behavior of nations.3
In specifying the process by which goals are set and reset
we have relied heavily on the work of Richard M. Cyert and
James G. March.37 Their formulation of goal determination
in the firm suggests a pattern for such behavior in all
complex organizations, including nation-states.

Organizations set levels of aspiration in areas of
meaningful achievement, and in the short run seek to attain
these levels. 1In the long run, however, these aspiration
levels themselves are subject to change. The result of this
process is a dynamic homeostatic equilibrium of aspiration
and achievement. In what follows we will show how this

formulation is applied in the political stability and

economic growth goal areas.

We have posited that decision-makers act to make their

positions secure. The degree of security they seek at any

36J. David Singer, "The Level-of-Analysis Problem in
International Relations" in Klaus Knorr and Sidney Verba,
eds., The International System: Theoretical Essays (Princeton,
N. J.: Princeton University Press, 1961), p. 86.

37

Richard Cyert and James March, op. cit., pp. 26-43.
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given time we will call the nation's aspiration level for
political stability (ALPOH). The current value of the
aspiration level for political stability is dependent upon
three factors: [C20-C30]
1) The past aspiration level for political stability.
2) The degree to which the past aspiration was
achieved.
3) The achievement of a significant other with regard
to political stability relative to one's own
achievement.

The relevant equation is,

ALPOH(I,T) = ALPI ¥ ALPOH(I,T-1)
+ ALPA ¥ [POH(I,T)-ALPOH(I,T-1)]
+ ALPE ¥ [POH(K,T)-POH(I,T)]
(12)

The first term embodies the assumption that goals
change slowly and incrementally. Culture and tradition are
inertia-generating forces, and the coefficient ALPI, aspira-
tion level for POH inertia, indicates the influence that
such societal factors have over the modification of goals.

The second term is an adaptive or learning component
in the formulation. It is a simple feedback loop with ALPA
being the rate of adaptation. The coefficient is positive,
hence over-achievement leads to a higher aspiration level
and under-achievement leads to a lower one. The relationship

between under-achievement and over-achievement is not
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symmetrical, however.

We shall assume that nations will more readily raise
their aspiration levels given encouragement and more
reluctantly lower them when failure is encountered. This

asymmetrical adaptation is expressed in the following way.

If POH is less than ALPOH, ALPA = ALPA/ALPAAS;

otherwise ALPA = ALPA. (18)

The coefficient of asymmetrical adaptation, ALPAAS, is
assumed to be greater than one.

The third component of the above equation is a demon-
stration effect. That is, it is assumed that the achieve-
ment of significant others with regard to political stability
in relation to one's own achievement will condition the
aspiration level. The coefficient, ALPE, may be considered
the propensity to emulate. Since its value is assumed to
be greater than zero, the aspiration level of a nation will
be increased by the attainment of a higher level of political
stability by another nation deemed significant.

Nation K, the significant other, is chosen on the
basis of similarity of resource capability. The nation
which is most like the self nation with regard to resource

capability will be selected for comparison.

The Goal of Economic Growth

The aspiration level for economic growth (ALGRO) is

assumed to operate in the same manner as the aspiration level
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for political stability. [C31-C34] The relevant equation

digig

ALGRO(I,T) = ALGI ¥ ALGRO(I,T-1)
+ ALGA * [PDTBC(I,T)-ALGRO(I,T-1)]
+ ALGE [PDTBC(K,T)-PDTBC(I,T)]
(19)

where PDTBC is the rate of growth in resource capability,
TBC. The interpretation of the components and coefficients
is exactly the same as above. There is also an asymmetrical
adaptation coefficient, ALGAAS, and the significant other

nation, K, is selected using the criteria outlined above.

The Goal of National Security

Before we discuss the process by which nations set
their aspiration levels for national security, it is essen-
tial that we examine the way in which the international
system is structured and stratified.

Nations are assumed to be grouped into alliances. The
model as it presently stands does not allow for the position
of non-alignment. Furthermore, the international system is
bipolar in nature, with a major power functioning as the
leader or dominant member in each alliance. The perspectives
of alliance leaders and alliance members are sufficiently
different that their behavior with regard to national security
questions deserves separate treatment.

However, there are some common elements in their

decision processes. National security is identified with
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the ability to successfully counter the use of coercion by
other nations. Hence when we speak of the aspiration level
for national security, for both leaders and members, we will
be referring to the level of defense that is considered
adequate to counter external threat.

We have modified Singer's now classic threat equation
since national goal setting behavior is anticipatory in
nature, i.e., the national desire is to be able to counter
not simply present threat, but also future threat. Accord-
ingly, our formulation equates expected threat to the pro-

38 In

duct of expected intent and expected capability.
section 3 we discussed specifically how these expectations
are arrived at in the model.

When a nation scans it's environment for possible
threats to its security, it must be selective in its search
pattern. The limitations of time and resources prevent the
nation from treating all nations as potentially equally
threatening. In the present model a simulated nation assumes
that those nations in the international system with whom they
have not entered into mutual security agreements are
potentially threatening. The alliance structure serves as

a guide to simplify the search for enemies.

38J. David Singer, "Threat-perception and the Armament-
Tension Dilemma," Journal of Conflict Resolution, II,1 (1958),
pp. 90-105.
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The Alliance Leader

When the leader of an alliance ponders the question of
national security, [C35-C66] the nation perceives the ques-—
tion in terms of bloc security. As the leader of a bloc
the nation takes upon itself the duty of evaluating the
security position of its alliance vis & vis an opposing
alliance. Leadership confers larger responsibilities than
membership, and the security interests of the leader become
intertwined with those of the group. Accordingly, the goal
of national security merges with the goal of bloc security.

The gap that the alliance leader watches closely, then,
is the difference between the amount of threat expected
from the opposing bloc and the amount of threat-countering

39 If the

ability which his own bloc will have in the future.
bloc's counter-threat capability will be adequate, then the
alliance leader will be content with its current defense
commitments and those of its allies. If, on the other hand,
the counter-threat capability is not judged adequate, then
a revision of alliance security policy will be sought. We
will elaborate this more fully.

Above we noted that nations were sensitive to expected

threat, and we mentioned that expected threat was equal to

39Our formulation here is essentially like the Lagerstrom-
North anticipated-gap model. See Richard P. Lagerstrom and
Robert C. North, "An Anticipated-Gap, Mathematical Model of
International Dynamics" (Stanford, Cal.: Institute of
Political Studies, Stanford University, April, 1969).
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the product of expected intent and expected capability. One
of the differences between alliance leaders and alliance
members is their estimate of expected intentions. Intent
in the threat calculation may be considered the probability
that a given nation's force capability will be used against
one's own nation, or it may be considered the proportion
of a given nation's force capability that will be used
against one's own nation. Another formulation might specify
that expected intent is equal to the product of the expected
probability of attack and the expected size of the attack,
expressed as a proportion of the attacking nation's total
force capability. In any case, it seems worthwhile to set
the upper bound of intent at 1.0 and the lower bound at 0.0.
The assumption in the case of alliance leaders 1is
that expected intent is always at the maximum value of 1.0.
The reasons for this are several. It is assumed that the
special responsibilities of leadership make a nation more
cautious in its security calculations, and therefore it is
likely to want to be able to counter the worst of all possible
situations. It can do so, in part, because of its larger
resource base and the associated consequence of being able
to work with such a pessimistic view without being over-
whelmed. And, of course, there is some realism contained
in the special paranoia of alliance leaders. Their prominence
and centrality in the international system make them primary

targets for other nations.







38

The calculations that an alliance leader makes are
as follgws. The amount of threat the opposing alliance is
likely to present in the next time period (OPOW) is

OPOW = z TFC(J,T+1) (20)
J=non-allies
The expected value of TFC(J,T+1l) is gilven by the application
of one of the information processing rules described in
section 3 to data concerning nation J's past behavior with
regard to total force capability levels.

The counter-threat capability (APOW) of the leader's
own alliance 1is

APOW = TFC(I,T+1l) + z TFC(J,T+1) (21)

J=allies
If APOW is greater than OPOW, then the leader's aspiration
level for national security (ALSEC) will remain unchanged.
If this relationship does not hold, then a series of steps
are undertaken to formulate a defense policy for the alliance
that will close the gap.

The leader first considers the amount by which the
alliance, as a whole, must increase its military strength
to counter the expected threat. The leader then computes
the share of the increase that each ally should contribute
based on its resource capability. The leader then modifies
its aspiration level for national security in accordance
with what it considers its fair share of the additional

defense burden. In addition, it transmits cues (FCCUE) to
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its allies suggesting to them what would be an appropriate
level of defense allocation. This completes the determina-

tion of the aspiration level for an alliance leader.

The Alliance Member

The alliance member, like the alliance leader, reacts
to the expectation of threat. [C67-C113] For the most part,
however, the member cannot afford to assume the worst, and
it is not so much concerned about the security of the bloc
as its own security. These and other factors compel the
alliance member to be more discriminating in its assessment
of threat. To do so, the alliance member examines the
verbal conflict behavior (HOST) of each non-allied nation
to make estimates as to the future intentions of these
nations. The expected threat (AD) is computed in the follow-
ing way.
AD = z ALSID * HOST(J,T,T+1l) * TFC(J,T+1l) (22)

Jj=non-allies
where TFC has the same meaning as above, and HOST(J,I,T+1)
is the amount of verbal hostility that nation I expects to
receive from nation J in the next time period. ALSID is a
parameter which indicates the propensity to discount verbal
statements when estimating intentions.

The value AD is our estimate of what level of force
capability the nation would need in order to give itself
reasonable unilateral protection. This value is then con-

verted into units indicating what proportion of the national
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resources would have to be allocated to defense in order to
match this threat.

The alliance member now has two estimates as to what
it should allocate to defense. Previously it has received
a cue (FCCUE) from its alliance leader suggesting a certain
level of armaments which would be appropriate according to
the leader's assessment of the world situation. The member
also has its own estimate based on his own observations of
the world.

Reconciling these views and setting a national security
aspiration level can occur in one of two ways. If the
leader's estimate is less than or equal to the member's own
estimate, then the member acquiesces and accepts the leader's
policy. If, on the other hand, the alliance leader's esti-
mate is more pessimistic than the member's and the leader's
estimate is greater than the member's, a negotiation process
is begun, the outcome of which is determined in the following
way.

The outcome of the negotiation process is dependent
upon the amount of power that the leader exercises over the
member at the time of the negotiation. Etzioni identified
three basic types of power in his discussion of political
inbegration.qo These are utilitarian or economic power,

identive or ideological power, and coercive or military power.

uOAmitai Etzioni, Political Unification (New York: Holt,
Rinehart and Winston, 1965).







41

Working with this power typology Denis Forcese found that
only the first two of these were effective in coordinating
the behavior of alliance leaders and members.ul Forcese's
findings were based largely on data generated by the Inter-
Nation Simulation moedel. 'We have made the outcome of the
bargaining process dependent upon the amount of utilitarian
and identive power that the leader exercises over the member.
Utilitarian power (UPOW) is defined here as the degree
to which the member is economically dependent upon the leader.
UPOW varies from 0 to 1.0 and is computed in the following

way.

TRADE(IL,I,K) + AID(IL,I,K)
_ 1
UPOW = —p— (23)
I § TRADE(J,I,K) + AID(J,I,K)
K=1 J=1

(RE]

where T is the current time period, N is the number of nations

in the international system, IL is the leader of the member's

alliance, and TRADE(i,j,k) and AID(i,j,k) are the amounts of

trade and aid sent to nation j by nation i in time period k.
Identive power reflects a kind of moral suasion that

an alliance leader can exert by the manipulation of symbolic

rewards. We postulate first that the greater the ideological

difference between leader and member, the less identive power

qlDenis Forcese, "Power and Military Alliance Cohesion"
(St. Louis, Mo.: unpublished Ph.D. thesis, Department of
Sociology, Washington University, 1968).
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the leader will be able to exercise over the member.
Consequently our preliminary formulation of identive power
ALz} g

i 1. - |BERALE (2h
IPOW varies from 0 to 1.0, and IL is member I's alliance
leader. DL is, as we stated earlier, decision latitude.

It is felt, however, that identive power will be
maximally effective when the world is ideologically polarized
and less effective as perfect polarization is departed from.
Consequently IPOW is modified by a term which takes into
account the degree of polarization. Perfect polarization is
defined as one-half of the nations on each end of the deci-
sion latitude continuum. This distribution gives maximum
variance, and it is the standard deviation of this distribu-
tion which we use to quantify perfect polarization. The
actual polarization is defined as the standard deviation of
the distribution of decision latitude values among the nations

in the international system. Hence our effectiveness measure

fN %
L [DL(I,T) - DL(T)]
I=1

N

IEFCT = [N-1 + .5] F 5.0 + [N + .5] ¥ 3.6 (25)
I§ ] [

is

hS =

N-1
2 N

where N is the number of nations. This produces a value

between 0 and 1.0 which indicates how polarized the world is.
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Finally, IPOW is modified in the following fashion.
IPOW = IPOW * IEFCT (26)

IPOW still ranges from 0 to 1.0.
The compromise that is forged between the alliance
leader and member, if only tacitly, is based upon the

average of IPOW and UPOW in the following manner.

UPOW+IPOWJ

ALSEC(I,T) = ALSEC(I,T) + [FCCUE(IL,I)-ALSEC(I,T)J]*[ 5

L%

Consequently if leader IL had absolute power over member I
(UPOW and IPOW equal to 1.0), member I would raise its own
estimate of security needs, ALSEC(I,T), to the level, FCCUE
(IL,I), suggested by its leader. Proportionately less power
means proportionately less increase.

At this point we have completed the setting of aspira-
tion levels for the simulated nations. We now turn to the
consideration of how these aspiration levels are to be

attained.

5. Goal Attainment and International Trade

At this stage each nation has a set of aspiration levels
it wishes to attain. The next thing the simulated nation
does is to operationalize these goals in terms of laying out
a tentative resource allocation budget. [C115-C131] It
makes preliminary estimates as to what proportion of its

resources will have to go to consumer goods (CSP) to achieve
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its aspiration level for political stability (ALPOH) in

the following way.

CSP(I,T) = CSP(I,T-1) + ALPOR * (ALPOH(I,T)-POH(I,T))

¥ CSP(I,T-1) + ECAF # PR(I,T) (28)

The first term embodies the idea that such decisions are
incremental in nature, and the second states that the amount
of revision is related to the degree that goal achievement
has failed in the past. The third term causes the system
to react when political stability is threatened by crisis.
Parameter ALPOR is the goal operationalization rate and
ECAF represents the propensity of the regime to react to
a crisis of support by acceding to the validator's wishes
with an emergency CS allocation.

The proportion of resources needed to achieve the
growth aspiration level, ALGRO, 1s called BCP and is given

by a similar equation.

BCP(I,T) = BCP(I,T-1) + ALGOR ¥ (ALGRO(I,T)-PDTBC(I,T))

# BCP(I,T-1) (29)

PDTBC(I,T) is the proportionate change in total basic
capability from time T-1 to the present time T.

Because of the way in which the aspiration level for
national security was computed, the estimated proportion of

resources needed for defense (FCP) is already known. Hence,

FCP(I,T) = ALSEC(I,T) (30)






15

The remaining allocation decision involves the
establishment of the proportion of current total force
capability (TFC) that will be used for internal control

(FICP).
FICP(I,T) = FICP(I,T-1) + .3 ¥ PR(I,T) (31)

The maximum vale of FICP is .30, as it is in the Inter-
Nation Simulation model.

These four calculations complete the preliminary goal
attainment decisions of the simulated nations. The decisions
represent the systems' efforts to unilaterally fulfill their
goal requirements, however they do not constitute the systems'
final efforts.

Another major alternative open to the national system
is that of exchanging goods with other systems. Accordingly,
the nation next explores the possibility of profitably
engaging in international trade.

International trade entails certain non-economic costs
which we will call sovereignty costs. The kind of costs
referred to here have been alluded to by Keynes.

Let goods be home-spun wherever 1t 1s reasonably
and conveniently possible....We do not wish...to be at
the mercy of world forces....We wish to be our own
P s, el e

Jan Pen concluded, "...nationalism leads to protection, the

deliberate choking-off of imports with the intention of

u2John Maynard Keynes as cited in Jan Pen, A Primer of

International Trade (New York: Vintage Books, 19 5 D+ 936
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reserving the home market for home producers."u3 The methods
which nations use to accomplish this are import duties, quotas,
excise taxes, manipulation of public health and administra-
tive rules, government purchase restrictions, import permits,
and, of course, the state trading monopoly.

The simulated nations set import limits for each of the
three kinds of goods. [C132-C138] These import limits
(IMLIM) are a function of the size of the national economy
and the particular priority that a given good has in the
tentative allocation mix. The import 1limit on all imports

(TOTIM) is
TOTIM = ITAF # TBC(I,T) (32)

where ITAF is the international trade autarky factor, or
propensity to import. The import limit for a specific good,

such as BC's, a type 2 commodity, would be

BCP(I,T)
CSP(T,T)-CSMF(I)+BCP(I,T)+FCP(I,T)

IMLIM(I,2) ¥ TOTIM

(33)

where CSMF(I) is the proportion of national resources that
must be allocated to the CS sector to satisfy the CSmin
requirement.

In addition to deciding in the preliminary trading
stage how many foreign goods will be allowed to enter the

nation, the nation must also decide the prices at which it is

u3lbid., p. 94.
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willing to sell its goods to other nations. The national
set of export prices (EXPRC) is a function of a series of
factors. [C139-C158]

The basic unbiased price, or what might be considered

the equal profit price, is given by the following formula.

GR(J,L)*GR(I,L)*[GR(I,K)+GR(J,K)]

EXPRC(I,J,K,L) = GR(IK)¥GR(J.K)¥[GR(I.LI*GR(I.T)] (34

This formula states the amount of good L that nation I would
want from nation J in exchange for one unit of good K. GR(I,1),
GR(I,2), and GR(I,3) are nation I's generation rates for CS,
BC, and FC goods respectively. The terms of trade given by
this formula are such that nation I and J would derive an
equal amount of profit by concluding a trade on these terms.
The fifty-fifty profit split appears to be a powerful
norm in human interaction. Simmel, Durkheim, Homans, and
Schelling are just a few of the authors who have noted is
prominence.uu In referring to the INS trade negotiations,
Sherman commented, "these findings demonstrate the pervasive-
ness and importance of the fifty-fifty profit splitting norm

45

for the prediction of the negotiation outcome."

uuGeorg Simmel, The Sociology of Georg Simmel, trans.
and ed. Kurt H. Wolf (Glencoe, Ill.: Free Press, 1950).
Emile Durkheim, Professional Ethics and Civic Morals (London:
Routledge and Paul, 1957). George C. Homans, Social Behavior:
Its Elementary Forms (New York: Harcourt, Brace and World,
1961). Thomas C. Schelling, The Strategy of Conflict
(Cambridge, Mass.: Harvard University Press, 1960).

MSAllen W. Sherman, "The Social Psychology of Bilateral
Negotiations" (unpublished Masters dissertation, Department
of Sociology, Northwestern University, 1963), p. 47.
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On the other hand, we have reason to suspect that
there are factors which produce a departure from the equal
profit price. The first we shall consider is the preference
among allies for trading with one another.

If we may define alliances as formal agreements to be
responsive to one another, then we may postulate that this
general state of responsiveness will lead allies to reduce
their export prices to one another. Furthermore, it is
reasonable to suggest that allies frequently interact and
negotiate on a wide range of matters, and consequently the
costs of trading are reduced.u6 By the same reasoning the
costs of trading with nations that are not frequently inter-
acted with, and to which one is not responsive, are higher.

Consequently, EXPRC is modified in the following way.

EXPRC(I,J,K,L) = EXPRC(I,J,K,L) - APPF ¥ (2¥ALLY(I,J)-1)
¥EXPRC(I,J,K,L) (35)

where ALLY(I,J) equals 1 if I and J are allies and 0 other-
wise. APPF is the alliance preference pricing factor, or,
alternately, the price increase, expressed as a proportion,
that a non-ally receives.

Yet another factor in setting export prices is the

relative economic strengths of the two nations involved.

MGSee Dean G. Pruitt, "An Analysis of Responsiveness
between Nations," Journal of Conflict Resolution, VI,1
(March, 1962), pp. 5-18, for a discussion of the effects of
frequent interaction between nations.
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here are, of course, two ways that this can manifest itself.
he UNCTAD version is that richer nations charge poorer
ations more than they do other richer nations and are able
> exploit poorer countries in this way. The opposite, or
ATT, version, suggests that what Sherman observed in the

IS trading patterns occurs in the real world. That is, a
>aternalistic attitude toward the smaller under-developed
>untries" on the part of larger countries.47 The conse-
lence of this would be richer nations charging poorer

1itions less than other richer nations. Both of these fac-

rs are embodied in the following modification of EXPRC.

EXPRC(I,J,K,L) = EXPRC(I,J,K,L) +
TBC(J,T)
* - *
ESPF * [rmery oyydsa(r,Ty - +51 * EXPRO(I,I,K,L)

(36)

" ESPF, the economic strength pricing factor, is greater
an zero, then export prices are adjusted to the ability
pay in such a way as to benefit poorer nations. If, on
e other hand, ESPF is less than zero, trade prices are
ased in favor of the wealthier nations.
The final factor which may enter into pricing decisions
that of risk. One of the fundamental principles upon which
ade is based is trust. International trade involves two

nds of risks for the nation involved. The first is that it

47Sherman, op. cit., p. 32.
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>ulfill its part of the bargain and the other nation
10t. Trading is never a simultaneous exchange, and
lsks involved require compensation. The second, more
2ct, form of risk is that associated with the uncertainty
; knowing whether the goods you sell will not directly
lirectly inable the buyer to act contrary to your

>sts at some future time. Trading-with-the-enemy
.ation is merely one form that this type of trade dis-
1ation can take. The objective of this factor is to
ise the profit derived from trading with a hostile or
isted nation in order to compensate for the increased

8 Accordingly, the EXPRC is further modified.

I,0,K,L) = EXPRC(I,J,K,L) + IrpF * —HOST(L.L.T) 4
I HOST(I,K,T)
K=1
N
I HOST(I,K,T) + 1 % EXPRC(I,J,K,L) 31)
K=1

,J,T) represents the hostile feelings that nation I
for nation J at time T. The first devision term

s relative hostility, or the degree to which it is
trated, and the log term relates this to the total

of hostility.

ugFor a recent discussion of the effects of hostility
de see Richard E. Gift, "Trading in a Threat System:

S.-Soviet Case," Journal of Conflict Resolution, XIII,4
ber, 1969), pp. 41B-137.
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This completes the setting of export prices for the
lated nations. The actual trading may now begin. [DIl-
] The trading process itself begins with each nation
uting the foreign and domestic prices for each commodity,
oreparing a list of profitable trades,; which 'is rank-
red' by profitability. A trade round consists of each
on making a bid to trade a specific commodity to another
Lfic nation for another specific commodity. After each
n has bid its most profitable trade a check is made to
.f any trade offers have been reciprocated. If this is
he case, then a new trade round is begun and the nations
‘'or their next most profitable trade. This again is
wed by a reciprocity check, but this check includes bids
in both the first and second rounds. Trade rounds
nue until all nations except one have either reached
import 1limit and/or have no profitable trades yet to
When this state is reached trade ceases.
The reciprocation of bids entails the agreement on the
of trade, and it is only the actual quantities that
1 to be determined. This is done by taking the smaller
> two import limits involved and basing the quantity
lon on this. The quantities thus exchanged are sub-
>d off the import limits of the two nations involved,

e trading continues.

al Attainment, International Aid, and Diplomatic Conflict
At this stage of the decision-making process the nation

plored the two major avenues of goal achievement open






52

t. The avenues of self-fulfillment and exchange-fulfill-
are both attractive since they require compromising the
srity of the national system in only small ways. Another
rnative, requesting aid, involves a greater compromise
1e national integrity and is chosen only when the nation
5 itself in a serious situation.

It is at this stage that the nations begin to evaluate
» overall position with reference to all goal areas.
» to this point, activity in each goal area was carried on
endently from activity in the other goal areas. The
.em of goal conflict is considered at this point, and a
ution of any such conflict is sought.

Before this evaluation can take place, however, the
n must adjust its allocation decisions in accordance
any trade commitments that may have been made. [E21-E52]
process involves the shifting of resources into sectors
export commitments have been made, away from sectors
import commitments have been received. Consequently
alues for CSP, BCP, and FCP, the tentative proportional
ation decisions, may require some adjustment.

The nation, at this point, considers the possibility
it may have over-extended itself. [E53-E58] If the
f CSP, BCP, and FCP is greater than one, the nation is
with a deficit and a budget crisis. In the event of
situation, the following processes are activated to

e the crisis. [E59-ET76]
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First, a new emergency budget is drafted based on two

s: the size of the commitment that has been made in

ector as indicated by the tentative proportional

tion decisions, and the national priority for each
This latter set of values, which may be considered

-crisis-resolution weights, indicate in a critical

ion the degree of importance that is ascribed to each

. Accordingly, the revised CS allocation would be

PSPRI¥CSP(I,T)

= PSPRI¥CSP(I,T) + EGPRI¥BCP(I,T) + NSPRI¥FCP(I,T)

(38)

PSPRI is the relative priority assigned to the area of
cal stability. The new values for BCP and FCP are

ated in an analogous way with EGPRI and NSPRI indicating
lative priorities of economic growth and national

ty. The nation now has a budget that is acceptable but
cessarily desirable in terms of i1ts consequences.

The nation may find, for example, that the level of
ption flow that will result, after adding CS to be

ed and subtracting CS to be exported, is far short of

t feels it needs to achieve its aspiration level for
cal stability. It may, under these circumstances, make
est for a grant of CS value from another nation in the
ational system. [E127-E138]

There are, however, some basic rules constraining

s 1n making aid requests. We may, at some future time,

o relax some of these constraints, but for the moment
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are considered necessary simplifications.

The first of these provides that alliance leaders may
make aid requests. Such requests would compromise their
tion of authority and undermine their prominence in
r alliance. Alliance members, on the other hand, when
require aid, direct their requests only to the leader
1eir alliance. This is a constraint that we reluctantly
se and resolve to relax in the future.

Within these constraints a nation requests aid of
fic commodities to the degree that its prior considera-
s revealed a discrepancy between the value level needed
hieve a goal and the value level that is expected as a
quence of fulfilling budget decisions.

An alliance leader, then, may be confronted with a

number of aid requests, and the rendering of decisions
rning these requests proceeds in the following manner.
F117] There are four factors which exert control over
ranting-of-aid decisions. First consideration is given
e leader's economic ability to fulfill the aid requests
s received. If the leader has found that it can meet
spiration levels and have uncommited resources remaining,
11 consider aid requests. If not, any aid requests it
eceived will be ignored. [F21-F36] If, on the other

the leader's surplus is sufficient such that all aid
sts may be granted without sacrificing the attainment of

yn goals, it will grant all requests.
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In the event of a situation where the leader has a
lus, but this surplus is not adequate to satisfy all the
requests, the leader must decide how much and to whom
vill be given. There are three criteria that a leader

to make such decisions.

The first consideration for the leader is the degree to
) the requesting nation's economy and its own are inter-
dent. [F38-F50] The greater the economic linkages
en the two nations, the greater the share of available
esources the aid requesting nation will receive. The

mic linkage with nation J, TF(J), is

M3

TRADE(J ,I,K)
K=1
N T
I © TRADE(J,L,K)
L=1 K=1

TF(J) (39)

T is the present period, N is the number of nations in
ystem, and TRADE(i,j,k) is the exports of nation i to

1 J in period k. TF(J), which varies from 0 to 1.0,

2tes the degree to which nation J, the aid requesting

1, has concentrated its trade with nation I, its alliance

The second consideration of the alliance leader is the

to which the aid-requesting ally has followed its
tions concerning defense policy in the past. [F50-F58]
ecision is produced by an algorithm which has as its
ial component a Pearson product moment correlation

cient. [G1-G22] The TFC levels of the alliance leader
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2id requester are correlated over time and the resulting
ficient is modified such that an r of -1.0 indicates an
ance fidelity value (AF) of 0 and a correlation of +1.0
1cesMantialilsiance, fidelsity vadue ofit 1 505

Finally, consideration is given to the need of the aid-
>sting nation as embodied in its request relative to
> nations' requests. The total value of aid that nation

L1 receive from nation I, TAID(J), is

AIDREQ(J)
T ATDREQ(LY T TF(J) + AF(J)

1=
7y = @allies * SURPLUS(I)

(40)

» AIDREQ(J) is the total aid requested from the leader
tion J. This total aid is then divided up among the
us commodities in relation to the degree that each
dity was originally requested by a nation. [F59-F138]
The sequence of allocation decisions is completed with
pportionment of any resources remaining uncommited into
us sectors in proportion to the size of existing sector
tments. [F172-F183]

Provision is made for nations to express hostility
d one another during each time period. [F172-F183] This
matic or verbal conflict behavior is generated by a set
uations relating the level of conflict, HOST, to several
rs .

The first component in the determination of hostility

s is a reactive factor. The action-reaction phenomena
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5 been frequently discussed, and the work of Zinnes is
sticularly relevant her‘e.ug Zonnes examined both histori-
L and simulate data and found a positive relationship

ween "x's expression of hostility to y and y's perception
unfriendliness," and that "there is a positive relation-
p between the perception of unfriendliness and the

w50

ression of hostility. This would lead us to believe

t
HOST(I,J,T+1) = REACT * HOST(J,I,T) (L41)

1 reasonable formulation. However, we will add to this

.c formulation the proposal that nations react to expected
1lity by anticipating how hostile another nation will be
he future with the aim of deterring that behavior.
rdingly, the basic information processing rules discussed
ier are used to yield a value for HOST(J,I,T+1l), and the

Cion becomes
HOST(I,J,T+1l) = REACT ¥ HOST(J,I,T+1) (42)

HOST(J,I,T+1) is an estimated value. The reader will
1 that when Information Processing Rule 4 is used the

quations given above are identical.

“9Dina Zinnes, "A Comparison of Hostile Behavior of
ilon—-Makers in Simulate and Historical Data," World
Lecs, XVIII, 3 (April, 1966), pp. 474-502.

501p14., p. 477.
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There are factors which work to repress the expression
hostility. We have included three kinds of buffers which
1ify the expression of hostile feelings. In some cases
:se buffers serve to store hostility indefinitely, and in
ler cases they serve as a means of displacing hostility
m one nation to another.

The first of these buffers is that which comes into
y when there are great power differences between actor
target. Rummel reports a significant positive associa-
n between the discrepancy in military power between a
r of nations and the level of threats, accusations, and

51

tests that pass between the nations. Brody, Benham,

Milstein found that if a weaker simulated nation
eived hostility emanating from a stronger one, it was

, likely to respond with verbal hostility than if it

52

ated from a weaker one. This finding has been

ially supported in analyses using real world data, as
. Erich Weede reports, "powerful states are more likely

ngage in verbal conflict activities than relatively

rless states. n53

5:LRudoILf‘ J. Rummel, "A Social Field Theory of Foreign
| ict Behavior," Peace Research Society (International)
s, IV (1965), p. 143.

5ZRichard A. Brody, Alexandra H. Benham, and Jeffrey
[ilstein, "Hostile International Communications, Arms
ction, and Perception of Threat: A Simulation Study"
ford, Cal.: Institute of Political Studies, Stanford
rsity, July, 1966).

53Erich Weede, "Conflict Behavior of Nation-States."
delivered at the Midwest meeting of the Peace Research
ty (International) on April 17, 1969, p. 1.
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The power buffer term we offer is;

TFC(I,T+1) - TFC(J,T+1)
TFC(I,T+1) + TFC(J,T+1)

PBUFF *

en nation I's expected military strength, TFC(I,T+l), is
0, nation I will suppress the expression of the amount
hostility indicated by PBUFF.

The second buffer operating in the hostility expression
ation may be considered an alliance tolerance factor. The
eral formulation of this factor is such that a nation will
ore and/or not react to an ally's hostile behavior if it
s not exceed a certain threshold value, ABUFF. Zinnes
1d that there was a tendency for a nation to perceive less
>ility from an ally than a non-ally and to express less

54

ility to an ally than a non-ally. Consequently we

ude a term
ABUFF #* ALLY(I,J) (uu)

e ALLY is 1 when I and J are allies and 0 otherwise.

> are two reasons why we feel the inclusion of this term
cessary. First, it would seem that allies should be
ready to perceive hostility from one another and less
tive to any hostility that is perceived. Secondly,
aining the unity of the alliance requires a certain

t of "turning the other cheek," and the parameter ABUFF
ates how much hostility will be ignored.

5L‘Zirmes, op. cit., pp. 484-486.
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The third buffer factor and final component in the
stility equation concerns the effect of close economic
es. The reasons for including this term are similar to
ose given above for the alliance buffer factor. The
conger the economic dependence, the more effort will be
le to repress the expression of hostility, up to a thres-
d value, for the sake of maintaining economic ties.

' relevant formulation is

EBUFF * TRADE (J,I,T) (45)

TRADE (K, I,T)
1

(=

X

re TRADE(i,j,k) is the flow of goods from nation i to
lon j in period k, and the parameter EBUFF indicates the
int of hostility that would be ignored if all of nation
imports came from nation J.

The complete hostility equation for nation I with

rence to nation J at time T is

HOST(I,J,T+l) = REACT * HOST(J,I,T+l)

TFC(I,T+1) - TFC(J,T+1)

i *
PBUFF * Tg(T T+1) ¥ TFC(J.T+1)

- ABUFF # ALLY(I,J)

_ EBUFF * TRADE (J,I,T)

N
I TRADE(K,I,T)
K=1

(46)
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This completes the description of the essential
cision processes that a simulated nation goes through in

2 period of simulated time. Before the next sequence of

:ision processes is initiated, the relationships discussed
Section 1 and 2 are called upon to calculate the conse-
'nces ‘of the decisions that have been made and define the

uational context for the next round of decision-making.

Our description has not included the more technical
ects of the computer model. We have chosen rather to
us on its theoretical aspects. Those who are interested
for example, the various input and output options that

model allows are directed to the appendix. We do not
1 to imply that such matters are trivial, for as anyone

has worked with computer models knows, they often seem
lemand a disproportionate amount of time.

The formulations given in this chapter constitute what
onsider to be the best that could be assembled given the

traints of time, money and competence. As the resources

nd, so will the model.






CHAPTER III

THE EXPERIMENTAL INPUTS

The results reported in the next two chapters are

ed on twenty-four runs of the simulation model, each run

ng ten periods in duration. This chapter is devoted to

licating the values that were used as variables and

ameters to generate these data. Sections 1 and 2 discuss

variable and parameter settings which the scheduled

nty-four system had in common. Sections 3 and 4 discuss

variables and parameters that were varied within the

schedule.

Variable Initialization: Cross-System Constant

The recursive nature of the model demands values for
basic variables which have been borrowed from the
r-Nation Simulation model. These variables are: total
c capability (TBC), total force capability (TFC), valida-

satisfaction overall (VSm), probability of office-

ing (POH), decision latitude (DL), and probability of
lution (PR). This set of variables determines the pre-
sional state of each national system, and it is the
> of these variables at time T=1 that we are concerned

here. Each of the twenty-four systems is composed of

nations, and the values given in Table 1 for these five
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tions were the same for all twenty-four systems.

TABLE 1
COMMON INITIAL VALUES FOR

BASIC VARIABLES IN PERIOD 1

NATION
IABLE T 2 3 T 5
'BC 7500. 17000. 9000. 34000. 37000.
'FC 100. 1000. 800. 2850. 2713.
Sm 4, [N 5 6.5 6.
OH .8 .6 T by .9
DL 6. 4. e 5 Tos
PR 0 0 0 0 0

These starting values are based on ones used in the
SAFE II Inter-Nation Simulation runs conducted by John
er and Wayman Crow.l The TFC variable is a weighted sum
Cheir conventional and nuclear capability categories.
shall have occasion to refer often to these series of
runs in the setting of variables and parameters.

The WINSAFE II INS runs were designed to explore the
fications of the capacity to delay response, that is,
"invulnerability and deliverability of a retaliatory
e after accepting the most devastating blow or series

lows the initiator of a nuclear attack can deliver."2

lJohn R. Raser and Wayman J. Crow, WINSAFE II: An

r—Nation Simulation Study of Deterrence Postures Embody-
Capacity to Delay Response (La Jolla, Cal.: Western
vioral Sciences Institute, July, 196L4).

21Ibid., p. I-1.
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xperimental intervention involved giving to nations for
periods of time the capacity to delay response. The
es in national behavior were then noted and conclusions
about the effects of this capacity.

This set of INS runs will be compared to the SIPER
in the following two chapters, and we must keep in mind
the behavior of the INS model is in part due to these
al experimental conditions as well as to the basic
e of the model. However, this set of data is the best
is available at this time. The intervention effects
r to be less pronounced than in the Brody-Driver INS
for example.3
Two other variables that require initialization, but
nique to the SIPER model, are the aspiration levels
olitical stability and economic growth. All five nations
with the same aspiration levels, and again, all twenty-
systems begin with the same national aspiration levels.
The aspiration level for political stability (ALPOH)
ssigned an initial value of .8 for all nations. An
ction of the cabinet meeting minutes from the WINSAFE II
suggested that subjects seemed to desire a POH value of
.8 on a scale of 0 to 1.0. Accordingly, this value was

in this series of computer runs.

3The Brody-Driver runs, known as INS-8, are described
chard A. Brody, "Some systemic Effects of the Spread of
ar Weapons Technology: A Study Through Simulation of
tinuclear Future," Journal of Conflict Resolution, VII,
cember, 1963), pp. 663-753.







65

The initial value for the aspiration level for economic
>wth (ALGRO) was similarly determined. The value used was
ve per cent growth per period. The use of this as the
itial value for ALGRO seems reasonable both in terms of
at the participants in the WINSAFE II runs appear to have
nted and what economists today consider a "good" growth
te for a national economy.u

Assigning an initial value to the aspiration level for
tional security (ALSEC) is not necessary since the equa-
.ons pertaining to ALSEC are not recursive with respect to
.SEC. The value of ALSEC in any period is not directly
:pendent on any previous value of ALSEC, as was the case
ith ALPOH and ALGRO.

The alliance and influence structure variables require
nitialization as well. All systems were initially set up

ith the following bipolar configuration.

ALLIES

NATION 3 2 3 4 5

a5 AL 0 1 0 1
2 0 1 0 e 0
3 il 0 ah 0 i
* 0 1 0 s 0

*5 1 0 i 0 al

. 1 indicates that the row nation and column nation are

uJagdish Bhagwati, The Economics of Underdeveloped
Jountries (New York: World University Library, 1966).
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lied, and the asterisks identify the two leaders of the

posing alliances.

Parameter Settings: Cross-System Constant
As we noted earlier, each simulated national system
s a generation rate or productivity coefficient associated
th each of its economic sectors. The same set of national
neration rates, listed below, was used for all twenty-four

mulated international systems.

GENERATION RATE

NATION CSGR BCGR FCGR
ak L2 1.0 L5
2 1.0 1.2 0.7
3 ol 1.0 0.7
4 1.4 1.3 2.0
5 1.4 1.2 el

ese rates are based on those used in the WINSAFE II simula-
on runs. They are generally in conformity with those used
other INS runs.

The SIPER model requires the setting of five types of
rameters: information processing, goal determination, goal
>rationalization, international exchange, and international
stility. The information processing parameters were varied

~oss systems and will be discussed in section 4.

11 Determination Parameters

The goal determination parameters were introduced in

‘ee previously discussed equations:






ALGRO(I,T) = ALGI * ALGRO(I,T-1) + ALGA
* [PDTAC(I,T) - ALGRO(I,T-1)]

+ ALGE * [PDTBC(K,T) - PDTBC(I,T)]

(19)
AD = z ALSID * HOST(J,I,T+l) * TFC(J,T+1)
non-allies
(22)

The parameters for the first and second of the above equa-
tions are essentially the same, and we can discuss them con-
currently.

The ALPI and ALGI parameters are measures of the inertia
of goals. These parameters indicate how the aspiration
levels change when there is no pressure for goal change being
exerted. This would be the case when POH(I,T) = ALPOH(I,T-1)
and POH(K,T) = POH(I,T) in the first equation. One might s
postulate that in the absence of stimulation, either through
success or failure, goals tend to rise or fall, but here we &
have assumed that in the absence of such stimulation goals
remain constant. Hence, the parameters ALPI and ALGI were

assigned values of 1.0.






68

ALPA and ALGA are parameters that govern the rate of
adaptation or the speed at which any gap between POH and
ALPOH is closed. The determination of reasonable values
for these two parameters is not a simple matter, and we
have sought only tentative values. Since the variables
ALPOH and ALGRO are conceptual constructs, there is little
hope at this time of deriving rigorous measures of the
dependent and independent variables and determining para-
meter values by the use of standard estimation techniques.
In view of this, we have relied on a less rigorous estima-
tion procedure for the parameters ALPA, ALGA, ALPE, and
ALGE.

We assumed at the outset that one's own experience is
twice as salient as the experience of others. Hence,
2¥ALPE = ALPA and 2¥ALGE = ALGA. Returning to the cabinet
meeting minutes of the WINSAFE II runs, we sought to esti-
mate the rates of change of goals among the participants.
Through a series of trial and error curve fittings, the
parameters ALPA and ALGA were finally assigned a value of
0.1 and ALPE and ALGE a value of 0.05. Although these
methods seem primitive, the alternative of assigning these
parameters zero values and thus prohibiting any change in
goals seemed less attractive.

The ALSID parameter was set at 0.5 for the following
reason. An inspection of the WINSAFE II cabinet meeting
minutes suggested that nations become alarmed about the

hostile intentions of another nation when they receive two
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or more hostile messages from it in one period of time.
Statements of hostile intention are discounted by one-half

when national security matters are under consideration.

Goal Operationalization Parameters

The goal operationalization parameters were introduced

in the following equations.

CSP(I,T) = CSP(I,T-1) + ALPOR ¥ [ALPOH(I,T) - POH(I,T)]
* CSP(I,T-1) + ECAF * PR(I,T) (28)
BCP(I,T) = BCP(I,T-1) + ALGOR * [ALGRO(I,T) -
POTBC(I,T)] * BCP(I,T-1) (29)

ALPOR, the aspiration level for POH operationalization rate,
is a scale parameter indicating the proportional increment
in CS production that is necessary to achieve the desired
POH level. We can determine a range of effective values
for ALPOR with knowledge of the relationship that the level
of CS production has to the determination of POH, but not a
specific value due to other factors which determine POH.
From this range of acceptable values the figure 0.25 was
selected.

This figure indicates that under the worst of all
possible conditions, that is, ALPOH equal to one and POH
equal to zero, the maximum increase in CSP would be 25 per
cent. An inspection of referent consumption data suggested
that this figure is a reasonable estimate of the upper

limit of a nation's ability to shift resources from one
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sector to another. The emergency CS allocation factor,
ECAF, was assigned the value of 0.05, indicating that when
revolution is a virtual certainty, CSP would be increased

by 0.05. The aspiration level for growth operationalization
rate, ALGOR, was set equal to 0.2 by reasoning similar to

that used to set the ALPOR parameter.

International Exchange Parameters

The international exchange parameters are used in the

following equations.

TOTIM = ITAF ¥ TBC(I,T) (32)
EXPRC(J,I,K,L) = EXPRC(I,J,K,L) - APPF ¥ [2 ¥ ALLY(I,J)-1]
(35)

¥ EXPRC(I,J,K,L) + ESPF ¥

TBC(J,T)

TBC(,T) + TBC(L,T) ~ *°

(36)

* EXPRC(I,J,K,L) + JRPF ¥ HOST(I,J,T)
N
I HOST(J,K,T)
K=1
N
¥ Logy, I HOST(I,K,T) + 1
=1

# EXPRC(I,J,K,L) (37)

The international trade autarky factor, ITAF, was assigned
the value of 0.10. Referent data suggests that on the

average a nation's imports represent about twenty per cent
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of the value of its gross national product,5 while the
appropriate level for INS nations is a good deal lower.
The figure used was selected as a compromise between the
two data sources.

The APPF parameter, the alliance preference pricing
factor, and the ESPF parameter, the economic strength
pricing factor were varied across the twenty-four runs, and
they will, therefore, be discussed specifically in section
4. The international risk pricing factor, IRPF, was assigned
a value of zero for this set of runs for the reason that it
was considered desirable at this stage to keep the loop
between dyadic conflict, in the form of diplomatic conflict,
and dyadic cooperation, in the form of trade, open. In the
future, when we close this loop, we can fully understand

the results of linking these phenomena.

International Hostility Parameters

The equation given below contains the parameters

relevant to the transmission of hostility.

STable 46, "Foreign Trade (Exports and Imports) as
a Percentage of G.N.P." in Bruce M. Russett, et al., World
Handbook of Political and Social Indicators (New Haven:
Yale University Press, 1964, pp. 162-165, indicates that
the mean trade level for 81 nations is 38 per cent.
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HOST(I,J,T+1l) = REACT * HOST(J,I,T+l) - PBUFF *

TFC(I,T+1) — TFC(J,T+1)

TFC(I,T+1) + TFC(J,T+1)
- ABUFF * ALLY(I,J) - EBUFF
* TRADE (J,I,T)

N
I TRADE(K,I,T)

K=1 (46)

The response parameter REACT was assigned a value of
1.0 indicating neither a systematic propensity to escalate
tensions by over-reaction nor to deescalate them by under-
reaction, but rather to respond directly to the expected
level of hostility. The power buffer parameter, PBUFF, was
tentatively given the value 0.25 when an extrapolation of
INS data suggested such a value as reasonable. ABUFF, the
alliance buffer, was set at 1.0 indicating that a nation
would ignore 1 unit of hostility if the nation of its origin
was an ally. Finally, the economic buffer, EBUFF, was given
a value of zero for the same reason that we assigned the

international risk pricing factor, IRPF, a zero value.

3. Variable Initialization: Cross-System Variants

There are several other variables that require initial
values in addition to those discussed in section 1. They
are: the proportion of resources allocated to consumption
(CSP), investment (BCP), and defense (FCP), as well as the
proportion of total force capability assigned the role of
internal security (FICP). The dyadic trade, aid and hostility

variables also require initial values. We must also specify
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what changes we wish to make in the alliance structure out-
lined in section 1.

These variables constitute the set of decisions taken
by the various nations in time period 1. The second period
values of the variables total basic capability (TBC), total
force capability (TFC), overall validator satisfaction (VSm),
probability of office-holding (POH), decision latitude (DL),
and probability of revolution (PR), are the consequence of
these decisions, and they constitute the predecisional
setting when the computer model is activated.

Six different sets of initial values were used in the
twenty-four runs. Tables 2 through 7 indicate the values
in each set. These values are the results of the first
decision-making period of six of the WINSAFE II runs. Since
there was no trade or aid during the first period of any of
these runs, the variables TRADE and AID were assigned zero
values

Table 2 indicates, for example, that in variable set
I nation 1 allocated its resources in the following way:
94.87 per cent went to consumption, 5.00 per cent went to
investment, and 0.13 per cent went to defense. Thirty per
cent of its total force capability was devoted to internal
security, and no hostile messages were transmitted.

Table 2 also indicates what the consequences of the
decisions taken in period one were for variable set I.

These values set the stage for action by the computer model.
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Table 8 indicates the scheduled alliance changes for
each of the six variable sets. These alliance changes mirror
the changes that occurred in the six WINSAFE II INS runs that
serve as our data base.

The variable sets I through VI create systems moving
in different directions from a common origin. In Chapter V
we will consider the effects of setting the computer model

down these diverse paths.

4. Parameter Settings: Cross-System Variants
In this series of computer runs we have decided to
vary two types of parameters. The first type regulates the
manner in which expectations of future behavior are developed
by a nation, and the second type governs the degree to which
non-economic factors are introduced into international trade.
In section 3 of Chapter II we discussed the various
optional information processing rules that we could specify.
Two of those rules have been selected for systematic considera-
tion. Twelve simulated systems were generated using the null
rule, Rule 4. This rule states that future behavior will be
the same as present behavior. Rule 0, the pragmatic rule,
was used in the remaining twelve computer runs. This rule
specifies how an information processing rule is selected,
rather than how information is to be processed. That is,
the choice of Rule 0 activates a process by which each of the
four basic rules are in turn used to estimate the present

level of behavior utilizing information from periods past.
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TABLE 2

VARIABLE SET I

NATION

VARIABLE 1 2 3 4 5

CsP .9487 .9588 .9300 .8824 .8919

BCP .0500 .0294 .0589 .1029 .0811
g FCP .0013 .0118 WOLIL L0147 .0270
g FICP .2000 .2000 .1500 .0437 .1000
? HOST(I,1) 0 0 0 0 0
3 HOST(I,2) 0 0 0 0 0
. HOST(I,3) 0 0 0 0 0

HOST(I,4) 0 1 0 0 %

HOST(I,5) 0 0 0 0 0
g TRE 7725, lsize. 9350.  33270.  35168.
g TFC 105. 790. 810. 2865. 4057.
2 VSm LR 3.0 s 4, 6.
% POH .8 .6
E
N DL 6 5% 3 5. 7.
g PR 0 ol 0
s
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TABLE 3
VARIABLE SET II

NATION
VARIABLE 1 2 3 ] 5
csp .9333 .9500 .9053 .8529 .9162
BCP .0koo .0329 .0778 .0824 .0865
g FCP L0267 L0171 .0189 L0647 .0297
g FICP .1500 .0000 .3010 .2000 .2000
i HOST(I,1) 0 1 0 1 1
E HOST(I,2) 0 0 0 2 0
i HOST(I,3) 0 1 0 0 0
HOST(I,4) g 3 0 0 0
HOST(I,5) 3 1 2 0 0
c TBC 7050.  17332. 9320.  32360.  35700.
S TFC 390. 1103. 873. 6340. 3240.
g VSm b, 5.5 2. 9 H
% POH .8 S b .8 .9
ﬁ DL 6. 4. 3 5 T
§ PR .55 0 %95 0 0
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TABLE 4
VARIABLE SET III

NATION

VARIABLE 1 2 3 4 5

CSP L9667 .9559 .9222 .8529 .8919

BCP 0 .0353 L0556 L0794 .0676
g FCP .0333 .0088 .0222 L0676 .0ko5
g FICP .150 .20 0 .0 .100
i HOST(I,1) 0 0 0 0 0
g HOST(I,2) 0 0 1 0 0
i HOST(I,3) 0 1 0 0 1

HOST(I,4) 2 2 1, 0 il

HOST(I,5) 0 0 0 0 0
c TBC 7350.  16530. 9120. 32620. 37060.
ﬁ TFC 465. 850. 900. 6130. 5340.
g VSm 555 5%0 3.0 4.5 545
% POH .8 57, 5 AT .9
ﬁ DL 6.0 5.0 3.0 5.0 7:0
E PR 0 0 .65 0 o
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TABLE 5
VARIABLE SET IV

NATION
VARIABLE 1 2 3 4 5
CSP .9000 .9559 .9hyy . 8824 .9189
BCP .1000 .0hu1 .0556 .0588 L0622
g FCP .0000 .0000 .0000 .0588 .0189
g FICP .10 .30 210 .10 .10
§ HOST(I,1) 0 1 0 I 0
g HOST(I,2) 0 0 1 0 0
. HOST(I,3) 0 0 0 2 1
HOST(I,4) 0 1 0 0 3
HOST(I,5) 0 0 0 2 0
c TBC <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>