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ABSTRACT

CONTROL OF MULTIPHOTON MOLECULAR EXCITATION

WITH SHAPED FEMTOSECOND LASER PULSES

By

Bingwei Xu

The work presented in this dissertation describes the use of shaped femtosecond laser

pulses to control the outcome of nonlinear optical process and thus to achieve the

selectivity for multiphoton molecular transitions. This research could lead to applications

in various fields including nonlinear optical spectroscopy, chemical identification,

biological imaging, communications, photodynamic therapy, etc.

In order to realize accurate pulse shaping of the femtosecond laser pulses, it is

essential to measure and correct the spectral phase distortion of such pulses. A method

called multiphoton intrapulse interference phase scan is used to do so throughout this

dissertation. This method is highly accurate and reproducible, and has been proved in this

work to be compatible with any femtosecond pulses regardless of bandwidth, intensity

and repetition rate of the laser. The phase control of several quasi-octave laser sources is

demonstrated in this dissertation, with the generation of 4.3 fs and 5.9 fs pulses that reach

the theoretically predicted transform-limited pulse duration.

The excellent phase control achieved also guarantees the reproducibility for selective

multiphoton excitations by accurate phase and/or amplitude shaping. Selective two-

photon excitation, stimulated Raman scattering and coherent anti-Stokes Raman

scattering with a single broadband laser source are demonstrated in this dissertation.

Pulse shaping is used to achieve a fast and robust approach to measure the two-photon

excitation spectrum from fluorescent molecules, which provide important information for



two-photon biological imaging. The selective excitation concept is also applied in the

field of remote chemical identification. Detection of characteristic Raman lines for

several chemicals using a single beam coherent anti-Stokes Raman scattering

spectroscopy from a 12 meter standoff distance is shown, providing a promising

approach to standoff detection of chemicals, hazardous contaminations, and explosives.
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Introduction

When I first joined Professor Dantus research group in 2003 and started using the

femtosecond (lfs =10'15 3) laser as a research tool, a dream (or question) started to

build in my mind: can a femtosecond laser become the ultimate automated photonic

tool for every field? For example, could a doctor uses a laser as an accurate diagnostic

tool or treatment of diseases, and a soldier use a similar laser as a remote detection

tool for hazardous materials? In each case, all they need to do is simply turn on the

laser and press a button. The computer software and hardware integration, makes it as

easy as using a laser pointer, eliminating the need for a laser expert. This may sound

bizarre and implausible, however, this scenario will be possible if there is a broadband

laser that can cover all the molecular excitations and if one can “teach” such a laser to

identify molecules. This dissertation focuses on this pursuit of transforming

cutting-edge laser and spectroscopic technology into a multi-purpose and automated

tool that uses tailored laser pulses. This instrument could benefit research in a wide

range of fields, such as laser control of chemical reaction, functional imaging,

attosecond technology, high harmonic generation, control of nanoscale systems, etc.

On the other hand, this multi-purpose tool can be directly used as an analytical tool

for remote molecular sensing and identification and as a spectroscopic tool for

biologists to study different fluorophores.

Femtosecond laser are able to produce pulses with an extremely short time

duration that allows one to monitor and tailor chemical reactions in real time. On the



other hand, it also has a very broad range of phase-locked spectral components that

can be treated as a coherent superposition of millions of monochromatic light waves.

An octave spanning femtosecond laser source (<2.8 fs) would cover all the optical

frequency range through different nonlinear optical (NLO) processes. However, since

such a light source would excite all the molecular transitions, the selectivity is lost.

Consequently, such a laser source cannot be used to study a certain interesting

transition or access specific fingerprint transitions to identify molecules. Fortunately,

by controlling the phase, amplitude and/or polarization, which is commonly referred

as pulse shaping, one can use the laser source to control the outcome of the NLO

processes, accomplish transitions selectively and then ultimately teach the laser to

identify molecules. Therefore, the key to this research project is coherent laser control

of molecular transitions through multiphoton processes.

The advances in the field of coherent laser control have been stimulated by the

pursuit of controlling chemical reaction, or to a greater extent, controlling the

light-matter interaction. In 1980, Nobel Prize laureate Ahmed Zewaill suggested using

femtosecond laser pulses to control a chemical reaction, taking advantage of the

ultrafast time scale during which the energy from the light cannot be redistributed

throughout the system as fast. Soon after, Warren and Zewail published a series of

papers about using shaped femtosecond pulses to demonstrate the photon echo

response in the iodine molecule.2'7 This very interesting science was very difficult to

perform due to the difficulties associated with the laser source. However, the

invention of the self-mode-locked Titanium:sapphire (Ti:Sa) lasers' 9 in 1990,



provided a laser system with long-term stability, largely enhanced advances in the

field of laser control of chemical reactions. A number of significant results have been

published and been reviewed extensively'o'21

1,22' 23 soon after the invention of theThe first NLO process was observed in 196

laser.24 , However, the concept that an atom or a molecule could absorb two photons

simultaneously had been predicted substantially earlier by Maria Goppert-Mayer in

1931.25 More than 20 years after the start of the NLO field, Warren first proposed to

use shaped pulses in NLO application in a theoretical paper published in 1984.26

Three years later, Warren et al experimentally demonstrated5 the effect of pulse

shaping of a nanosecond laser pulse on the yield of induced nonlinear fluorescence for

the iodine molecule. In the early 1990’s Weiner and Nelson published a breakthrough

paper on selectively driving different vibrational modes of an alpha-perylene

molecular crystal through multi-pulse impulsive stimulated Raman scattering (SRS).27'

28 In that experiment, they used a phase-only pulse shaper with an etched mask to

generate a train of pulses. Amplitude shaping of the pulse was applied a few years

later by Broers to demonstrate the spectral focusing of second harmonic generation

(SHG) and two-photon absorption (TPA) of Rydberg states in Rubiduim.29'3 '

After the first prediction that optimization of a chemical product was possible

through multiphoton processes by Tannor, Kosloff and Rice”’ 33, Judson and Rabitz

made a ground-breaking suggestion34 in 1992 to use the computer learning algorithms

or genetic algorithms (GA) to optimize the phase and amplitude of the laser pulses to

achieve a desired outcome of an optical process based on feedback, even without



knowing the Hamiltonian of the system. This proposal inspired various research

projects and led to the first experimental implementation in control of energy transfer

in a molecular system by Warren et al in 1997.35 Since then, control of different NLO

processes using GA has been reported extensively, including optimizing the SHG

output for different femtosecond laser sources with various pulse shaping devices3645,

53-55

control of the yield of chemical reactions46'52, TPA in isolated atoms or solutions”

57 58—61

, energy transfer and distribution in small molecules , polymers62 and

bio-molecular complexes“, four-wave mixing“, high harmonic generation“ and other

NLO processe566'70.

In 1998, Silberberg et al demonstrated that phase-shaped femtosecond pulses can

control TPA in Cesium atoms" They also found that as a n spectral phase step was

scanned across the spectrum of the pulse, a dramatic increase of TPA occurred when

the it spectral phase step was at the center of the spectrum where the Cesium atom has

a sharp resonance.72 However, this sharp resonance effect deteriorated for large

molecules in solution, when the TPA was broadband.

Inspired by the work of Silberberg, the Dantus group started to investigate how to

control the multiphoton excitation of large organic molecules in solution with shaped

femtosecond laser pulses. A new approach to laser control called multiphoton

intrapulse interference (M11) was demonstrated by using a sinusoidal function that

caused the interference between frequency pairs within the bandwidth of the pulse

during multiphoton excitations.73' 74 Binary phase shaping (BPS) for MII was also

introduced to the pulses for different applications.” 76 One of the most important



applications of M11, which already has achieved commercialization, is the use a

well-known reference phase to measure and correct the spectral phase distortion that

the femtosecond pulses accumulate as they transmit through or reflect from any

dispersive medium. This idea77 was conceived in 2002 and forms a solid base for this

dissertation.

In this dissertation, Chapter 1 discusses the fundamental principles that form the

scientific basis for all the projects, while Chapter 2 presents the major experimental

tools used throughout this research. Chapter 3 discusses in detail the spectral phase

measurement and correction method based on M11, including a quantitative analysis

of this technique and Chapter 4 presents several experimental applications of this

technique, including the control of quasi-octave-spanning laser sources. The last

chapter describes how selective two-photon, SRS and coherent anti-Stokes Raman

scattering (CARS) can be achieved with a single shaped femtosecond laser source.

The content of the dissertation is probably only a very small step towards our ultimate

goal, but still this step brings us closer to realizing the dream.



Chapter 1

Principles

Femtosecond pulses consist of a large number of phase-locked frequency

components. The relative phases of each of the frequency components can be altered,

and the control over the amplitude and phase of different frequency components is

usually referred to as pulse shaping. The methodology for pulse shaping, where

arbitrary phase control is possible for each frequency within the bandwidth of the

laser pulse, was developed over 20 years ago due to its potential in

telecommunications.78 Modern pulse shapers have been available for over a decade.79

By appropriately manipulating the spectral phase of an ultrashort excitation pulse,

one can readily control ground state and excited state molecular dynamics, or cause

chemically selective molecular excitation. Gerber, et al showed that adaptive

femtosecond pulse shaping could be used to selectively excite one specific molecule

without disturbing another.56 This experiment was carried out in two different

containers with solutions of distinct electronically and structurally complex dye

molecules. Differences in the signals from each container were recorded.

In the Dantus group, a MII method has been used for coherent control (by either

enhancing or suppressing) multi-photon transitions. This method is based on

intrapulse interference, which takes place within the ultrashort laser pulse spectrum

during a multiphoton process. In this chapter, I will discuss in detail the M11 theory,



the phase control of the pulses, and the specific phase shaping that used throughout

this dissertation, where the spectral phase function takes only values of 0 and 1:.

1.1. Mulitphoton intrapulse interference theory

A single multiphoton transition simultaneously involves several photons with

only a fraction of the transition energy (e.g., 1/2 for a two-photon or 1/3 for a

three-photon process). Some of the constraints are the number of photons (two, three,

four, etc.) and energy conservation, meaning that the sum of photon energies should

be equal to the transition energy. Because the large bandwidth of the femtosecond

pulses allows different combinations for a certain transition, the final transition

probability depends on the inference of all pathways. Broers showed that eliminating

the interfering frequencies changed the NLO outcome.29

It has long been known that the NLO processes are sensitive to the spectral phase

of the laser pulses.20 For example, Silberberg 7" 72 used a step phase function, scanned

across the laser pulse spectrum, to demonstrate a sharp dependence on the phase of

two-photon absorption in Cesium atom. The effect, however, was not observed when

samples have broadband absorption, as large molecules in solution do. The Dantus

group was motivated by Silberberg’s work and started to explore the condition of the

laser control for multiphoton transition of large molecules in solution in 2001. The

173' 74 was soon published in 2002. In these multiphotonfirst demonstration of MI

excitation experiments, a sinusoidal spectral phase function was used to cause MII to

control the multiphoton excitation of the large molecules including proteins in

solution, and to manipulate two-photon versus three-photon transitions. M11 also



showed the potential to enhance the amplitude of the nonlinear field at specific

frequency and suppress the nonlinear field amplitude elsewhere, i.e., to achieve the

selective molecular excitation. The demonstrated selective two-photon excitation

using MII relied on utilizing the difference in two-photon excitation cross sections of

different molecules or effect of different micro-chemical environment, e.g. different

pH values in solution, which change the properties of sensitive chromophores.80 A

new functional imaging method in two-photon microscopy based on MI] was also

introduced.” 82

To understand how MII works, one can consider a two-photon process such as

SHG. For the fundamental pulse (excitation pulse) centered at (00, the maximum SHG

will take place at 2600 However, the intensity of the SHG at 2600 depends on not only

the field intensity at 020, but on the entire bandwidth of the pulse according to:

S(2)(2a))oc|flEo(60+{2)HE0(w—Q)Iexp[i(qp(a)+.(2)+(0(a)—{2))]d.(2|2 (1.1)

where (0+0 and 60—0 refer to blue- and red-shifted frequencies, respectively. As

illustrated in Fig. 1.1(a), when the spectrum of the pulse is broad, the photons at the

frequency 020+!) combine with the photons with frequency at coo—.0 to result in the

transition at frequency 2am When the transition is not at the center of the excitation

pulse, as shown in Fig. 1.1(b), the photons at the frequency coo—210+!) paired with

photon at the frequency wo—A/Z —.(2 will cause the transition at Zara-:21. Note that the

photons at frequencies in the white area of the spectrum do not contribute to this

transition because no photons at the lower frequency (—.(2) side of spectrum can pair

with those photons.
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Fig. 1.1. The concept of MII. (a) shows that when the two-photon transition is at the center of the

spectrum, the photons at the frequency wo+0 combine with the photons at frequency wo—I) to result in

the transition at frequency 2am All possible frequency pairs contribute. When all frequency pairs add

up constructively, the intense peak at 2% appears. (b) shows that when the two-photon transition is not

at the center of the spectrum, i.e., at Zara—A, the photons at the frequency wo—A/2+.Q paired with the

photons at the frequency wo—A/Z—{J will cause the transition at Zwo—A. (a) and (b) show how M11

works for large molecules that have broadband transition. (c) shows how M11 works for stimulated

Raman transitions. The pump photons at frequency wo+A+I2 will work with the Stokes photons at

frequency -(a)o+.0) to excite the transition at A. In all panels, the frequency pairs are shown in same

patterns.



Fig 1.1(c) illustrates the case of a stimulated Raman transition, where the pump

photons at frequency w0+A+Q will work with the Stokes photons at frequency

-(a)o+.(2) to excite the transition at A in frequency or A/21tc in wavenumber units. For

all of the cases, the transition intensity depends on the sum over all possible {2 values.

All three words in the definition of MII are essential. First, it occurs only when

spectrally-broad pulses induce a multiphoton transition. Second, the interference

happens within the bandwidth of the pulse, i.e., different part of the pulses or photons

with different frequencies interfere with each other. Third, the interference is over all

the possible pathways [2, or in other words, involves all the frequency pairs. To

control the outcome of multiphoton transitions, one can change the spectral phase of

the pulse or mathematically speaking, the phase term in the bracket of Eq. (1.1), to

control the intrapulse interference condition and ultimately control the multiphoton

processes.

1.2. Effect of spectral phase on NLO processes

According to Eq. (1.1), when transform-limited (TL) pulses, i.e. pulses with a

constant phase across the spectrum, are used for SHG, the SHG reaches its maximum

at each frequency since the exponential term is the same for all the frequency.

Consequently, selectivity is lost, and so is the control over the SHG. This is true for all

the NLO processes, under the condition that the system has no intermediate

resonances, and that the system is interrogated under the weak field regime.

One possible way to regain the selectivity is through amplitude shaping, i.e.



modification of the amplitude of the laser spectrum. One can use an amplitude mask

that only allows a small portion of the spectrum transmit through, as shown in Fig.

1.2(a). Although this method works well for selective excitation (Fig. 1.2(b)), the

efficiency is very low75 since most of the photons that would contribute to this

transition are lost during the process. Note that the intensity of each peak in Fig. 1.2(b)

obtained with amplitude-only shaping is multiplied by 50 to be on the same scale: the

actual intensity is very small compared with TL excitation where no photon is lost.
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Fig. 1.2. Effect of amplitude-only shaping on SHG. (a) represents that only a small portion of the

spectrum transmits for each amplitude mask. The dashed line illustrates the original spectrum. (b)

shows the calculated SHG spectrum for each amplitude mask. The dashed line demonstrates the

calculated SHG spectrum for a TL excitation pulse. Note that the intensity of the SHG spectra resulting

from the amplitude shaping is scaled by a factor of 50: the actual intensity is very small compared with

TL excitation where no photon is lost.

Spectral phase shaping of the pulses is a much more efficient approach. The



simulation using a Gaussian excitation pulse in Fig. 1.3 illustrates how the SHG

spectra depend on the spectral phase. A linear phase function clearly has no effect on

the NLO spectrum (Fig 1.3 (a)). Quadratic phase function (chirp) changes the

intensity of the SHG spectrum without affecting the shape; furthermore, the SHG

spectrum is not sensitive to the sign or center of the quadratic phase function (Fig

1.3(b)). Cubic phase function has a significant effect on the shape of the NLO spectra

(Fig. 1.3(c)). It generates a maximum at the symmetry point of the cubic function that

reaches the TL excitation intensity. Cubic phase is relatively good for selective NLO

excitation although there is still some unwanted background on other frequencies.

Besides, because of the cubic dependence on the frequency, the value of the cubic

phase may be very large at the edge of the spectrum, making it relatively difficult to

implement via available pulse shaping devices in a real experiment. Figs. 1.3(d), (e)

and (f) illustrate how sinusoidal phase modulation changes the NLO spectra.

Compared with the cubic phase function, the sinusoidal phase function is limited to a

certain range so it does not diverge toward infinity at the edges of the spectrum as a

cubic phase function does. In addition, the Taylor series expansion of the sinusoidal

function contains a cubic frequency dependence term that would produce selectivity.

As expected, a single period of the sinusoidal phase function generates a maximum

around the inversion point. However, the peak feature is relatively broad and a large

background at other frequencies is still present (Fig. l.3(d)). The amplitude of the

sinusoidal phase function is one parameter to be adjusted. As shown in Fig. 1.3(e), the

five times increase of the amplitude makes the SHG peak narrower, compared with



that in Fig. 1.3 (d). The background at undesired frequencies still exits. Another

parameter to be adjusted is the period of the sinusoidal function. As it increases (Fig.

1.3(f)), the SHG peaks also get narrower: however, multiple peaks appear as more

than one inversion point exists in the spectral phase function within the pulse spectral

bandwidth.
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Fig. 1.3. Effect of phase shaping on SHG In all panels, the left graph illustrates the fundamental

spectrum of the excitation pulses and the applied phases, while the right graph shows the corresponding

SHG spectra with gray dashed line representing the TL SHG spectrum. Panels (a), (b) and (c) illustrate

the effect of three linear, quadratic and cubic phase functions on SHG, respectively. Panels (d), (e) and

(0 show the effect of different sinusoidal functions on SHG

The simulations shown in Fig. 1.3 demonstrate that the spectral phase of the

excitation pulses has a critical effect on the outcome of NLO processes, in this case

the SHG spectrum. Similarly, the spectral phase distortion that the laser pulses

accumulate through propagation in or reflection from any dispersive medium,

including the various optical components and even air, has a significant effect on the



outcome of the NLO process. In order to achieve robust and reproducible control over

NLO processes, such phase distortion must be measured and corrected at the sample

in the first place. The accurate phase measurements throughout this dissertation were

accomplished with a method77 based on MII. In such a method, a well-known

reference phase function is used to measure the unknown phase distortion of the pulse.

Correction of the spectral phase distortions serves as the base for the accurate phase

shaping that has been utilized for all the applications in this dissertation. The details

of this method and its quantitative analysis will be discussed in Chapter 3.

Although none of the phase modulation functions in Fig. 1.3 gives optimum

selectivity, they allowed us to identify some characteristics of the phase that are

needed. First, the phase requires a non-constant second derivative, in other words, the

phase must have at least a third-order dependence term on the frequency. Second, the

phase function requires a specific symmetry. Third, the phase function should not

diverge with increasing or decreasing frequency for easy experimental

implementation. While there may be numerous phase functions that satisfy these

criteria, an exhaustive search through all possible functions would take impractically

long time. One could use random arbitrary shaping to achieve some level of

selectivity, but the resulting amplitude at the desired frequency is not very high”.

Therefore, instead of arbitrary phase shaping, we went back to Eq. (1.1) and found a

different phase shaping approach discussed next.

14



1.3. Binary phase shaping

A closer look at the exponential term or rather the phase-dependent term in Eq.

(1.1)reveals that by setting the phase values to only 0 or 1r(Fig 1.4(a)), the

contribution from each photon pair (a)+.(2 and (0—0) is restricted to 1 or -1,

respectively, assuming that the spectral amplitude of the excitation pulse is constant.

With these two values, it is relatively easy to design phases where the sum is

maximized for a target transition frequency and zero otherwise. Such binary phase

(BP) functions with values only 0 or 1r are the most efficient approach we have found

to achieve selectivity. Fig. 1.4(b) is an experimental demonstration of selective SHG

excitation via BPS.

Compared with arbitrary phase shaping, BPS greatly reduces the number of

possible different phase functions that need to be tested for selective excitation

without discarding all the optimal solutions. For example, if there are 100 pixels that

can take 1000 different phase values to achieve selective excitation through phase

shaping of the pulses, the number of all possible phase combinations is

(1000)'°O=10300. This number is so larger, that it is hard to understand. For example,

the number of atoms in the universe is estimated at 1079. It would take longer than the

life of the universe to test even a small fraction of the possible arbitrary phase

functions. This number will be even larger if amplitude modulation is also considered.

On the other hand, using BPS the number of different phases quickly reduces to

210021030, and if symmetry constraints are applied, the number of phases can be

further reduced to 25051015, a number significantly smaller than 10300. Further
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reductions are possible as will be illustrated further.
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Fig. 1.4. BPS and its effect on NLO processes. (a) shows a BP function with reflection symmetry. (b)

sec 430

illustrates the experimental SHG spectrum (solid line) for the BP function shown in panel (a), giving

very good selectivity. The dashed lines show the SHG spectrum for TL pulse. Note that the maximum

appears at the symmetry point of the BP function.

The Dantus group first demonstrated the use of prime-number inspired BPS to

generate selective SHG excitation in 2004.75 Following that, BPS has been applied in

different fields, e.g., to achieve functional imaging through 1 mm biological tissue,82

to realize the multidimensional chemical recognition through laser controlled mass

83-88

spectroscopy and to control other spectroscopic technique.89 In Chapter 5, 1 will

discuss how to use the number theory to generate the optimized BP analytically for
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selective SHG and SRS and its applications in two-photon excitation (TPE) and

CARS spectroscopy.



Chapter 2

Experimental Tools

2.1 Laser System

The first lasers capable of producing sub-picosecond pulses were developed in

the early 1980’590‘93. Those ultrafast laser systems were dye-based lasers and were

generally home-built and relatively large and unreliable. Over the last three decades,

the duration of the pulses was significantly reduced (pulses as short as 2.8 fs laser

were generated“) and some systems have become as compact as the human hand (e.g.

the fifth laser system I will describe later). The experiments presented in this

dissertation were performed on five different femtosecond laser systems in Professor

Dantus’s laboratory at Michigan State University.

The first system was a Ti:Sa oscillator system (Kapteyn-Mumane Labs) pumped

by a neodymiumzyttrium vanadate (Nd:YVO4) laser (Spectra Physics: Millennia V). It

generates sub-12 fs pulses (110 nm FWHM) centered near 800 nm, with a repetition

frequency of 87 MHz. The average output power is 250 mW. Most of the experiments

presented in Chapter 3, experiments presented in sections 4.2 and 5.1 in were

accomplished with this laser system.

The second laser source was a regeneratively amplified Ti:Sa laser system which

delivers 40 fs pulses centered at 800nm, with 0.7 pJ per pulse at lkHz repetition rate.

In this system, the output of a femtosecond Ti:Sa oscillator (Kapteyn-Mumane Labs),

which is pumped by a Nd:YVO4 laser (Spectra Physics: Millennia) and capable of

producing ~15 fs pulses centered at 800 with 80 MHz repetition rate, is amplified by a
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regenerative amplifier (Spectra Physics Spitfire) pumped by a lkHz

neodymium:lithium floride (Nd:YLF) laser (Spectra Physics: Evolution X). A portion

of experiments described in Chapter 3 involved this system.

The third laser is a Ti:Sa oscillator with chirped mirror technology. The oscillator

(Nanolayers GmbH: Venteon Pulse 1), pumped by a Nd:YVO4 laser (Coherent:

Verdi-5), generates an ultra-broadband spectrum spanning over more than 400 nm

( from 620 tolOSO nm). The corresponding 4.3 fs pulses have ~l nJ energy per pulse

with a repetition rate at 78 MHz. The laser system was involved in the experiments in

sections 3.3, 4.1.1 and 5.2.

Experiments described in sections 4.1.2 and 5.3 were performed with a

home-built continuum generation system. In this system, ~20 fs laser pulses from a

Ti:Sa oscillator (Coherent: Micra), are amplified by a regenerative amplifier (Legend

USP, Coherent) and then focused into an argon-filled hollow waveguide which

generates sub-5 fs pulses with 0.2 uJ energy per pulse. The broad bandwidth and high

energy of the system are ideal for CARS spectroscopy at remote distance.

Finally, the fifth laser, utilized for experiments discussed in section 4.1.3, is a

home-built Ti:Sa oscillator with ring-bow tie geometry from Professor Cruz group

(University of Campinas, Brazil). The extremely small cavity size provides a repetition

rate of 2.12 GHz.

Overall, the first two laser systems are used to prove the concepts of phase

control and selective excitation. Using the phase control and selective excitation

methods, applications of the universal laser source are explored on the last three



systems. A substantial part of my work in this dissertation involved construction,

maintenance and characterization of the laser system and various experimental setups.

Each laser system described above was equipped with one dual mask pulse shaper.

The only exception was the fourth system, which has two pulse shapers: one

phase-only pulse shaper in between the Micra oscillator and the Legend USP

amplifier, and one for the pulses after the argon-filled hollow waveguide. The details

of pulse shaper layout including optical setups of the pulse shapers for different laser

system are discussed later in this chapter. All the applied experimental setups and the

corresponding detection schemes are described in later chapters, together with the

experiments.

2.1.1 Ti:Sa Oscillator

Lasers with pulsed rather than continuous wave (CW) output have the advantage

that a fixed amount of energy is confined in a very short time interval, resulting in the

high peak power but relatively low average output power. The common scheme of a

pulsed laser is shown in Fig. 2.1. It involves two mirrors to form a cavity, a gain

medium in the cavity and a loss modulator for mode-locking.
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Fig. 2.1. Common cavity design for a pulsed laser. An output coupler partially transmits a small

fraction of the laser pulse out of the laser cavity. The transmitted photon bursts are equally spaced by

the cavity round-trip time: TR = 2L/vg, where L is the laser cavity length and vg is the pulse

propagation velocity. Typically, a loss modulator (in time or spatial domain) is used to compress the

laser light into short pulses around the minimum of the loss modulation.

Among all the available gain media, Titanium-doped sapphire (Ti3+:Ale3,

usually annotated as Ti:Sa) is the most used transition-metal-doped gain medium for

femtosecond solid-state lasers. It was introduced in 198695, and short after, the CW

lasing action on Ti:Sa gain medium was demonstrated.96 In 1990, the first sub-100 fs

97, 98

laser was reported by Spence and coworkers.8' 9 Thereafter Ti:Sa lasers quickly

replaced most dye lasers, which had previously dominated the field of ultrashort pulse

generation. The Ti:Sa crystal has a typical four-level energy diagram as shown in Fig.

2.2.
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Fig. 2.2. Energy level diagram of a typical four-level gain medium. The lower laser state is well above

the ground state. The pump laser excites the atoms or ions to a state higher in energy than the upper

laser level. The excitation process is usually followed by a rapid non-radiative transfer of the

population on the upper laser level. The upper laser state usually has a long lifetime for the spontaneous

emission, i.e. the population lives long enough for stimulated emission to contribute to the gain. Afier

the stimulated process, the population on the lower laser state quickly relaxes to ground state. Ideally,

no appreciable population occurs in the lower laser state during the laser operation.

Despite the rather short lifetime for the upper laser level (3.2 us, which implies

relatively higher pump intensity), the broad gain cross-section, large energy storage

density, excellent thermal conductivity and wide range of possible pump wavelengths

of Ti:Sa crystal make it an exceptional gain material for femtosecond lasers and

amplification systems. The maximum gain and laser efficiency is obtained at ~800 nm

with very broad emission band (650 -1100 nm), making it possible to generate pulses

with less than 5 fs pulse duration (the pulse duration of the Ti:Sa laser system that will

be presented in section 2.1.3 is ~4.3 fs). Since the peak of the absorption band is at

~500 nm, the energy loss resulting from reabsorption of the laser radiation is also
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minimized.

Generation of pulsed laser light requires so called “mode-locking” techniques.

Mode-locking works in the laser cavity by insuring that the all the longitudinal modes,

i.e. the frequency components of the laser spectrum, have a fixed phase relationship

(see Fig.2.3.). Mode-locking techniques can be divided into two main categories:

active and passive mode-locking. Active mode-locking involves a periodic

modulation of the resonator losses or the round-trip phase change, achieved with an

active element, e.g. an acousto-optic or electro-optic modulator.99 When such

modulation is synchronized with the cavity roundtrip, short pulses, usually with a

picosecond time duration, are produced.

 a E     

      

if:

Fig. 2.3. Calculated temporal of relation of the intracavity field of the laser with 15 modes. (a) constant

phase relationship (equal zero) between each mode, (b) random phase relationship between each mode.
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Passive mode-locking implies the use of a nonlinear passive element inside the

laser cavity, e. g. a saturable absorber, first discovered in 1972.‘00 The ultrashort pulses

from the cavity with a Ti:Sa crystal as the gain medium are' generated from passive

mode-locking, in the form of Kerr lens mode-locking (KLM). In this case, an artificial

saturable absorber, rather than a real one, is created in the gain medium by the

nonlinear self-focusing effect: Kerr lens effect.

This modelocking mechanism was first referred as “magic modelocking”,9 until

detailed explanations were given in the following few months.'°"'°3 The core of the

KLM is the non-linear refractive index (n2) of the Ti:Sa crystal. The effective index of

refraction of the Ti:Sa crystal can be written as n=m+n21(r,t), where m is the linear

refractive index and I(r,t) is the spatial and temporal distribution of the intensity of the

laser beam. As one can see, the effective index of refraction has dependence of the

distribution of the laser field intensity. Therefore, when the laser beam has a Gaussian

intensity distribution as shown in Fig 2.4., the Ti:Sa crystal acts effectively as a lens.

In combination with a hard aperture inside the cavity, such self-focusing effect

reduces the mode area of the high intensities through the aperture and hence results in

mode-locking. The KLM without an intracavity hard aperture was demonstrated later

in 1993")“ and now is applied in most of commercially available Ti:Sa femtosecond

lasers.
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Fig. 2.4. Kerr lens effect. A nonlinear lens is formed in the central part of the beam profile, and only the

modes with high intensity can pass through the aperture.
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Fig. 2.5. Schematic of a typical Ti:Sa laser oscillator with an intracavity prism-pair compressor. M:

  
 

mirror, L: lens, CM: curved mirror, Ti:Sa: Ti:Sa crystal, P1 and P2: prism pair, HR: high reflector and

OC: output coupler.

A schematic description of a Ti:Sa laser oscillator is shown in Fig. 2.5. The

successful implementation of the KLM theory and control of intracavity group

105, 106

velocity dispersion (GVD) through the prism pair (P1 and P2) result in pulses as

short as 8.5 fs.m7
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2.1.2 Ti:Sa regenerative amplified system

Femtosecond pulses generated by a Ti:Sa oscillator are very suitable for weak

field studies, e.g. biological imaging. However, those pulses do not provide enough

energy for strong-field experiments, such as chemical bond breaking or

photon-induced chemical reactions. For those applications, amplification is required

to generate an output with high optical power from relatively small input optical

power.

Most optical amplifiers are laser amplifiers, where the amplification is based on

stimulated emission. There are also optical parametric amplifiers based on media with

(2) r09
1 nonlinearity'08 or a fiber device with the x0) nonlinearity. Other types of

nonlinear amplifiers include Brillouin amplifiers”O which exploit the delayed

nonlinear response of a medium and Raman amplifiersm In the case of a laser

amplifier, a gain medium which can be stimulated by the signal light to emit more

light into the same radiation modes (either insulators doped with some laser-active

ions, e.g. Ti:Sa crystal, or semiconductors, which can be electrically or optically

pumped), is used.

Since such gain media tend to have lower emission cross sections, the effective

gain needs to be accumulated through multiply passes of the gain medium in order to

achieve the high amplification. This can be performed in three different ways:

113 115

multi-passl ‘2' , regenerative'M' and multi-stage amplification. Multi-pass

amplification is obtained with combination of mirrors that allows the beam to pass the

gain medium several times with slightly different angles (see Fig. 2.6). However, the
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difficulties in alignments and lower pulse-to-pulse stability when compared with

regenerative amplifiers make latter more practical. Multi-stage amplifiers, used for

some special applications that will not be discussed in this thesis, are amplifier chains

that provide very large amplification factors, e.g., to obtain pulses with energies on

the order to Joules.

 
 

  

Pump

Laser

A

—t

From

seed Amplifier crystal

laser

Fig. 2.6. Multi-pass amplifiers. The combination of the mirrors allows the beam to pass the gain

medium multiple times.

Regenerative amplifiers achieve multiple passes of the gain medium with a cavity

containing the gain medium and an optical switch including usually an electro-optic

modulator (Pockels cell) and a polarizer. The number of round-trips that pulse travels

through gain medium in the cavity is controlled by the optical switch. This number

can be very large, leading to a very high amplification factor. The output pulse energy

from a regenerative amplifier varies from several hundred miliJoules to several

Joules.

In femtosecond amplifiers, some problems, e.g., nonlinear pulse distortion and

damage of the gain medium and other optical elements, arise as the peak intensity of

the optical pulses becomes very high during the amplification process. In 1985,

Strickland and coworkers demonstrated a technique, called later chirped pulse

amplification (CPA), that can effectively prevent those problems."6'”9
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Fig. 2.7. Regenerative amplifier and CPA technique. (a) illustrates the temporal pulse shape evolution

in CPA. (b), (c) and (d) illustrate the stretcher, regenerative amplifier and compressor, respectively. The

combination of (a), (b) and (0) gives a full optical layout of a regenerative amplifier based on CPA. F1:

Faraday isolator, GI and 02: grating, CM: curved mirror, LM: long mirror, P: periscope, PCI and PC2:

Pockels cells, and M2: half-wave plate.

The idea of CPA is illustrated in Fig. 2.7(a). The seed pulses are chirped, i.e.

temporally stretched to a much longer duration by highly dispersive optics, e.g., a

stretcher comprising a pair of gratings (Fig. 2.7(b)), before they pass through the gain

medium. The stretched pulses have significantly less peak intensity (3-5 orders of

magnitude lower), and relieve the detrimental effects during amplification. The
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amplified pulses are then temporally compressed to the temporal duration comparable

to that of the seed pulses by removing the chirp with a grating-pair compressor (Fig.

2.7(d)) and the very high peak intensity is restored. The optical layout of a

regenerative amplifier with CPA is shown in Fig. 2.7. The two amplified systems I

used in this dissertation are based on the design introduced by Positive Light which

first was marketed by Spectra Physics and then purchased by Coherent. The models

names are Spitfire and Coherent Legend USP, and can generate ~35 fs and ~30 fs

pulses, respectively.

2.1.3 Venteon Ti:Sa Oscillator

As mentioned in section 2.1.1, the shortest pulse demonstrated while using an

107. When even shorter pulses are needed, aintracavity prism pair is as short as 8.5 fs

different scheme is required to compensate the intracavity dispersion. The new

scheme involves very specially designed mirrors called double-chirped mirrors

(DCM) 120,121

AR

coating M4 layer stack Substrate  

  
 

1000 lllll

Fig. 2.8. Multi-layer structure of a typical chirped mirror. Note that 700 nm light travels much less

distance than 1000 nm light does, resulting certain amount of negative chirp, i.e. shorter wavelength

components of the pulses arrives earlier than longer wavelength ones. AR: anti-reflective

Chirped mirrors are composed of stacks of quarter-wave layer pairs that have

29



maximum reflectivity for different wavelength. Fig. 2.8 shows the structure of a

typical chirped mirror: the light with shorter wavelength will be reflected by the first

few layers and the light with longer wavelength will penetrate deeper and be reflected

by the last few layers. Therefore, the light with shorter wavelength travels much less

distance in medium than the light with longer wavelength, resulting in the negative

chirp that would compensate the intracavity dispersion of the Ti:Sa oscillator. This

chirped mirror idea was first demonstrated by Krausz and coworkers in 1994122 and a

11 fs Ti:Sa oscillator'23 based on such mirrors was demonstrated. A few years later,

DCMs were developed to reduce the dispersion oscillations arising from the strong

index discontinuity in chirped mirrors.

QC P3

1 I if j

r. CM1

 

 

  

    Pump laser

 

M1 P2 P3

Fig. 2.9. The optical setup schematics for Venteon Ti:Sa oscillator. L:lens, CM1 and CM2: curved

mirrors (DCM pair), Ml,2 and M3,4: DCM pairs, M:mirror, Ti:Sa: Ti:Sa crystal, P1- P3: thin prisms

and OC: output coupler.

   

There are two different approaches when using chirped mirrors in Ti:Sa

oscillators: use them exclusively'24 or use them in combination with adjustable

prismsm' ‘26. The latter allows for a continuous adjustment of intracavity dispersion

through prisms, and tends to generate shorter pulses. The Venteon Ti:Sa oscillator has

this configuration (see Fig. 2.9). In particular, the laser that we used has specially
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coated mirrors obtained from Prof. Kaertner from MIT.

2.1.4 Continuum generation in the hollow waveguide

The femtosecond laser amplifier is able to generate pulses with very high peak

power. However, the wavelength span of those pulses is reduced compared with the

seed pulses due to the gain narrowing effect in the amplifier. The shortest pulses that

can be obtained from a Ti:Sa-based CPA system are usually limited to ~15 fsm. For

some applications such as high harmonic generation and attosecond pulse generation,

shorter but still intense pulses are required. One scheme to produce sub-10 fs pulses

with large energy per pulse is filament generation.128 The major challenge for this

technique is the spatial mode quality as well as pulse-to-pulse stability. Another

common approach is the compression of the continuum generated by self-phase

modulation in a rare-gas filled hollow-core fiber ”9"”. We choose the later design for

the experiments presented in this dissertation for the better spatial mode quality that

this approach provides.

Figure 2.10 shows the optical setup for ultrabroad bandwidth generation with

hollow waveguide. Laser pulses from a 15-fs oscillator (Micra Coherent) are shaped

by a 4f reflective pulse shaper (the pulse shaper will be discussed in detail in section

2.2) using a 128-pixel phase-only programmable liquid crystal (LC) spatial light

modulator (SLM). The shaped pulses are then amplified by a regenerative amplifier

(Legend USP, Coherent) and focused by a 1 meter focal length curved mirror into an

argon-filled hollow waveguide that is 0.39 m long and has a 500 um inner diameter.
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By adjusting the incident laser power, argon pressure and quadratic phase component

of the input laser pulse, a continuum broadened spectrum is generated. Optimal

continuum generation is obtained when high-order dispersion is eliminated by the

pulse shaper and a quadratic phase equivalent to -500 fs2 group delay dispersion

(GDD) is added to the input pulse. It results in an ultrabroad bandwidth spectrum

corresponding to sub-5 fs TL pulses (see section 4.1.2). For some applications such as

remote chemical detection and identification presented in section 5.3, such ultrabroad

bandwidth spectrum is not necessary. In this case, an argon pressure of 0.15 MPa with

the input pulse energy of 340 uJ is used to generate 200 uJ of hollow waveguide

 

  

 

  

 

  

output from 750 to 870 nm.

_ ' M
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Fig. 2.10. The schematic optical setup for continuum generation from a hollow waveguide. M: mirror

and CM: curved mirror.

2.1.5 Ti:Sa oscillator with 2.12 GHz repetition rate

Although a typical femtosecond Ti:Sa oscillator has a repetition rate of ~100MHz,

Ti:Sa oscillators with higher repetition rate, from 1 GHz'33 to 10 GHz have been

demonstrated. This kind of laser is extremely useful for application such as optical

frequency combsI34 for optical frequency metrology and atomic clocks'”, direct

measurements of frequencies of several hundred terahertz with 17-digit accuracy'36

and so on.

Ti:Sa oscillators with GHz repetition rates usually have a prismless bow-tie ring
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cavity configuration rather than the linear cavity configuration used in the Ti:Sa

oscillators described previously in Fig. 2.5. Since the repetition rate is determined by

the cavity length, the cavity length of this kind of laser is very small, typically smaller

than a human hand. The 2.12 GHz repetition rate laser we used was built in Professor.

Cruz’s group (University of Campinas, Brazil). It consists of two curved mirrors with

broadband high reflecting (HR) coatings and 3 cm radii of curvature, a HR convex

mirror with -1 m focal length, and a flat output coupler (2% transmission), configured

similar to that described in reference ‘37 (Fig. 2.11). All mirrors inside the cavity are

chirped except the output coupler. The laser provides 0.4 11] pulses at 2.12 GHz

repetition rate with the spectrum spanning ~400 nm

 

 

 

HR 00 \   
Fig. 2.11. Optical setup schematics of a laser system with bow-tie ring cavity configuration. L: lens

with focal length 3 cm; CM: chirped curved mirror (3 cm radius of curvature); Ti:Sa: Ti: Sapphire

crystal; HR: high reflection curved mirror with focal length -1m; DC: output coupler. Note that after

the pulses hit on HR, they are reflected to OC instead of CM. This is the major difference between the

bow-tie ring cavity configuration and the linear cavity configuration. The actual size shown in the

figure is approximately 7x3 cm.

2.2 Pulse Shaper

As presented in Chapter 1, we propose to use phase and amplitude shaping to

control NLO processes through M11, thus “teaching” the femtosecond laser pulses to

fulfill a specific task, e. g., what phase would be optimal phase for a 10 fs laser pulse

centered at 800 nm to excite only the breathing vibration mode of toluene. Some tasks
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require simple phases such as quadratic phase (chirp) that can be introduced by

passive optics such as prism- or grating-based compressors and an optical fiber. The

early studies on quantum control of a chemical reaction by the Dantus group were

accomplished with the use of a prism based compressor.I38

However, when more complicated phases, such as higher order polynomial

phases, sinusoidal phases or binary phases, are required, the simply apparatus mention

above is not sufficient. In this case, a more sophisticated pulse shaping device,

capable of modulating the incident electric field, is necessary. There are two different

approaches: directly shape the femtosecond pulses in time domain, or shape the

femtoscond pulses through masks in frequency domain. The acoustic optical

modulator (AOM), introduced by Toumois, is a good example for the former

approachm'l41 The laser pulse is first chirped so that different frequency components

enter the AOM at different times. While the pulse is frequency dispersed, a strong

acoustic wave enters the crystal and shapes the pulse. This system is compact because

it shapes the laser pulse in the time domain. The major difficulty is that extremely

accurate synchronization between the laser and the electronics driving the

acousto-optical elements is required for precise delivery the desired phase and/or

amplitude.
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Fig. 2.12. Schematic layout of a 4f pulse shaper. The incident beam is dispersed by grating 01 (two

different patterns represent different wavelengths) and then focused by lens L1, so that different

frequency components are spatially distributed into one dimension at the Fourier plane. An SLM is

placed at the Fourier plane in order to modulate the spectral phase and/or amplitude of the pulses. All

frequency components are then recombined by lens L2 and grating 02. The distance between each

optical component is anf the focal length of the lenses.

The Fourier-transform pulse shaper shown in Fig 2.12, first demonstrated by

Weiner and Heritage in 1987,'42' ”3 is a typical solution for the pulse shaping in the

frequency domain. The laser pulses are first dispersed into different frequency

components by a grating (or other dispersive optics), then directed through a pair of

identical lenses and finally to the second grating that is identical to the first one. Note

that the pair of the lenses forms a 1:1 telescope and both gratings are placed at the

focal planes of the lenses. Therefore, the different frequency components are spatially

separated and focused by the first lens at the Fourier plane, i.e. at the plane in the

center between the pair of lenses. This is equivalent to a Fourier transform of the

pulse from the time domain to the frequency (or spectral) domain. The second half of

the optical setup recombines all the frequency components, i.e. inverse Fourier

transforms the pulses back into time domain. To control the phase of the pulse, a

phase shifter, e.g., a LC-SLM, is placed at the Fourier plane where it can modify each

frequency component independently. The whole optical setup is called 4f setup since
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all the optical components are separate by the same focal distancef.

Besides the classical linear 4f setup, there are other designs of Fourier

transformed pulse shapers. Each design has its own advantages and disadvantages.

For the experiments described in this dissertation, I used two different designs shown

in Fig 2.13: one is prism-based (panel (a)), and another is grating-based (panel (b)).
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Fig. 2.13. Optical layout of a Fourier-transform pulse shaper. (a) illustrates a prism-based reflective

pulse shaper. (b) illustrates a grating-based pulse shaper. Note that the grating is near Littrow condition,

i.e., the first order dispersion of the grating propagates along the incoming beam axis, so that the

reflection efficiency of the grating is maximized.

The prism-based shaper setup was used with a standard Ti:Sa oscillator and a 128
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pixel SLM. The advantage of the prism as a dispersive element is that it is very energy

efficient compared with a grating. However, the dispersion of a prism depends on the

material from which the prism is made, and usually it is not sufficient to spread the

spectrum accross a 640 pixel SLM. On the contrary, gratings with large groove

density are more dispersive, but have lower energy efficiency, which is typically

70-90% and tend to be less efficient for broader spectra.

Both of the pulse shaper designs in Fig. 2.13 are reflective designs, i.e., a

retro-reflection mirror is placed at the Fourier plane, making the beam travel through

the SLM twice. The reflective design has two advantages: 1) it saves space and 2) it

doubles the maximal phase retardance of the pulse shaper compared with transmission

design shown in Fig. 2.12. The complexity that it brings is the separation of the

incoming and outgoing beams. One obvious solution is to displace them vertically,

making the off-axis angle of the curved mirrors larger and thus causing slightly larger

spherical aberration. Another solution is to use a beam splitter to separate them,

resulting in at least 75% energy loss of the pulse shaper. 1 used the first solution

throughout the dissertation.

The SLM is an optical device that uses nematic LC material to alter the phase or

polarization of the incident light. The LC material provides an electrically dependent

index of refraction for the incident light with polarization along the LC’s

extraordinary axis but not the light polarized along the ordinary axis, which is

orthogonal to the extraordinary one. This is the basic principle that explains how a

LC-SLM modulates the phase or polarization of the light. When the orientation of the
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LC on the SLM is horizontal (i.e., horizontal extraordinary axis), the SLM can alter

the phase of the horizontally polarized incident light. This kind of SLM is usually

referred as phase-only SLM. When the orientation of the LC is at 45 degrees to the

horizontal axis, it acts as a set of electrically variable waveplates that can alter the

polarization of the incident light (usually, polarized horizontally). Combined with a

polarizer at the exit of the SLM, the amplitude modulation is achieved as the

“waveplates” vary from zero to half wavelength. This SLM is an amplitude-only SLM.

A third kind of SLM contains two LC layers with the orientation of each layer

orthogonal to each other, and at 45 degrees to the polarization of the incident light. In

this case, the phase and amplitude of the light can be modulated simultaneously. The

device is referred as a phase and amplitude (P&A) or double-mask SLM. The SLM’s

used in this project have either 128 or 640 pixels, with pixel size equal to ~97 pm.

The pixels can work independently from each other; therefore, one can control the

phase and/or amplitude of different frequencies of the incident pulses and achieve the

desired pulse shape through changing the voltage on each pixel, provided the SLM is

well calibrated.

The calibration of the SLM refers to the determination of the relationship

between the retardance achieved and the voltage applied on the SLM, or in other

words, the correspondence between the desired phase and amplitude and the voltage

applied on the SLM pixels, since the phase and amplitude are related to retardance by:

”(RA (VA) — (Raff/3 ))

I1

¢=§1R.<V.)+R.<V.)J (2.2)

 T = cosz[ ] (2.1)
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for a double-mask SLM, where R(V) is the retardance as a function of voltage for each

LC array, A and B. The calibration of the SLM is usually achieved by scanning the

voltage on the LC array and recording the transmission of the laser spectrum (for

double-mask SLM, one needs to apply the maximum possible voltage to one LC array

while scanning the other one). R(V) can then be retrieved numerically or analytically

through Eq.(2.l).

 

 
 

 

 

    
 

1 L L - 1 .

~ it = 660 nm

E . . L

“E 71. = 815 nm
3 ..

e’
g _

C

.9 —
(I)

."J ..

E
(I)

C ; — .

E

1— 7t = 925 nm

0‘ . . . . LL . . . - . , .

500 1000 1500 2000

Voltage (arb. units)

Fig. 2.14. The calibration data (crosses) for different wavelength and their fitting function (gray solid

lines). Note the excellent agreement between the data and the fitting function, indicating a precise

calibration.

To shape femtosecond pulses accurately, each pixel of the SLM needs to be
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calibrated independently because of the frequency dependence of the index of

refraction values. Fig. 2.14 shows the voltage dependence of the transmission for

three different wavelength (black crosses) or pixels, usually referred as calibration

data. Note that the shape of the curve has a large dependence on the incident

wavelength. By fitting these curves for all pixels, the R(V) for each pixel can be

retrieved analytically. The gray solid lines in Fig. 2.14 shows the fitted functions

through an automated calibration program I designed. It takes ~15 minutes for the

automated program to calibrate an SLM accurately.
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Chapter 3

Pulse characterization technique:

multiphoton intrapulse interference phase scan (MIIPS)

Femtosecond lasers have been applied in a very wide range of fields which now

46, 145

include: optical communications'“, control of chemical reactions , nonlinear

147 1150

optical processes'46‘ , semiconductors”, quantum'49 and nonlinear optica

computation, biomedical imagingIS 1, metrology, micromachining, analytical chemistry,

material processing, photodynamic therapy, surgery, and even dentistry. However, as

the femtosecond laser pulses get reflected by optical surfaces such as a dielectric

mirror, or propagate through a lens, an optical fiber, a microscope objective or any

medium other than vacuum, the spectral phase distortion from those media

accumulates. These distortions have a significant effect on the nonlinear properties of

the pulse, resulting in increased pulse duration, loss of peak intensity (see Fig 3.1) and,

even loss of information. As a result, these distortions have serious detriments on

almost every application. The shorter the initial pulses, the more significant the

distortions become (see the inset of Fig. 3.1), making the characterization and

compensation of phase distortions in ultrashort pulses at the sample extremely

important.

To minimize the effect of the spectral phase distortion, there are two broad

categories of approaches: (i) direct pulse compression and (ii) phase measurement

followed by compensation. In case of the former approach, one minimizes phase
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distortions without measuring them. The early incorporation of compressors

consisting of gratings, prisms,
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Fig. 3.1. Temporal profiles of a 10 fs pulse with different amount of chirp. The solid line illustrates a

Gaussian-shape pulse without phase distortions (TL pulse), the short dashed line shows the pulse with

100 fs2 chirp, and the long dashed line represents the pulse with 200 fs2 chirp. Note that besides the

obvious increase in the time duration, there is a drop of the peak power by ~1/3 for 100 fs2 and ~l/7 for

200 fs2 chirp. The inset shows how quadratic phase distortion (chirp) affects the time duration of

initially TL pulses of 5, 10, 30 and 100 fs durations. Note that the same amount of chirp, e.g., 400 fsz,

changes dramatically (by an order ofmagnitude) the time duration of initially short pulses, 5 or 10 fs

long, while has essentially no effect on a pulse of 100 fs duration.

and their combination led to the great advancements in femtosecond technology

during the early 19805, culminating in the production of 6 fs pulses'sz. A decade later,

Silberberg gourp36 and Gerber group37 developed independently another

characterization-free scheme, which involved a computer-controlled pulse shaper and

a GA that took the integrated SHG intensity from the laser pulses as the feedback in a
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closed loop. In both of these characterization-free techniques, success depends on the

noise level of the laser system. The pulse-to-pulse stability of the SHG output is

typically 2-6%, assuming laser power fluctuations of 1-3% in the fundamental. As a

result, the time duration of the pulses after measurement-free approaches could reach

as low as 1.02-1.06 times of that of the TL pulses, provided the GA is given sufficient

time to converge.

The second category of approaches relies on accurate phase measurement which

is followed by accurate compensation. These techniques are required when short time

duration of the pulses (<1.1 times of that of TL pulses) is consistently required, such

as when the ultrashort pulses are used to study the NLO properties of materials.

Among the available spectral phase characterization techniques, the early

development of Naganuma et a1. '53, who used fringe resolved autocorrelation and the

spectrum of the pulse to retrieve phase information, and the development of frequency

154

resolved optical gating (FROG) and spectral phase interferometry for direct

electric-field reconstruction (SPIDER)155 represent milestones in the field. Once the

spectral phase of the laser pulses is retrieved, a negative spectral phase function can

then be introduced into the system by a well calibrated pulse shaper for pulse

compression.” ”9' '56' '57 Here in this chapter, I will present a method called MIIPS

which uses a series of well-calibrated reference phases to measure the unknown

spectral phase distortion of the femtosecond laser pulses at the target and then corrects

the distortion. It is a single beam method which is not autocorrelator/interferometer

based as the first three methods stated earlier in this paragraph. From the MIIPS
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method, one can analytically obtain the spectral phase across the pulse. Consequently,

this method has proven to be extremely powerful, accurate and robust, and has

yielded reproducible demonstrations of selective microenvironment probing,80

158

multiphoton microscopy,81 functional imaging“: and chemical agent

identification“ 8“ using ultrashort phase-shaped pulses.

Historically, sinusoidal functions were used as the reference functions for MIIPS.

Therefore, I will first discuss the sinusoidal MIIPS after a detailed presentation of the

theory. I will present the experimental implementation of sinusoidal MIIPS and its

quantitative analysis, including accuracy, precision, dynamic range and the ability to

measure arbitrary phase and accurately delivery of desired phase. Following that, a

new implementation of MIIP with quadratic reference phase functions (chirp) will be

presented.

3.1 Theory

It has long been recognized that NLO processes are sensitive to the second

derivative of the spectral phase. Take the SHG for example. The SHG spectrum 5‘2)(w)

at a frequency a) can be written as an integral over the spectral amplitude |E(a))| and

phase (0(a)) of the pulse, according to 159.160

S(2)((o)oc R(m)ljg<2l(w)E(w)E(m—Q)da2 (3.1)

In the case when the laser pulses are not as short as one-optical-cycle and provided

that a thin nonlinear crystal is used to generate the SHG spectrum, the pulse spectral

response R and the susceptibility 1 can be treated as constants, so we can rewrite Eq.
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(3.1) for the fundamental pulse with phase modulation ¢(a)) as:

5(2) (20)) cc | HE((0+Q)||E(a)—{2)|exp[i(go(a)+.(2)+(p(a)-.Q))] dfllz (3.2)

According to Eq. (3.2), the signal is proportional to the integral of the product of a

real positive kernel, |E(w+.0)||E(a)-.Q)|, with the complex exponent of phase

(0(art-Q)+¢((o-.Q). TL pulses ((02 0) generate the maximum intensity for an SHG

spectrum, because the oscillatory component of the integral is zero.

The phase modulation produced by all physical processes, e.g. transmission

through any dispersive medium, is typically a continuous function, allowing us to

write a Taylor series expansion around a). The Taylor series expansion of the sum of

the phases at positive and negative detuning is

rp(a)+{2)+rp(a)—.Q) = 2¢(w)+¢'(w){22 +...+Z—22’m(p2n' ((0).an (3.3)

where ¢"'( a2) a d"¢(a))/da)". According to Eq. (3.2), the SHG spectrum is maximized

when ¢(w+.(2)+ga(co-.Q) is zero. To first approximation, neglecting higher order even

terms, the SHG spectrum has a local maximum at a) when the second order phase

distortion, qi'(a) ), equals zero.

MIIPS measures the unknown spectral phase by successively imposing a set of

parameterized (p) reference spectral phase functions -f (a), p) to the pulses with

unknown spectral phase distortion ¢(a)). Hence the total phase of the pulse becomes

(p(&)) = ¢(a)) +[—f (a), p)]. The SHG spectrum (other nonlinear optical process, e.g.,

third harmonic generation, can also be used'“) corresponding to each reference phase

is then acquired. In this case, for a certain frequency (or,

when (p"(a),-) = ¢”(a),-) + [—f”(co,-,p)] = 0 , or in other words, when
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¢"(a),-) = f"(60,3 p) , the SHG intensity at a), reaches its maximum possible

intensity.

Consequently, in the second derivative space, the set of reference functions f”

(a),p) can be visualized as a grid used to map the unknown ¢"(co), and when f’(a),p)

intersects ¢’(a)) at any frequency 02,-, the SHG intensity will be maximized at (0,. At

this frequency,f”((0) “compensates” (cancels) ¢”(a)), and the unknown function, ¢”(a)),

can be measured. In other words, once we find out which reference function —f(a),p)

gives the SHG maximum for a frequency 60,-, the second derivative will be given by

¢"(w.-) = f"(at-mm...) (3.4)

where pmax is the parameter in the reference phase function for which the NLO signal

is maximized at 60,-.

In principle, the reference function could be any function. In practice, the

simplest grids for mapping the unknown spectral phase in second derivative space are

constant functionsf'(a), p)= p (as the horizontal dashed lines shown in Fig. 3.2(a)),162

which correspond to the quadratic phase or linear chirp that can be introduced by

passive or adaptive optics. For each reference phase, a SHG spectrum is plotted as a

function ofp in a two dimensional contour map (Fig. 3.2(b)). The feature of interest is

pmax(ai), which can be visualized by drawing a line through the maxima in the contour

plot (solid curve in Fig. 3.2(b)). The spectral phase information is directly obtained by

finding pmx(w) and using Eq. Error! Reference source not found.. In this particular

case, Eq. Error! Reference source not found. reads

¢"(wi)=fn(wi9pmax)= pmax(wi)
(3.5)
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Therefore, the unknown ¢"(a)) is directly obtained from the contour plot without any

mathematical treatments, as shown in Fig. 3.2(b).

 

 

 

 

   

 

 

 

  

    
Fig. 3.2. Principle of MIIPS. A set of reference functions f'(rap) provides a reference grid that is used

to map the unknown ¢('(a)). (a) Conceptual diagram based on a horizontal reference grid (dashed)

corresponding to different amounts of linear chirp. The solid line represents the unknown ¢"(a)). (b)

shows the MIIPS trace corresponding to a horizontal grid. (c) Shows the MIIPS trace corresponding to

a sinusoidal grid. Note that in both cases the unknown ¢"(a)) is directly revealed by the contour plot.

Different phase functions can be used when an adaptive pulse shaper is involved.

The MIIPS method was first used by introducing a set of sinusoidal phases

f(a), 6) =asin(ya)—6), where 5 is the parameter that scans over a 41: range” '63.

When the SHG (or other NLO) signal is plotted as a function of a) and f'(a), 6), results
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from any reference phase look similar and the unknown ¢"(a)) is revealed drawing a

line through the maxima in the contour plot as shown in Fig. 3.2(c). Note that the

dashed lines correspond to the second derivative of the sinusoidal reference functions,

f"(0), 6) = -—ay2 sin(7a)— 6) , and that the maximal SHG signal occurs at the points at

which a reference function intersects the unknown ¢l’(a)). The SHG spectrum can also

be plotted as a function of d In this case, diagonal parallel lines separated by it are

obtained for 6max(a)) when the pulses are TL, as shown in the next section.

3.2: Sinusoidal MIIPS

3.2.1 Experimental implementation

The experimental setup for MIIPS necessitates only a thin SHG crystal, a

spectrometer, and a pulse shaper capable of accurately introducing spectral phase

modulation (see Fig. 3.3). There are no beams to overlap in space and time, and no

moving parts. Most experiments presented below in section 3.2 were carried out with

a Ti:Sa oscillator capable of producing sub-12 fs pulses centered near 800 nm which

has been described in section 2.1.1. The amplified Ti:Sa laser system detailed in

section 2.1.2 was also used. A 10pm type-I B-barium borate (BBO) crystal was

utilized for SHG, and the output was directed to a spectrometer with ~2 nm spectral

resolution. The prism-based pulse shaper, described in section 2.2, which consists of

two SFlO prisms, two ZOO-mm focal length cylindrical mirrors and a dual-mask SLM

(CRI, Inc., SLM-256), was used to impose the sinusoidal reference function.
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Fig. 3.3. Schematic experimental setup for MIIPS. It requires no interferometer/autocorrelator setup.

One simply needs to introduce the laser beam to a NLO medium to generate and then acquire the NLO

spectra. In most common cases, a thin SHG crystal, e.g. a BBC crystal, is used as a NLO medium, and

the SHG spectrum is recorded for a set of phase masks imposed by the pulse shaper.

For MIIPS measurements, the reference functions f (6, (o) :asin (yea—5) are

used, where a and yare fixed parameters with values equal to 1.57: and the estimated

duration of the TL pulse, respectively; the phase shift, 6: is a variable parameter

typically scanned from —0.51t to 3.51t. The advantages to use the sinusoidal functions

are following. First, the maximum amplitude is limited to 2a over all values of

6, which is experimentally practical because the delay range of an the adaptive pulse

shaper is limited to several 1:. Second, the periodicity of the sinusoidal function allows

MIIPS a chance to check the data reproducibility of data and to effectively average

out random fluctuations and systematic shifts.

For most measurements, we used y = 10 fs, a = 1.51t and scanned 6 = 128 steps

over a 41trange. The acquisition of an SHG spectrum for each step over this range

results in two replicas of the MIIPS trace. From the acquired spectra, a 2D contour

plot for SHG(6,a)) is obtained (see left panels of Fig. 3.4), where a) = Ire/25,10. The

value of 5m(a)) for each frequency is found, and, from these values, the second

derivative of the unknown phase is calculated by
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¢"(a)) = ayz sin (ya) — 6,; ((0)) (3.6)

There are multiple solutions (index n) for Eq. (3.6). Because of these multiple

solutions, the range in which we search for the maxima of the SHG spectra must be

specified.

The expected values of 6; ((0) for TL pulses can be found by substituting (0" =

0 into Eq. (3.6),

6,2(w)=y(w—a)0)+n7r,n=0,i1,i2... (3.7)

where (00 = 27mm) is the carrier frequency and 10 is the central wavelength of the

laser spectrum.

For TL pulses, the features in the MIIPS trace where the SHG signal is greatest

form parallel lines separated by it. Based on this observation, we can restrict the

search area of 6,,(02) for non-TL pulses. These black lines shown in the left panels of

Fig. 3.4 define the search area.

For the analysis of a sinusoidal MIIPS trace, the 6,: ((0) values in two

neighboring areas are defined (as shown in the left panels of Fig. 3.4) and used to

calculate the second derivative of the unknown phase distortion

¢"(a)) = %a72 [sin (ya) — 6,1,, (a))) + sin(yw — 6,3, (60)” (3.8)

The use of two lines provides more accuracy in the measurements.

An iterative procedure of measurement and compensation is used to obtain very

accurate results. The experiment begins as described above, and the phase is

measured. To compensate this distortion, —¢I(a)) is added to the phase using the pulse

. . l .

shaper, the phase scan rs repeated, and the next order of phase correction, (0] ((0), rs
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measured. The sum, —(¢/(a))+¢”(a))), is used as the correction function for the next

iteration. The convergence towards an accurate phase profile is exponentially fast and

the phase distortion is close to zero afier only 3-5 iterations. As shown in Fig. 3.4, the

residue of the phase at the fifth iteration is very close to zero.
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Fig. 3.4. Experimental demonstration of the MIIPS iteration process. The left panels are SHG spectra

as the 6 parameter of the reference function is scanned. Each vertical line corresponds to a separate

SHG spectrum obtained at a given value for 6. The black lines which separate the MIIPS traces are

used to define the region for searching 6max(a)). The dots within those boundaries show 6nax(w). The

center panels show the measured second derivative of the spectral phase. The right panels show the

phase calculated from the measured second derivative.
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The unknown function (0(a)) is accurately given by the sum of the iteratively

determined compensation functions,

¢measured :¢I +115” +"'+¢N (39)

Fig. 3.5 highlights the measured phase after 5 iterations for this measurement, as well

as the phase measured from the first iteration of this measurement. It shows that the

first iteration already gives a good approximation of the phase distortion and the only

significant deviation appears at the wings of the spectrum.
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Fig. 3.5. Measured phase. The thick solid line highlights the measured phase after five iterations, and

 

the dashed line shows the measured phase from the first iteration. The thin solid line shows the

spectrum of the laser pulse.

3.2.2 Accuracy

To quantitatively test the accuracy of MIIPS, we measured the GVD of quartz, a

material for which the value of GVD has previously been measured by more

conventional and accepted techniques. The beam was passed through quartz windows
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of thicknesses 3.25, 4.92, 6.53 and 9.58 mm before being focused on an SHG crystal.

MIIPS was used to directly measure the GDD introduced by the quartz slabs, together

with all other optical elements in the system, and the optical system along (with no

quartz present) as a reference.

Fig. 3.6(a) shows the measured second derivative of the spectral phase of the

system for the different thicknesses of quartz. It is very important to note that the lines

are both parallel and spaced proportionally to the thickness of the quartz (as shown in

Fig. 3.6(b)). The GVD introduced by the quartz windows was measured to be 36.2 i

0.5 fszlmm at 800 nm, which is in good agreement with the 35.92 :t 0.05 fsz/mm

164, using white-light interferometry. For furthermeasured by Diddams and Diels

comparison, the GVD of quartz at 800 nm was calculated using the Sellmeir formula

and the constants published by Malitson'és, and found to be 36.162, which is in

excellent agreement with our measured value.
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Fig. 3.6. GVD measurement of quartz using MIIPS. (a) shows the measured GDD of the system (from

bottom to top: 0, 3.25, 4.92, 6.53 and 9.58 mm thick quartz windows). (b) shows the GDD at 800 nm as

a function of thickness.

The measurement process was then repeated for glass microscope slides (crown

glass, Fisher Scientific, each 1 mm thick), this time measuring the GDD as a function
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of the number of slides. Nujol index matching oil was used between them to avoid

multiple reflections at the interfaces. As the thickness of the slides is uniform, a

reliable system for quantifying the GVD is expected to show a linear dependence of

GDD on number of microscope slides.

Figure 3.7(a) summarizes the measured second derivatives of the spectral phase

for every other slide addition. Fig. 3.7(b) (all data shown) highlights the reliability of

the MIIPS method. It can be seen that the experimentally measured GDD versus the

number of microscope slides (thickness of glass) can be successfully fitted by a

straight line. The GVD introduced by the microscope slides was measured to be 50.7

:t 0.5 fsz/mm at 800 nm. Assuming the type of crown glass used for the microscope

slides corresponds to Ohara glass S-NSL 5 (equivalent to Schott glass 1(5), we can

compare the measured GVD with the calculated value using the Sellmeir formula and

constants available from Ohara.166 The calculation gives 50.13 fsz/mm at 800 nm,

which is in good agreement with the experimental measurement.
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Fig. 3.7. GVD measurement of microscope slides using MIIPS. (a) shows the measured GDD of the

system (from bottom to top: 0, 2, 4, 6, 8 and 10 mm microscope slides). The data for the odd number of

slides (odd thicknesses) were omitted from this graph, but not from the calculation, for clarity. (b)

shows the GDD at 800 nm as a function of thickness.
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Both of the above results demonstrate that the second derivative of the spectral

phase can be measured by MIIPS with incredibly high accuracy. A more recent work

shows that MIIPS can measure the GVD of water with an error lower than 0.2

fsz/mmm. This :l:0.2 fSZ/mm accuracy and a 1:01 fsz/mm precision obtained with

MIIPS allowed detecting a ~1.3 fsz/mm difference between the GVD of deionized

water and that of seawater.

3.2.3 Reproducibility/Precision

In this subsection, reproducibility tests for MIIPS are described. Several MIIPS

iterations were run to obtain a compensation mask (negative of the measured phase).

This compensation mask was then applied, and a single iteration of MIIPS was run

ten times successively (each time starting from the compensation mask). The

measured phases were then analyzed for reproducibility. The solid line in the lower

panel of Fig. 3.8 is the average of the ten measured phases. The error bars in all

figures show at] standard deviation for every fifth point. The reproducibility of MIIPS

is seen to be excellent over a range well exceeding that of the FWHM, as shown in the

upper panel of Fig. 3.8.

For a quantitative comparison of MIIPS with other well-established phase

measurement methods, the average of the standard deviations for each point was

calculated using the power spectrum as a weighting function. Over the entire range of

the spectrum, analyzing the full set of data, across the whole spectrum, the statistical

phase error was calculated to be 0.013 rad. Using a reduced set of five scans, the
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statistical phase error found to be 0.011 rad. Table 3.1 compares these results to those

reported by Gallman et al for FROG and SPIDER.I68
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Fig. 3.8. Reproducibility of MIIPS. In both panels, the solid line shows the average of ten
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independently measured phases, while the error bars show i 1 standard deviation for every fifth point.

The lower panel shows the full range of collected data. The upper panel shows a closer view of the

region over which MIIPS can compensate the phase distortion (760-880 nm).

Also of interest is the great reduction of statistical phase error when the range of

data analyzed was reduced to that where the measured phase was flat (i.e. MIIPS had

successfully compensated phase distortions). For this range (shown in the upper panel
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of Fig. 3.8.), the statistical phase error was reduced to just 0.004 rad. Additionally,

some tasks, such as GVD measurement at a certain frequency, do not require the

knowledge of the phase over a wide spectral range. Within the FWHM of a pulse,

MIIPS measures the phase with unprecedented precision: the statistical phase error is

0.0028 rad. This data leads us to conclude that MIIPS is a method with high

reproducibility, exceeding that of FROG and SPIDER techniques.

Table 3.1. Comparison of Reproducibility for MIIPS. FROG and SPIDER:

Statistical Phase Error (in rail)

 

 

Method Full Data Set Reduced Data Set Full Data Set (FWHM)

MIIPS 0.013 0.011 0.0028

FROG'68 0.122 0.048

SPIDER'“ 0.044 0.017

3.2.4 Arbitrary phase measurement

Here the ability of MIIPS to measure arbitrary phase distortions is tested. The

availability of automated pulse shapers has made possible the generation of ultrashort

laser pulses with complex spectral phases, which are used in areas such as coherent

120, 169 80, 170, 171

contro and nonlinear microscopy . The characterization of complex

phases without the need of a well-characterized reference pulse has been

experimentally demonstrated using SPIDER 172. I-Iere MIIPS is used to measure

complex arbitrary phases. This is done by applying the known synthetic phases to a

57



TL pulse, running several iterations of MIIPS, and comparing the measured phase

with the applied phase. We analyzed two different synthetic functions: a double

Gaussian and a sine function with amplitude 1t/2 and four periods across the SLM; the

results are shown in Figs. 3.9(a) and (b), respectively. Note the good agreement

between the measured (dots) and applied phases (solid line) in each case, indicating

that MIIPS is capable of accurately retrieving an arbitrary phase from a pulse.
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Fig 3.9 Ability of sinusoidal MIIPS to measure arbitrary phase functions (the same pulse shaper was

used to introduce and measure the arbitrary phase functions). (a) shows the result for an applied double

Gaussian function. (b) shows the result for a sinusoidal function. The dotted lines show the measured

phase, and the solid lines are the applied phase.
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In a set of recent experiments to measure the complex spectral phases, two

independent all-reflective grating-based pulse shapers containing a 640-pixel

dual-mask SLM (SLM-640, CR1 Inc.) were used. One pulse shaper introduced the

desired spectral phase, while the other was used to measure it using sinusoidal MIIPS.

The agreement between the introduced and measured phases illustrates the

performance of the method for the case of complex spectral phases; see Fig. 3.10.
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Fig. 3.10. Sinusoidal MIIPS measurements of complex spectral phases. The solid curves correspond to

the synthetic spectral phases introduced by the first pulse shaper. The crosses correspond to the phases

measured by the second pulse shaper. The shaded areas represent the spectrum of the pulses. The

introduced phases (a) and (b) are sinusoidal functions with periods 39 and 78 fs, respectively.
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3.2.5 Accurately delivery of desired phase after MIIPS compensation

To quantitatively test the accuracy of the MIIPS method to not only measure the

spectral phase of a pulse, but to subsequently compensate for the measured phase

distortions while imposing a desired phase profile, MIIPS was first used to acquire a

TL pulse. A well-defined phase function was then introduced to the TL pulse, and the

SHG spectrum was recorded. The experimentally measured spectrum was compared

to the spectrum predicted by theoretical applications for the same phase function and

the known fundamental spectrum. The results for two functions (a BP function and a

sinusoidal function), chosen for their ability to generate non-trivial SHG spectra with

multiple peaks, are shown in Fig. 3.11. Figs. 3.11(a) and (c) illustrate excellent

agreement between the experimentally obtained spectra and the theoretical

calculations with no adjustable parameters. In contrast, Figs. 3.1 I(b) and ((1) show the

resulting SHG spectra when the same phase functions are applied to the

uncompensated pulses. Clearly, phase distortions naturally present in the laser pulses

cause significant deviations from the expected output of the NLO process and must be

eliminated by accurate compensation. Based on the excellent match between the

theoretically predicted and experimentally obtained SHG spectra, we conclude that

MIIPS is capable of compensating phase distortions, and consequently eliminating the

deleterious effects the distortions have on NLO processes.
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Fig. 3.11. Delivery of a desired phase profile to the pulse at the target: experimental data and

theoretical calculations. The solid line in each panel shows the theoretical spectrum predicted for the

application of a particular binary phase (panels (a) and (b)) or a particular sine function (panels (0) and

(d)). The dotted lines correspond to the experimentally measured SHG spectrum for each case. For

panels (a) and (c), pulses are MIIPS pre-compensated before the phase masks, shown in the insets, are

applied. For panels (b) and (d), the phase masks applied directly, without MIIPS compensation of phase

distortions.

3.2.6 Dynamic range

In this section, we tested the dynamic range for chirp compensation of the MIIPS

method. At the low end, phase deviations over the entire bandwidth of the pulse

(760-880 nm) are typically in the milliradian range: 0.02 rad (see Fig. 3.4). Higher

sensitivity can be achieved through adjusting in the parameters a and y and by
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reducing the step size for the parameter 6 to smaller than the size of a SLM pixel.

Already at 0.02 rad, MIIPS is more sensitive than most of the established methods. At

the high end of phase distortions, there is a point where maxima in the MIIPS traces

coalesce and one can no longer measure a distance between them. This occurs when

phase distortions are of the order of 01/. Even in these cases, MIIPS is still capable of

introducing a compensation phase that, afier a number of iterations, corrects for very

large phase distortions, as shown below.

When the phase modulation is greater than the total retardation allowed by the

SLM, the phase is reformed by wrapping. Since the allowed retardance of our SLM

ranges from —31r to 31:, we fold the spectral phase within a i 1.11: range (i1.51r must

be reserved for the reference sine function). In Fig. 3.12, we show the result of phase

compensation for a 40 fs pulse from an amplified laser system that has been

significantly chirped (3><104 fsz) by the gratings in the internal compressor. Notice that

despite significant wrapping of the phase (Fig. 3.12(b)), excellent compensation has

been achieved, as can be judged by the residue phase (see the top panel of Fig.

3.12(a)).

The top end of the dynamic range is three times greater for the shaper used with

the amplified system than for the sub-12 fs laser system on which most of the work

was done. The range is limited by the optical design of the pulse shaper taking into

account the available number of pixels and the maximum retardation per pixel.

Empirically, for the a shaper with a 128-pixel SLM, we find the upper dynamic range

in (0"me to be¢"max =¢mw¢r2 / 4, where 90me is the maximum wrapping (in our
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case 100 rad) and ris the pulse duration. A similar estimation can be made for higher

order terms.
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Fig. 3.12 MIIPS compensation of a heavily chirped pulse. (a) shows the measured phase of the

uncompensated pulse. The upper panel shows the residue of the phase after successful compensation by

MIIPS. (b) shows the applied compensation mask, with significant wrapping.
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3.3 Chirp MIIPS

In this section, the implementation of quadratic phase functions, or chirps, as the

reference phase functions for MIIPS, is presented. The Venteon Ti:Sa oscillator, with

the output spectrum spanning 620-1050 nm, is used to test the experimental

implementation of chirp MIIPS. The pulse shaper used to introduce the reference

spectral phase -f(0)) was a folded all-reflective grating-based system with a

150-lines-per-mm grating, a 762-mm—focal-length spherical mirror, and a 640-pixel

dual-mask SLM (see section 2.2). After the shaper, the laser pulses were focused onto

a 20-um type-I Potassium dideuterium phosphate (KDP) crystal, and the SHG signal

was separated from the fundamental before it was directed to a spectrometer. The

setup will be discussed in detail in the next chapter.

As stated previously in the theory section, the quadratic reference phase functions,

05(0), p) = —12- p(0) —0)0)2 , correspond to a set of horizontal grids in the space of phase

second derivative. Therefore, when the SHG spectrum corresponding to each

reference phase is plotted as a function of the scanning parameter p in a two

dimensional contour map, the second derivative of the phase will be directly

visualized in the contour map as the maximum for each frequency. To test the chirp

MIIPS implementation, TL pulses were first obtained using the sinusoidal MIIPS

method. A cubic spectral phase function defined as 01(0)) = 500fs3 (0)-0)0)3, which

corresponds to a linear ¢"(0)), was then introduced to the pulses and then the chirp

MIIPS was performed to measure it. The experimental trace, SHG spectrum as a

function of p, is shown in Fig. 3.13. The dashed line indicates the spectral maxima,
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which directly correspond to the introduced ¢l’(0)). Note that both the accuracy and

precision of the measurement are ~l-2 fsz, and that the results were obtained from a

single chirp scan with grid-steps of 5 fsz.

I

 
2.0 2.2 2.4 2.6

Frequency (fS'1)

Fig. 3.13. Experimental measurement of a cubic phase obtained by a single chirp scan. The figure is a

contour plot of the SHG spectra measured at each value of applied chirp. The feature revealed by the

spectral maxima corresponds to the second derivative of the cubic phase introduced. As expected, the

second derivative is linear with frequency. The inset shows a magnified portion of the trace.

Once ¢”(0)) is obtained, double integration can be used to calculate 10(0)). Figure

3.14 shows the measured and the introduced functions, together with the spectrum of

the laser. Note the excellent accuracy of the phase measurement, only afier a single

chirp scan. The third-order dispersion (TOD) was measured with 0.5% accuracy.

65



 

  
 

2000 . . '1: . . 1.0

ii (a).

1000‘ j i 4 :i

A ‘ .3 I e

N : 1 3
U) ; 1. >

b O-N .' '11,”: f - 0.5 :0:

4% ,3 ' "~. at g

'1"‘ at ‘ “r t)\ I: kp' ' 1‘ '1 9

1 r ‘, , '1 0' ' ', c

4000 :1 ,’ d ‘ 5‘” 4 .—

-1 '1' . K...

-2000 i . T . . . . . . {35‘ 0.0
600 700 800 900 1000 1100

Wavelength (nm)

 

I
n
t
e
n
s
i
t
y
(
a
r
b
.
u
.
)

   -100 - , . , . . . ,-"t!40.0

600 700 800 900 1000 11

Wavelength (nm)

Fig. 3.14. Spectral phase measurement. The introduced (gray solid lines) and measured (black crosses)

phase functions agree without adjusting parameters. (a) shows the second derivative of the spectral

phases. (b) shows the spectral phases. The laser spectrum is also shown with dashed gray lines.

The method presented is able to measure arbitrarily complex spectral phases, as

has been shown for sinusoidal MIIPS (presented in the previous section). To
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demonstrate this ability, a sinusoidal spectral phase function defined by

¢(0))=51r sin[7fs (0010)], was introduced using the pulse shaper and then measured by

the chirp method (see Fig. 3.15).
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Fig. 3.15. Sinusoidal spectral phase measurement. (a) shows the experimental trace. The measured

second-derivative of the phase can be directly visualized fi'om the feature corresponding to the spectral

maxima. (b) shows the measured second-derivative after a chirp scan (circles) and after one

measurement-and-compensation iteration (gray dots). The solid line is second derivative of the

introduced sinusoidal function.

As evident from the MIIPS trace shown in Fig. 3.15(a), the second derivative of

the introduced phase is obtained from a chirp scan. The measured phase (circles) is
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very close to the phase introduced by the pulse shaper (solid line), as shown in Fig.

3.15(b). To improve the quality of this method, an iterative measurement-

and-compensation routine presented in previous section can be used.

A set of experiments similar to those where the complex spectral phases were

applied and measured independently by two pulse shapers, described in section 3.2.4,

were also performed with chirp MIIPS. One pulse shaper introduced the desired

spectral phase, while the other was used to measure it using chirp MIIPS. The

excellent agreement between the introduced and measured phases shown in Fig 3.16,

clearly demonstrates the performance of chirp MIIPS method for the case of complex

spectral phases.
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3.4 Conclusion

In this chapter, I have presented the implementation of MIIPS to directly measure

the second derivative of the phase ¢"(t0), without relying on any retrieval algorithm,

and thus determine the spectral phase of the pulses analytically. In chirp MIIPS, ¢"((0)

is visualized in the experimental contour plot, without any mathematical treatment.

The accuracy was found to be 0.02 rad with 0.003 rad precision across the FWHM of

the pulse, for the measured spectral phase and :l: 0.2 st/mm with a :l:0.1 fsz/mm

precision for the measured GVD of materials. The dynamic range of MIIPS is very

large. For a 640-pixel pulse shaper, it can successfully measure and compensate phase

distortions up to ~500 rad and detect phase difference as small as 0.02 rad.

Data acquisition for MIIPS does not require autocorrelation, interferometry or

even a computer controlled pulse shaper. Given that different amounts of chirp can be

applied using passive optics, the chirp MIIPS implementation can be conveniently

implemented using these devices, although its compensation would not be as

straightforward. A more versatile pulse shaper, used in this work, is able to

accomplish both tasks: measure the phase distortions and compensate them. It also

allows introducing arbitrary but well-controlled phase masks.

MIIPS measures and corrects the spectral phase distortion at the target. This is

necessary for reproducible femtosecond laser applications. MIIPS is an ideal method

for laser pulse compression, as I will presented in the next chapter. Control of the

spectral phase through MIIPS makes the accurate and reproducible pulse shaping
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possible. Therefore, MIIPS establishes a solid base for laser control of multiphoton

processes and selective molecular excitation.
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Chapter 4

MIIPS Applications

4.1 Pulse characterization and compression

The quest for ultra-broad-bandwidth femtosecond laser pulses has progressed at a

very fast rate during the last five years. In 2002, Baltuska et al.'73 used a double-pass

noncollinear optical parametric amplifier (NOPA) system to deliver sub-4 fs

visible-near-infrared pulses. They also used SHG-FROG and a feedback loop as a

1.94 generated 2.8 fsmeans for adaptive pulse compression. In 2006, Yamashita er a

pulses, in a system in which a hollow fiber filled with 3-atm argon gas was used to

generate a 500 nm bandwidth. They used modified spectral phase interferometry for

direct electric-field reconstruction (M-SPIDER) and a pulse shaper for pulse

compression. The shortest pulses directly from a laser system itself were generated by

Binhammer etal.174 who achieved 4.3 fs pulses directly from an oscillator. They used

a Ti:Sa oscillator whose intracavity dispersion was controlled by a combination of

double chirped mirror pairs and a Can prism sequence. This oscillator was capable of

generating pulses spanning over 450 nm. They used SPIDER to measure the spectral

phase distortion, and then used a prism-pair precompressor and a prism-based pulse

shaper for pulse compression.

Control of octave-spanning laser pulses is essential for the quest of this

dissertation since it eliminates the complexity of using multiple laser beams or tunable

laser sources to achieve selective multiphoton excitation. The use of a phase
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controlled octave-spanning laser does not require overlapping of two or more beams

at the sample spatially or temporally as a multiple-beam system requires, an issue that

usually necessitates an expert on optics and laser for everyday usage. Nor it needs

tuning the excitation wavelength as a narrowband tunable laser does, because an

octave pulse can cover all the molecular transitions through different multiphoton

processes due to its broad bandwidth. Hence, the use of an octave-spanning laser

source can eliminate the problems such as change of focusing and laser beam

registration, phase compensation for each wavelength, and change of optics inside the

laser cavity, caused by use of a tunable laser system, which also requires a laser

expert to fix. In a word, a controllable and stable octave laser source is ideal for a

non-expert to use. Therefore, it is the first step that needs to be demonstrated for this

dissertation.

Here, we demonstrate automated pulse characterization and compression for three

different quasi-octave laser systems with ultrabroad bandwidth (corresponding TL

pulse duration ranging from 4.3 to 5.9 fs) through a grating-based pulse shaper

without prism precompression using MIIPS. All the experiments demonstrate one

direct MIIPS application: pulse compression and generation of ultrashort pulses.

Due to the broadband spectra of these laser systems, the generated SHG spectrum

is also very broad. There is no good quality filter commercially available that

transmits all SHG spectrum while blocks the fundamental one. Therefore, the SHG

separation in the experimental setup is not as simple as that described in previous

chapter.
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fundamental beam and solid lines represent SHG signal. The SHG signal is generated after the curved

mirror CM focuses the fundamental beam onto the KDP crystal C. Both the fundamental and SHG

signal are collimated by lens L1 and directed into the SHG separation system: a prism-based 4fsetup.

After the quartz prism P, the fundamental and SHG signals are separated, and then both collimated by

lens L2. A razor blade R is placed at the Fourier plane to block all the frequency components of the

fundamental pulses while allow all the SHG frequencies to retro-reflect. After the SHG signal

recombines, it is focused into a QE65000 spectrometer with lens L3. After the KDP crystal, all mirrors

M are with protected aluminum coating. All the transmission optics are required to be made of quartz

to avoid absorption of the SHG signal.

Fig 4.1 shows the whole apparatus for generation, separation and detection of the

SHG signal. After the SHG was generated from a 20m KDP crystal (C), both the

SHG and the fundamental signals were collimated by a quartz lens L1 and the

directed into the separation unit, a quartz-prism-based 4fFourier Transform setup. At

the Fourier Plane of this 4f setup, we put a razor blade (R) to block the fundamental

frequency components without loss of SHG light. Since the SHG light was

S-polarized, this separation unit was placed on a breadboard that is perpendicular
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(vertical) to the optical table to avoid the use of polarization rotators that could not

adequately manage the large spectral bandwidth. Finally, the SHG signal was directed

into the spectrometer with another quartz lens.

4.1.1 Sub-5 fs laser oscillator system

This section shows the results of using sinusoidal MIIPS to compress the Venteon

Ti:Sa oscillator system (see section 2.1.3), which is able to generate pulses with a

spectrum that spans from 620 to 1050 nm. Figure 4.2(a) illustrates the spectrum of the

fundamental pulses (in log scale) and the residual phase after compensation of the

phase distortion. With such a residual phase, the calculated pulse duration would be

4.3 fs, which is confirmed by the interferometric autocorrelation trace shown as the

inset of Fig 4.2(b). The longer wavelength edge of the spectrum looks noisier than the

shorter wavelength because the spectrometer has lower spectral response and is thus

less sensitive at longer wavelengths.

The corresponding SHG spectra (experimental and calculated) obtained for TL

pulses are also shown in Fig 4.2(b). Note that the SHG spectrum starts at ~310 nm

and ends at ~510 nm, spanning over 12,650 cm'1 (the spectrum span was measured

from where the signals cannot be discriminated from noises, and the FWl/ezM of the

spectrum is ~136 nm). This is the broadest SHG signal ever generated directly from

an oscillator using the conventional normal incidence on the KDP crystal. Other

175
I.schemes for broad bandwidth SHG include the work by Baum et a . They used a

NOPA system to generate visible pulses and used a confocal frequency doubling
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scheme to generate a UV spectrum spanning ~10,720 cm". In our setup the beam was

directly focused on the KDP crystal. The excellent agreement between the

experimental and calculated SHG spectra demonstrates MIIPS does measure and

compensate the spectral phase of the system accurately.
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Fig. 4.2. (a) Spectrum of the fundamental pulses (log scale) and residual phase after MIIPS

compensation. The inset shows the calculated temporal profile of the pulse with such residual phase. (b)

s

Measured (solid line) and calculated (dashed line) SHG spectra (log scale) of the compensated pulses.

Note that the calculation uses a Fourier Transform without any adjustable parameter and any broadband

correction. The inset shows the experimental interferometric autocorrelation trace of the TL pulses,

confirming the ~4.3 fs time duration.

Fig. 4.3(a) shows the fundamental spectrum and the MIIPS measured spectral

phase from a different experiment. The spectrum is slightly different from that in Fig.
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4.2 because we used a slightly different setting in the oscillator. In order to check the

accuracy of the measurement, we used the measured phase and the fundamental

spectrum to calculate the expected SHG spectrum.
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Fig. 4.3. (a) Spectrum of the fundamental pulses (dashed line) and measured phase (solid line). (b)

Measured (black) and calculated (gray) SHG spectra of the compensated pulses. Both SHG spectra

were normalized with respect to the TL SHG spectrum intensity.

Figure 4.3(b) shows very good agreement between the calculated spectrum and

the experimentally measured SHG spectrum of the pulses prior to pulse compression.

Some small features in the calculated spectrum are not present in our experimental

data probably because of the low (~2.5 nm) spectrometer resolution. Since it is
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well-known that the SHG spectrum depends on the spectral phase of the laser pulses73'

74, the good match between experimental data and theoretical prediction demonstrates

that the measured phase from MIIPS was accurate. As we can see from Fig. 4.3, the

sharp peak in the SHG spectrum corresponds to the place in the fundamental spectrum

where a point of inflection of the phase occurs.

Figure 4.4 demonstrates our ability to accurately deliver desired pulse shape with

this ultrabroad bandwidth laser after MIIPS compensation. In these experiments, we

chose several pseudorandom binary sequencesm’, which will be discussed in detail in

section 5.1, and generated binary sequences with points of symmetry and

anti-symmetry in the frequency domain. Such binary phases generate sharp peaks at

the point of symmetry and give very low background signal elsewhere, as was shown

theoretically '77 and experimentally for pulses with less bandwith.I76 Figure 4.4 shows

an example in which a 120-bit binary phase, containing 3 symmetrical sections, was

used. The left section is symmetric to the center section and the right section is

anti-symmetric to the center section. One can clearly see that two peaks were

generated in the SHG spectrum at the positions exactly corresponding to the

symmetry points of the binary phase. The left peak corresponds to the point of

symmetry of phase function, and can be used as criteria to confirm the precision of the

phase modulation ”7. Note that the two peaks generated by the binary phase function

are not related to the peaks in the SHG spectrum of the uncompensated pulses. The

width of the peaks was ~100 cm'I and the separation between the two peaks was over

3,000 cm". Other experiments show that the separation can be as large as 6,000 cm",
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or as small as 300 cm", and that the width of the peaks is limited by spectrometer

resolution. The signal-to-noise ratio for the two peaks in Fig. 4.4 is ~15:1. This

demonstrates our ability to accurately deliver the binary phase to the laser pulses,

which can be used for selectively driving multi-photon processes such as two-photon

excitation.
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Fig. 4.4. Experimental selective SHG demonstration. Bottom: Second harmonic spectrum of binary

phase shaped pulses (normalized with respect to the TL SHG spectrum intensity). Peaks occur at

symmetry points of the phase, as expected Top: Pseudorandom 120 bit binary phase applied.

In some applications, the pulses are required to be very clean from any satellite

pulses. As shown in the inset of Fig 4.2(a), there are still some obvious satellite pulses
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with the highest peak intensity corresponding to ~6% of that of the major pulse,

 

 

 

 

 

   
        
 

  

   

       

 

although it already has less satellite pulse than those in earlier publications.“ ”3' ”4’

'73 This comes from the irregularity of the fundamental spectrum.
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Fig. 4.5. (a) Spectrum of the fundamental pulses with (gray solid line) and without (dashed line)

amplitude shaping. The black solid line shows the measured phase of the system. The top panel

illustrates the residual phase after MIIPS compensation. (b) Calculated TL temporal profile for the

pulses with (solid) and without (dashed) amplitude shaping. The lefi inset shows the calculated

temporal profile with (dashed line) and without (solid line) MIIPS compensation. The right inset

illustrates a zoom view of the satellite pulses. Note that the satellite pulses disappear when amplitude

shaping is on. (c) The temporal profile of a 2.8 fs pulse reported by Yamashita and coworkers.94 The

solid line represents the reconstructed temporal profile for their experiments and dashed lines shows

the ideal TL pulse profile. (d) The temporal profiles of a 3.7 fs pulse reported by Binhammer and

coworkersm The solid line represents the temporal profile for the pulse they generated and the dashed

line represents the calculated pulse profile.

In order to get rid of those satellite pulses, we first introduce an amplitude mask

to the pulse shaper to obtain the desired Gaussian spectral shape (in the frequency
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domain) as shown in Fig. 4.5(a) and then use MIIPS to compensate the spectral phase

of the pulses. In this case, the calculated temporal profile does not have any noticeable

satellite pulses although the pulse duration is slightly increased to 5.2 fs (Fig 4.5(b)).

Compare with the reported results for the 2.8 fs pulse94 (Fig. 4.5(c)), which is clearly

on a pedestal spans ~10 fs, and for the 3.7 fs pulse'78 (Fig. 4.5(d)), which has multiple

satellite pulses, our pulses are obviously clean.

4.1.2 Sub-5 fs high intensity laser system

This section discusses the results of using sinusoidal MIIPS on the hollow waveguide

system described in section 2.1.4 to generate high intensity sub-5 fs pulsesm. Intense

sub-lO-fs laser pulses are required in high-field laser science for applications such as

single attosecond pulse generation'so. Spectral phase characterization of pulses

generated from a hollow waveguide has been reported using SHG-FROGm. Adaptive

phase characterization and correction have been accomplished using M-SPIDER and

an SLM-based pulse shaper. 94' '82 Here I will present the use of MIIPS to achieve

similar pulse compression results'”. As mentioned in section 2.1.4, a grating-based

pulse shaper with a 128-pixel phase-only SLM between the oscillator and amplifier is

first used to eliminate all the spectral phase distortion through MIIPS before the laser

pulses getting into the hollow core fiber. The optimized fiber output is directed into

another grating-based pulse shaper with a 640-pixel dual-mask SLM and MIIPS was

used again to correct all spectral phase distortions from the hollow core fiber and all

other optics.
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Fig. 4.6. MIIPS compression of continuum generated in an Ar-filled hollow-core fiber. The spectrum

(dashed) and phase (solid) of the continuum, together with the temporal profile (inset) before and after

spectral phase correction are shown. MIIPS and SHG-FROG traces of pulses before (b) and after

MIIPS compression (0) are also shown. These pulses were obtained by blocking part of the continuum

spectrum shown in (a) at the Fourier plane of the pulse shaper (see text). The parallel features in the

MIIPS trace (0) indicate TL pulses. The remaining sub-pulses in the SHG-FROG trace (0) are a result

of the deeply modulated spectrum.

Figure 4.6(a) shows the spectrum and spectral phase of continuum generated in

an Argon-filled hollow-core fiber presented in section 2.1.4. The time duration of the



laser pulses was 166 and 4.8 fs before and after MIIPS compression, respectively

(inset). The pulse energy of the compressed pulses was ~150 uJ/pulse. The pulse

energy is limited by the throughput the second pulse shaper, which is ~50% due to the

relatively low energy efficiency of the grating (~70%). When a grating with a higher

efficiency is used, the pulse energy can be as high as ~300uJ/pulse. Fig 4.6(b) — (e)

show a comparison of MIIPS and SHG-FROG traces of the output of the hollow-core

fiber before and after MIIPS compression under such condition.

4.1.3 Sub-6 fs laser system with 2.12 GHz repetition rate

In communications, there has been a constant driver towards compressing

information and sending it at the highest density possible. In this sense, there has been

a drive for building sources that are modulated at GHz rates. Furthermore, it would be

of interest to introduce information so that each pulse carries a large bite of

information (binary bits). This section shows the results to use MIIPS correct the

phase distortion for the Ti:Sa oscillator with 2.12 GHz repetition rate (see section

2.1.5). In this experiment, both sinusoidal and chirp MIIPS are employed to achieve

the TL pulses. Fig. 4.7 shows the spectrum (dashed line) and the measured spectral

phase (solid line) of the laser system, which includes the phase accumulated in the

round-trips in the cavity and the phase distortions introduced by the optics and the

medium in which the pulses propagate afterward. The residual phase after MIIPS

spectral phase correction is illustrated in the top panel of Fig. 4.7. With such a residual

phase, the calculated time duration of the pulse is ~5.9 fs. We achieved what would be
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the fastest laser with the shortest pulses reported so far.
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Fig. 4.7. Spectrum (dashed line) and measured spectral phase (solid line). The inset shows the

calculated temporal profile. The top panel shows the residual phase after the spectral phase of the

system was corrected by MIIPS.

After transform-limit pulses were achieved, a series of 8-bit binary phases

defined in the frequency domain, i.e. only containing 0 and n values, were imposed to

the pulses. Fig. 4.8 shows the experimental and calculated SHG spectra for two

different 8-bit binary phases. The excellent match between the experimental and

calculated SHG spectra provides an additional proof that the initial spectral phase

distortions were accurately measured and corrected.
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Fig. 4.8. Experimental (black dots) and calculated (gray line) SHG spectra corresponding two different

8-bit binary phases. Note the excellent agreement between calculation and experiment.

This laser system can be applied in rapid and encrypted information transmission,

exploiting the high repetition rate of the oscillator and the fact that different binary

phases result in unique NLO spectra, e.g., SHG spectra. A set of experiments were

carried out and demonstrated that the current system can carry 64-bit encrypted

information. Details of this project are discussed elsewhere.'84
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4.2 MIIPS applications for biological imaging

4.2.1. Measurement, compensation and reproducibility through high numerical

aperture objectives

One of the greatest obstacles to fully developing the promising technique of

multiphoton imaging is the significant amount of phase distortion introduced by high

numerical aperture (NA) microscope objectives. To date, the characterization of such

distortions has been accomplished for sub-10 fs pulses in objectives with NA up to

0.85,185 and for up to 1.30 NA objectives if longer pulses are used.m’"89

Compensation of the quadratic term of the characterized distortions was accomplished

in some cases through precompensation. However, higher order phase distortions,

introduced by the objectives and even by the prisms necessary to precompensate for

the quadratic phase distortions, cannot be compensated by these methods, nor can the

phase distortions be quantified. The high order phase distortions deteriorate the

efficiency of NLO process. Take two-photon excited fluorescence (TPEF), which is

the prevailing NLO process in biological imaging, for example. The TPEF efficiency

is expected to be inversely proportional to the pulse duration, or in other words, the

more bandwidth the excitation pulses have, the more TPEF signal will be generated.

However, no further signal increase is observed after the bandwidth of the pulses

reaches ~30 nm, if high order phase distortion is not corrected. This is the main

reason that ~100 fs laser pulses or even picosecond pulses are prevalent in the field of

biological imaging. In this section, we demonstrate that MIIPS can successfully
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quantify and compensate for all orders of arbitrary phase distortions introduced into a

sub-12 fs pulse by high NA microscope objectives.

For this procedure, a periscope is used to bring the laser beam into the rear port of

a Nikon TEZOOO-U inverted microscope. The beam is reflected upward through the

objective and focused onto the SHG crystal. The three objectives used are a Nikon

Plan Fluor ELWD 20x/0.45 NA objective, a Nikon Plan Fluor ELWD 40x/0.60 NA

objective, and a Nikon Plan Apo TIRF oil immersion 60x/ 1.45 NA objective (Nikon

immersion oil, Type NF is used.).
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Fig. 4.9. Setup for compensation of phase distortion introduced by the high NA objectives. The pulses

from the oscillator first pass through a precompressor consisting of two SF-lO prisms and are directed

into a prism based pulse shaper with a 128-pixel P&A SLM. The beam then gets into the microscope

through a periscope. After reflected by an internal mirror inside the microscope, the pulses are focused

on the BBC crystal (C) by different objectives OB. The generated SHG signal is collected by a lens L

into a spectrometer SP.

MIIPS alone is sufficient to compensate for the phase distortions introduced by

the 20x/0.45 NA and 40x/0.60 NA microscope objectives (data not shown). To allow

for the best compensation of higher order phase distortion introduced by the 60x/ 1.45

NA objective, a pair of SFlO prisms is used to reduce the quadratic phase

contributions (~104 fsz). The schematic setup of this experiment is illustrated in Fig.

4.9.
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Fig. 4.10. Compensation of spectral phase distortions caused by a 60x/1.45 NA objective. The error

 

bars indicate i 1 standard deviation. The lower panel shows the full range of data, while the upper

panel shows the same data over the FWHM of the pulse, on a reduced scale.

Figure 4.10 shows the compensation results for the 60x/1.45 NA objective. In

both panels, the solid line shows the average phase residue of five independent

measurements. The errors bars show the standard deviation for every fifth data point.

The lower panel shows the full set of acquired data. The upper panel shows the same

data over the FWHM with a reduced scale. Note that the phase is compensated to

within 0.1 rad over the entire bandwidth of the pulse (770-860 nm), indicating that the

distortions introduced by high NA objectives are well compensated over that range.

We highlight the extremely narrow standard deviation observed in the reduced range,

providing evidence of a very high degree of reproducibility of the MIIPS method,

even when highly dispersive materials are utilized. The statistical phase error, defined
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in the same way as in section 3.2.3, for the 60x/ 1.45 NA objective was calculated to

be 0.026 rad over the full range of data, where the uncompensated phase distortion

was ~100 rad. Considering the significant degree of distortion introduced by this high

NA objective, the precision by which phase is measured by MIIPS is excellent

although this number is slightly higher than that is shown in section 3.2.3.

4.2.2 MIIPS measurements after transmission through biological tissue

One of the most popular applications for femtosecond laser pulses is nonlinear

biomedical imaging. Methods such as two-photon microscopy take advantage of the

ability of near-infrared lasers to travel through scattering biological tissue and provide

high-resolution images'go. The development of techniques for optimized

depth-resolved imaging, as well as surgical procedures involving femtosecond lasers,

will require accurate characterization of pulses after they transmit through biological

samples. However, when a laser beam transmits through a scattering medium such as

biological tissue, the majority of the photons is scattered and the number of ballistic

photons, which still maintain theirs directionality and coherence, drops exponentially

with the depth of the medium. This occurs as a result of the presence of macroscopic

and microscopic cellular constituents, fat globules, and refractive index mismatch

between intra- and extra-cellular fluids. Therefore, it is impossible to use pulse

characterization methods that require overlapping two or more beams.

Here we demonstrate the ability of the MIIPS method to measure spectral phase

deformations caused by transmission through scattering biological tissue. The

procedure involves measuring and correcting phase distortions inherent in the sub-12
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femtosecond laser pulses to obtain TL pulses, and then comparing the spectral phase

obtained when the laser transmits through a 500-um slice of raw chicken breast tissue

or through a similar thickness of glass. In an early work of the Dantus group, Dela

Cruz et. al. 76demonstrated that the degree of scattering has very little effect on the

spectral phases, although the overall signal intensity depends largely on it. This

confirms that the ballistic photons or coherent component of the electric field,

maintain phase information as the laser penetrates a turbid, scattering medium. Fig.

4.ll(a) and (b) show the MIIPS traces obtained for glass and tissue samples,

respectively. As expected, a reduction in signal to noise ratio resulting from the

exponential decay of ballistic photons as the pulse transmits through several scattering

lengths of tissue was observed. Notwithstanding this limitation, phase information is

still comparable to that obtained when light goes through an optical medium like

glass. The presence of tissue slightly decreases the range of wavelengths that can be

compensated by MIIPS, but the fact remains that the method works. Fig. 4.il(c)

shows the phase residue, averaged over five trials, of the pulse as it went through

glass and tissue. Note that the phase is compensated to within 0.02 rad over the entire

FWHM of the pulse. MIIPS can fully compensate for distortions introduced by a

scattering medium. More significantly, the MIIPS method corrects spectral phase

distortions at the position of the sample.

Accurate phase compensation and accurate phase delivery at the target is

important for femtosecond laser applications. This capability allows the Dantus group

to perform selective functional imaging through biological tissue.76 Simulations
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show20 that even for signal to noise ratios as low as one, it is possible to measure the

spectral phase with high precision by smoothing the 2D MIIPS data before analysis.

The good resistance to noise and independence of mode quality are additional

significant advantages of the MIIPS method. MIIPS method is also applied to other

biological systems. For example, we have utilized the MIIPS method to measure the

GDD and TOD of vitreous humor and comea-lens complex of a bovine eye'9'.
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Fig. 4.11. MIIPS measurement through scattering biological tissue. Panels (a) and (b) show MIIPS

traces of compensated pulses without and with tissue, respectively. While the overall signal to noise

ratio is significantly decreased, similar phase information is obtained. (c) shows the residual phase after

MIIPS compensation with and without tissue.
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4.3 Conclusion

In this chapter, the compression of several quasi-octave laser sources using

MIIPS was demonstrated, this work setting a world record in terms of the broadest

SHG bandwidth to be generated and the shortest pulses to be generated from a GHz

laser. Pulse compression by MIIPS was able to generate 4.3 ~ 5.9 fs pulses that reach

the theoretical predicted TL pulse duration, regardless the pulse intensity and

repetition rate. This ability guarantees the reproducibility for selective multiphoton

excitations by accurate phase and/or amplitude shaping and usage of the full

bandwidth of quasi-octave laser sources, as presented in next chapter. The attempt to

control a real octave laser source is under investigation in the Dantus group and will

be soon demonstrated.

In this chapter, MIIPS was also used to solve some technical problems faced

when applying ultrashort femtosecond pulses in biological applications in this chapter.

The correction of all orders of phase distortion introduced by the high NA objectives

was demonstrated. This ability allows the use of sub-12 fs laser pulses with such

objectives for reproducible high-resolution imaging without losing the advantage of

the higher NLO efficiency given by the bandwidth of the short pulses. The accurate

phase measurement after scattering media by MIIPS demonstrates the ability to

achieve TL or other accurately shaped pulses at the sample even when the pulses

propagate through biological tissue, providing a good starting point for deep tissue

(few millimeter) imaging and laser surgeries.
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Chapter 5

Selective molecular excitation

Controlling laser-matter interactions, which are central to imaging, molecular

recognition, nonlinear optics and material processing, is an active area of research that

has lately migrated to the use of ultrashort pulses because of their great efficiency at

inducing nonlinear optical (NLO) processes. Controlling NLO excitation requires the

design of laser pulses capable of inducing constructive interference between paths that

lead to excitation at the desired frequency, while inducing destructive interference

between all other paths. Although it is possible to calculate NLO observables such as

the nth-harmonic spectrum for a given laser field and material, the inverse problem,

where one obtains the optimal field explicitly given a desired non-trivial target and an

operator expressing the nonlinear interaction between light and matter, has remained

in the realm of optimal control theory '92. A theoretical and experimentally viable

solution for selective non-resonant NLO excitation would have broad applications, for

example in single-beam selective two-photon microscopy and in high resolution

CARS microscopy. The lack of a mathematical expression that links the desired

selectivity to the required properties of the field has motivated the use of empirical

methods, such as computer based search algorithms, for exploring the nearly infinite

possible combinations of phase and amplitude functions which define a shaped laser

pulse 34. Here in this chapter, I present how to use BPS to achieve selective NLO

excitation. The first section presents theoretical and experimental demonstrations in

selective SHG and SRS excitation that represent the highest resolution and the best
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contrast ratio yet reported (section5.l). SHG is chosen since the same two-photon

fields that generate the selective SHG can be directly applied in other two-photon

processes, such as TPEF, the prevailing NLO process for biological imaging. The SRS

is selected because it can be consider the first half of the CARS process, which is able

to probe the molecular vibrations and give the fingerprint to identify different

molecules. Applications of selective molecular excitation through BPS for real

problems such as two-photon spectroscopy without a tunable laser source (section 5.2)

and CARS spectroscopy with a single laser source (section 5.3), will then be

presented.

5.1 Pseudorandom BPS for NLO processes

5.1.] Introduction

This section presents theoretical and experimental results in selective NLO

excitation that represent the highest resolution and the best contrast ratio yet reported,

by orders of magnitude. These results derive from a physical model for NLO, as well

as from the unusual combination of nonlinear optics and number theory as explained

below. The goal is not only to be able to generate a strong signal at a desired

wavelength (Fig. 5.1(a)), but also to suppress background elsewhere in the nonlinear

spectra (Fig. 5.1(b)). The specific NLO processes under investigation in this section

are SHG and SRS, selected for their wide applications in spectroscopy and

microscopy. For both SHG and SRS, we defined a narrow spectral window: the

integrated intensity of the spectrum inside this window was defined as signal 8, while
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the integrated intensity of the spectrum outside the window was defined as

background B. The ratio between S and B is defined as the contrast ratio (CR), which

is the most important fitness function for selective SHG and SRS throughout this

section. We also use traditional signal to noise ratio (S/N), which compare the peak

intensity of the signal to the average intensity of the background. For both CR and

S/N factors, the larger the value, the better the selectivity of SHG or SRS at certain

frequency.
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Fig.5.]. Nonlinear spectra of phase modulated pulses. The dashed line is the spectrum of a Gaussian

transform-limited (flat spectral phase) pulse. (a) Maximization or minimization of nonlinear spectra at

a selected frequency. (b) Generation of a narrow peak at a selected frequency with low background (the

goal of this project).

A number of pioneers in the fields of physics and optics have already contributed

to this topic. We highlight the work of Weiner who used periodically repeated binary

m-sequences and Dammann gratings to selectively excite coherent phonons in crystals.

”'28 The goal was to generate a pulse train in the time domain to enhance impulsive

SRS excitation. Weiner also used shifted m-sequences for a proposed code-division

multiple-access network, and used m-sequences and Hadamard codes to control SHG

in two-photon diodes and in periodically poled thin or thick crystals.”‘193 The goal

94

 



was to maximize or minimize SHG at the central frequency. Silberberg used

sinusoidal phase modulation and step modulation for two-photon excitation (ZPE) of

194’ '95 to narrowatoms "'72. He also used sinusoids, step-functions, and phase gates

coherent anti-Stokes Raman scattering spectra and to suppress non-resonant

contributions, taking advantage of the symmetry of phase modulation and of the

interference between resonant and non resonant nonlinear effects.'96’ ‘97 Weiner and

Silberberg’s research focused on maximizing or minimizing the signal at one

frequency without requiring the suppression of the signal at all other frequencies (Fig

5.1 (a)). Optimizing the signal at one frequency while minimizing signal at other

frequencies is a much more challenging problem and is what we solve here.

Different approaches have been introduced to achieve selective SRS. One

technique involves a pair of chirped pulses.“198 In this case, interference between

frequencies in the two pulses causes amplitude modulation. The use of GA’s is

99 060,] ,20 and

another widely used approach. For example, a group of experiments

related theoryzm uses a very intense field shaped by a GA with spectral amplitude and

phase modulation. The success of such method depends largely on the nature of the

search space, or the distribution of good solutions over the set of all possible pulse

shapes. In the ideal case of infinitely precise control of a pulse’s shape and in the

absence of experimental noise, the search space for a given nonlinear process is

convex, meaning that each possible pulse shape can be transformed into a slightly

better pulse shape by an infinitesimally small change to just one parameter, allowing

the best possible pulse shape (the global maximum) to be quickly reached through a
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series of small changeszoz. However, the current method of controlling a pulse’s

shape, with an SLM, can provide only a finite number of possible pulse shapes,

usually about 100 SLM pixels (N), 1000 reliable phase values (NP), and 1000 reliable

amplitude values (NA). The set of possible pulse shapes is no longer continuous, and

therefore the search space is no longer convex. Instead of an easy path toward the

optimum solutions, we have dead-end solutions called local maxima, which are

suboptimal but must be dramatically changed to reach a better solution. Under

experimental conditions, the huge number of variables makes the search for an

optimal pulse shape a daunting task; the number of pulse shapes possible using the

SLM described above is (Nq,><NA)N = 10600. A search space this size makes all but the

most convex problems extremely difficult.

As I described in the previous chapter, we first use BPS to reduce the number of

variables to make the problem more manageable, while making sure not to eliminate

all the best solutions from the search space. With BPS, we eliminate redundancy

while preserving control over the parts of a pulse shape that contribute to our desired

nonlinear effects. We have shown that the use of BPS 75, in which no amplitude

shaping is used and the only two values of spectral phase allowed are 0 or 1t, allows us

to reduce the problem to that of constructive and destructive interference between

frequencies.73‘74‘ 8' The search space becomes not only dramatically smaller but also

more readily analyzable and, as we will show, amenable to search space mapping.

Therefore, our first step is to map the search space and then use the characteristics

from the map to generate the solutions to our goal.
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5.1.2 Experimental setup

We measured SHG and SRS spectra of pulses from the Ti:Sa oscillator described

in section 2.1.1. The beam went through a folded pulse pre-compressor consisting of a

pair of SFlO prisms and then into a pulse shaper. The pulse shaper consisted of a

SF 10 and a BK7 prism, a ZOO-mm focal length spherical mirror, and a dual-mask

SLM (CRI, Inc., SLM-256) in the folded geometry, as described in section 2.2. Two

prisms were used to cover more SLM pixels. The MIIPS method was used for all the

experiments to achieve TL pulses at the target within 0.05 radian precision. For the

SHG experiments, the beam was focused on a 10 um B-BBO type I crystal and the

signal was recorded with a spectrometer of spectral resolution ~0.3 nm. For the SRS

experiments, the beam was introduced into a balanced Michelson interferometer

(FR-103PD, Femtochrome Research, Inc). SRS spectra were retrieved from Fourier

transformation of intensity autocorrelation traces obtained by a two-photon diode.
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5.1.3 Mapping of the search space for SHG and SRS

In this section, we investigate all possible 16-bit BP functions for their ability to

generate selective SHG and SRS excitation, and examine the distribution of the BP

functions that best create narrow peaks at desired locations in the SHG and SRS

spectra, i.e., map the search spaces.

We applied each phase to the center spectral region of our femtosecond laser

pulses, using amplitude shaping to eliminate the signal outside of this spectral window.

Each of the 16 logical bits covered 4 SLM pixels for SHG and 3 SLM pixels for SRS.

We defined a spectral window with width 1.3 nm or 50 cm'1 for SHG and SRS,

respectively, to calculate the CR factors as the fitness function for each BP. For SRS,

we disregarded the spectral region below 150 cm", a region that is essentially

unaffected by phase shaping.

To visualize the search space, we transformed each binary phase function into an

(x,y) coordinate on a two-dimensional plot called a search space map. We first

translated each binary phase function (for example, 1:01m000001r001m1r0) into a

binary sequence (10110000010011102 in this example), then divided this sequence

into two halves (x = 101100002, y = 010011102). The binary x- and y-halves of the

sequence were directly converted to their base-10 equivalents (x = 1310, y = 114.0).

The resulting (x,y) coordinate pair corresponds to a point on a 2D map, which is

assigned a color based on the experimental performance of the original binary phase

function; white if the CR value was high, down to black for a very low CR. For the

SHG search space maps, the x portion (first half) of the binary sequence was reversed
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before conversion to decimal. We applied this reversal to highlight the different roles

of symmetry in SHG as opposed to SRS, as discussed below.

Theory (SRS)

  

   

 

O 64 1)2(8 192 256

Experiment (SRS)

Fig. 5.3. Calculated (top) and experimental mapping of selective SRS (middle) and SHG (bottom) at

the center of the nonlinear spectrum (see Fig. 5.1(b)). X and y coordinates are the decimal

representations of the left and right halves of the binary phase sequences, respectively, and the

grayscale represents the value of the fitness function CR. Here, phase sequences with high CR values

are shown in white, while sequences with low CR values are shown in black. Note the excellent

agreement between the experiments and the theoretical prediction. Arrows point to the locations of the

global maxima.
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Figure 5.3 shows calculated and experimental SRS search spaces and

experimental SHG search spaces, for signal windows placed in the middle of the

available nonlinear spectra. The binary phase sequence with the highest CR ratio for

SRS is n0mr000001t00mm0, which is mapped to (13,114) as described above, while

the binary phase sequence with the highest CR for SHG is n0nn01r1m0001r001r1r,

mapped to (237,19).

Many of the good phase functions are found on the lines y=x and y=xmax-x. For

the SHG maps, these lines contain only phase functions that are reflection symmetric

or antisymmetric about .0, the frequency for which the NLO is being maximized; i.e.,

¢SH0(.Q+ w)=i¢5H0(.(2-w), while for SRS the phases on these lines have translation

symmetry or anti-symmetry about {2, that is, ¢5R5(w)=i¢5R5([2+ (0). These lines are

dominant features on the search space maps, agreeing not only with previous

experimental observation by other researchers for SRSz7and SHG”, but also with

theoretical predictions of the role of symmetry in constructing phase functions for

optimizing nonlinear optical processes.20 Note that even among symmetric phases on

the lines of the search space map, there are phases with poor CR ratios. To achieve the

best CR ratios among symmetric phases one half of the binary phase function,

¢5H5(.Q+ (0) or ¢SR5(ro), must contain a pseudorandom series of bit flips 20. The search

space map also contains interesting fractal structure (Fig. 5.4), as evidenced by the

similarity of the structures as one zooms in on a region of the data. This fractal quality

results form the symmetry inherent to low order NLO processes and can be used to

further reduce the search space as a small region of the search space could predict the
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whole distribution of the map.
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Fig. 5.4. Fractal structure of the search space map. Lefi: experimental search space map for SRS,

middle: zoom-in view of the left panel dashed region, right: zoom-in view of the middle panel dashed

region. All three panels show the same structure.

As the target signal wavelength is scanned across the nonlinear spectrum, the

center of symmetry that maximizes this signal is scanned across the phase function.

Movie 1 and movie 2 in reference ”6 show the SHG and SRS maps when the signal

window is scanned from one end of the spectrum to the other. In each case, the phase

functions with the highest CR ratios are located on lines that contain only symmetric

or antisymmetric phases, with the locations of the lines changing to reflect the

changing location of the center of symmetry.

5.1.4 Synthesis of optimized electric field using pseudorandom BP

Our goal is to synthesize the optimal electric field E”) to cause 2PE, e.g., SHG,

and E”) to cause SRS. These fields are not molecule-specific; nonlinear signals are

proportional to the absolute value of square of these fields and the corresponding

molecular cross sections. We define here the two-photon field spectrum, 1(2)=|E(2’|2 for

2PE, and the intensity spectrum [(0) =|E(O) |2 for SRS, which can be calculated according

to the convolution theorem by self-convolution (Eq. (5.1)) and by autocorrelation
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(Eq. (5.2)) of the fundamental field E(a)) in the frequency domain, respectively:

51%)) = IE(t)2exp(iwt)dt = IE(x)E(w—x)dx (5.1)

5W0): flE(t)l2exp(iwt)dt = jE(x)E*(x—w)dx (5.2)

The role of phase symmetry in nonlinear optics resulting from these expressions has

been comprehensively analyzed for BPS from a theoretical point of view by Lozovoy

20, and have been experimental proofed by the search space mapping study described

in the previous section.

We find that the problem of maximizing NLO signal at one frequency while

minimizing the background elsewhere can be framed in terms of the number theory

problem of finding low-autocorrelation binary sequences. To see this link, we first

simplify the problem for theoretical analysis by assuming that the spectrum of the

fundamental field is unity for all frequencies, and we concentrate on the electric field,

leaving molecular cross sections aside. The use of binary phase shaping, in which the

spectral phase is limited to values of 0 or it, allows us to represent the electric field (E,)

in the frequency domain as a sequence of values +1 and -1, respectively. This

mathematical object forms a Galois group, GF(2N), where N is the number of bits in

the sequence. Eq. (5.1) and (5 .2) can be rewritten for Galois fields as Eq. (5.3) and (5.4).

Em,” = ZEiE- ;i = 0..N — 1,j = 0..N — 1 (5.3)

15(0),._j = 215,15”? :1” = 0..N — 1, j = i..N — 1 (5.4)

Eq. (5.3)and (5.4) summarize how these pseudorandom Galois fields can be used to

suppress NLO excitation at any desired frequency, i.e., simply having an equal

number of +1 and -1 contributions in the sum. Binary sequences with minimum
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autocorrelation will minimize the sum for every frequency; and when symmetrized or

antisymmetrized, they will produce maximum NLO excitation at their center of

symmetry while suppressing excitation elsewhere, exactly as desired in selective NLO

excitation. The amplitude of the resulting spectrum is bound at all frequencies by the

spectrum of a TL pulse E,~=1 such that E191), = El-(O) = N —i . We can therefore

produce selective NLO excitation through the use of minimum-autocorrelation binary

sequences, which are freely available thanks to years of research in the

well-established fields of communications engineering and statistical mechanics 203.
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Fig. .5.5. 8-bit pseudorandom BP applied to femtosecond laser pulses for selective SHG or SRS at the

center of the spectrum. The top phase, designed for selective SHG, is formed by reflection and

anti-symmetrization of the pseudorandom sequence. The bottom phase, designed for selective SRS, is

formed by translation symmetrization.

Figure 5.5 describes how to use phase shaping of an ultrashort pulse to achieve

selective NLO excitation. First, we choose a pseudorandom binary number from a list

of sequences with minimal correlation 204 (for N=8, for example, it is 101100002).

Second, we transform the binary number into a GF(2N) sequence (-+--++++). Third,

we symmetrize (or antisymmetrize) the GF depending on the nonlinear process, using
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reflection raGF(2N) for 2PE and translation tsGF(2N) for SRS, producing a phase

function that will cause the desired selective NLO excitation.

Using the above method, we have tested solutions of Eq. (5.3)and (5.4) using

binary sequences of length up to 608 bits theoretically. The results are described in

terms of two parameters: CR and S/N as defined previously in Fig.5.]. The optimal

608-pixel solution created using a symmetrized low-autocorrelation 304-bit binary

sequence is +++++-+-+++--+++-+—--++---+-++++---+--+++-+----++--+—+---+--+--—+--

-------++—++--+--++—++-----++++--—+++++-—++++------+--+--+-+-—----+-+++-----+-++

++++—+++-+-+----+-+——+—--—+-+-+++++---+++-+-+--+-++--+—+-—+--+-++-+-++---++--

-++---++-+-+-+-+++-+++—--+----—++--+—++++—++-——+--+-++++-++--+----+--++-++++

+-+-. The resulting Galois field gives an S/N of 169721 or 1400:], and a CR of 1.4 or

2.3 for 2PE or SRS, respectively. These pseudorandom binary sequences provide at

least 3 or 7 times better SN and CR than the average completely random binary phase

function for a given number of pixels for 2PE and SRS, respectively. This level of

performance would be virtually impossible to achieve using random binary phase

functions. This performance would also be extremely difficult to reproduce using a

learning algorithm controlled pulse shaper; although some of the low-autocorrelation

20‘ were found using learning algorithms, findingbinary sequences given in

low-autocorrelation binary sequences is a very challenging problem that requires the

use of multiprocessor computers. The longest low-autocorrelation binary sequences

(with >10‘5 digits) have been designed using Legendre sequences 205.
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FIG. 5.6. Symmetrized pseudorandom Galois fields (top) and their self-convolution (left) and

auto-correlation (right) for the generation of very narrow NLO excitation with minimum background in

SHG or SRS spectra. The gray area in top panel shows the spectral part with amplitude set to 0. The

dashed line shows the NLO spectra ofTL excitation.

When the signal to be maximized is not at the center of the spectrum, we form the

GF from the longest possible symmetrized sequence. The lefiover GF bits, which do

not contribute to the signal, must be set to 0 by amplitude modulation. This decreases

the background without changing the maximum NLO response for 2PE, and

suppresses the low frequency half for SRS excitation. Results of calculations

according to these rules are presented in Figure 5 .6. As the number of bits in the GF

sequence increases, the amplitude of the signal remains at the TL limit (dashed lines

Fig. 5.6.), provided symmetrized sequences are used. At the same time, the average

amplitude of the background, as well as the width of the signal peak, decreases

73, 74 -
linearly with increase in number of pixels. Multiphoton intrapulse interference rs

responsible for the almost complete background suppression. Thus, without resorting
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to empirical evaluation, we are able to construct excellent solutions to the problem of

selective NLO excitation. In the case of an ideal pulse shaper, our work is finished at

this point.

5.1.5 Experimental results using pseudorandom BP

To demonstrate the analytical solutions given by equations (5.3) and (5.4) under

experimental conditions, we performed experiments with sequences of length N=48

bits distributed over the center of the SLM, where the spectral laser power is greater

than ‘A of the maximum value; frequencies outside this range were blocked. The

spectral width of the remaining portion of the spectrum is 70nm as shown in Fig. 5.7.

Initial experiments were performed using symmetrized GF based on sequences with

minimal autocorrelation 204 . Very narrow peaks in 2PE and SRS spectra were

observed. The intensity of the peaks was about 70% of the transform limited intensity.

Simulations show that the nonlinearity of spatial to frequency transformation in the

pulse shaper decreases the maximum of the peak in the NLO spectrum, and that the

SLM spectral resolution is responsible for the less-than-ideal background suppression.

To optimize the experimental CR results we first evaluated all symmetrized 24 bit

sequences with a 4 bit flat center region. This gave us a total number of 2W"2H

sequences to evaluate, a number that is very small compared with the number of 48

bit phase functions with arbitrary phase and amplitude modulation. We simulated the

best sequences to predict their NLO response, taking into account the spectrum of the

fundamental pulse and the two main imperfections of the SLM, nonlinearity of
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frequency dispersion on the SLM and limited spectral resolution. By this method we

optimized selective NLO at a number of different frequencies outside the center of the

bandwidth so that we could scan the excitation frequency.

Our results are presented in Fig. 5.7, where we scan a narrow-band peak with an

S/N of 150 and a CR of 4.5, the highest ever reported in selective NLO excitation by a

single phase shaped ultrashort pulse. Compared to a sinusoidal phase modulation,

which produces an S/N of 3 and a CR of 0.4, these results show improvement of

almost two orders of magnitude. The narrow-band peak has a spectral width of 0.7nm

in 2PE and 50 cm'1 in SRS spectra, which is close to the spectral width of one SLM

pixel, this being an experimental-limiting parameter.
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FIG. 5.7. Experimental NLO excitation. (a) and (b) show the spectra of the excitation pulses (gray) and

the BP’s (black) to achieve the selective SHG and SRS in the center of the spectra, respectively. (c) and

(d) show the SHG and SRS spectra corresponding to (a) and (b). The gray lines demonstrate the

calculated spectra and the black dots show the experimentally measured spectrum. (e) and (i) show BP

masks imprinted on the SLM. Each horizontal row represents different BP shapes, which are shown

along the y-axis in the order that the target frequency for selective NLO excitation scans across the

spectrum. Black corresponds to 0, white corresponds to 1:. Gray areas are regions where the amplitude

of the field was set to 0. (g) and (h) illustrate experimentally measured SHG and SRS spectra,

respectively, as the target frequency scans across the spectrum. Darker shading indicates higher

intensity.
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5.1.6 Conclusion

In conclusion, we presented a general solution (and a specific 608 bit solution) to

selective even-numbered multiphoton excitation. We discovered that using

low-autocorrelation binary phase sequences allow us to achieve selective nonlinear

optical excitation while suppressing background. The existing literature on

low-autocorrelation binary numbers provides sequences that can be used to construct

phase functions that will optimize excitation. In this way we avoid using empirical

evaluation based searches which scale exponentially with the number of pixels. The

applications include TPE spectroscopy, which will be presented in next section.

Selective nonlinear excitation will allow coherent anti-Stokes Raman scattering

(section 5.3) and photon echo spectroscopy with a single laser pulse. Other

applications exist in photochemistry and bio-photonics including functional

multiphoton microscopy and selective two-photon photodynamic therapy. The

adaptation of number theory principles to physics and chemistry, progress in modern

mathematics together with the technical progress in controlling the phase of laser light

promises the development of new non-empirical approaches to laser control of

physicochemical processes.

5.2 High-resolution two—photon spectroscopy with a non-tunable laser

5.2.1 Introduction

Since the first experimental observation of the SHG?’2 and TPE23 in 1961, several

techniques have been developed to determine TPE cross sections for various
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materialszo‘s‘208 The direct measurement of the TPA cross sections is rather difficult

because only a very small fraction of photons is absorbed in a TPA process. TPEF is

an alternative approach to determine the TPE cross section and then calculate the TPA

cross section provided that the sample is fluorescent and the quantum efficiency is

known.

In 1990, Denk et a1. successfully applied two-photon fluorescence into laser

scanning microscopylgo. Because of the fluorescence dependence on the square of the

excitation laser intensity, the intrinsic three-dimensional resolution and the absence of

background fluorescence, as well as the ability to reduce photobleaching, this

two-photon fluorescence microscopy (TPFM) technique soon won over conventional

confocal fluorescence microscopy and became the prevalent technique that biologists

use to take images for tissues and cells. Since then, a demand of quantitative study in

TPE spectra for the widely-used fluorophores arose. Started in 1996, Webb and

coworkers published a series of paperszomlz that measured the TPA and TPE spectra

for several common fluorophores. These experiments involved a complicated optical

setup and a tunable Ti:Sa laser source. Their laser spectrum can be tuned from 690 to

1050 nm, but this tunability involved. 4 sets of different intracativy mirrors.

Furthermore, every time when the laser spectrum is tuned, the laser intensity,

registration of the beam path and the focusing on the sample might change, making

the measurement extremely difficult and time-consuming. Without a laser expert, this

kind of measurements is impossible to perform.

To date, more and more new fluorophores have been developed. An easier
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method to measure the TPE spectra of the new fluorophores without a laser specialist

is required. Furthermore, researchers who are developing new fluorophores also

demand an easy way to characterize their new products and compare them with

conventional ones. In addition, an easier way to measure TPE spectra would also help

spectroscopists who use TPA or TPE spectra to study the electronic structures of

excited states of the molecules. Here, we present a fast and automated method of

taking TPE spectra.

The concept of this automated TPE spectrometer is to apply the optimized BP’s

for selective two-photon transitions presented in the previous section to a broadband

laser which is capable of causing TPE in a broad spectral range. Thus, the tuning of

excitation wavelength is achieved by automated BPS through the pulse shaper instead

of by tweaking the laser itself as required for the conventional method. Since the

effective two-photon fields generated from BPS do not have the uniform intensities,

SHG spectrum corresponding to each BP is required in order to normalize the TPEF

obtained from the sample.

5.2.2 Experimental setup

A proof-of-concept experiment was first performed with a normal Ti:Sa oscillator

system used in section 5.1. We demonstrate TPE spectrum measurements of several

molecules in solution. In Fig. 5.8, we show the TPE spectra for Coumarin 460 and

Rhodamine 590 in methanol (10'5M). The spectra obtained by pure phase shaping has

very good resolution (~1.5 nm) and are in good agreement with independent
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experimental measurements 2'3 .
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Fig. 5.8. TPE spectra of two fluorescent dyes: rhodamine 590 and coumarin 460

The Venteon oscillator, able to generate sub-5 fs pulses, is ideal for the

measurement of TPE spectra. As shown in Chapter 4, such sub-5 fs pulses can

generate a SHG spectrum whose span approaches 200 nm (315 - 515nm), covering

the two-photon transitions of most biological fluorophores. Fig. 5.9 illustrates the

experimental setup. The pulses from the Venteon Ti:Sa oscillator pass through a

telescope and then the pulse shaper same as described in section 4.1.1. The pulses are

then focused onto the sample, either a 20pm KDP crystal or the 2mm cells containing

fluorescent samples. The SHG spectra are obtained with the SHG separation and

detection system used in section 4.1.1. The fluorescence signals is collected by a 40x,

0.6 NA objective and then focused on an avalanche photon diode (APD) incorporated

with a photon counter. A bandpass filter which allows transmission of 400-600 nm

light is also used to minimize the noise from other sources including the scattering of

the fundamental pulses.
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Fig. 5.9. Schematic setup for TPE spectroscopy. Femtosecond pulses from Venteon oscillator are first

directed into a 1:25 telescope to collimate the beam and expand the beam size to obtain ideal optical

resolution in the pulse shaper. The beam is then introduced into a reflective pulse shaper. After the

pulse shaper, the beam is focused onto the sample S, which is either a KDP crystal to generate SHG or

sample cells to generate the two-photon fluorescence. The SHG signal is directed into the SHG

separation and detection system presented in section 4.1.1. The fluorescence signal is collected with a

40x objective OB at 90° angle and focused onto the APD detection unit with lens L. The filter F is used

to minimize the unwanted noise including the scattering of the fundamental beams. CM: curved mirror,

M: mirror and G: grating.

Both amplitude-only shaping and BPS were used to generate the selective

two-photon field from 330 to 480 nm. For amplitude-only shaping, each amplitude

window contained 26 SLM pixels, which correspond to a ~20 nm width in the

fundamental spectrum. For BPS, a symmetrized 13-bit sequence with minimal

autocorrelation was used. Each bit of the BP contains 4 SLM pixels, which in total

corresponds to a ~95 nm width in the fundamental spectrum. The resulting SHG

spectra, which characterize the effective two-photon field, are shown in Fig. 5.10.

Both pure amplitude shaping and BPS achieved selective SHG. However, BPS

provides sharper peaks that would result in better resolution in TPE spectrum. By
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using a BP with more bits, the resolution could be reduced to ~O.7nm, which

corresponds to the optical resolution of a single SLM pixel.
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Fig. 5.10. SHG spectra generated with (a) pure amplitude modulation and (b) BPS for selective TPE.

Each horizontal line in the contour plot represents a SHG spectrum, which are shown along the y-axis

in the order of increasing target frequency for selective TPE. Both approaches provide the TPE

effective fields that scan from 330 to 480 nm. Pure amplitude modulation has slightly better CR given

the signal window is bigger than that for BPS. The BPS gives much sharper TPE field, which is

necessary to achieve high resolution in TPE spectroscopy.

After the SHG spectra were acquired, the fluorescent samples were placed at the

target position and the TPEF signal was recorded with the same set of amplitude or
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BP functions. Each amplitude or BP function corresponds to a certain excitation

wavelength as shown in Fig. 5.10. The TPEF intensity for each amplitude or BP is

normalized with the corresponding total SHG intensity in order to acquire the TPE

spectrum. It takes less then a minute to acquire a TPE spectrum for most of the

samples once the effective TPE field is characterized by SHG, which take an

additional minute. The spectrum acquisition time is much shorter compared with the

conventional method.

5.2.3. Accuracy and reproducibility

In order to test the accuracy of the proposed method, we took the TPE spectra of two

well-known molecules: Fluorescein and Rhodamine B. Fig. 5.1] shows the

comparison between our spectra and the spectra measured by the Webb group with the

conventional methodzog' 2'0. The excellent agreement demonstrates the accuracy of

this new approach. In addition, the new method provides better resolution, ~4 nm

compared with 10 ~ 20 nm resolution in the conventional method.

Figure 5.12 illustrates TPE spectra that measured on different days for three

different samples The samples used were Fluorescein and

8-hydroxypyrene-1,3,6-trisulfonic acid (HPTS), a pH-sensitive molecule that has a

different absorption spectra when the pH value of the environment changes. The

excellent reproducibility demonstrated in those spectra makes this fast and automated

approach very reliable.
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Fig 5.12. TPE spectra for (a) Fluorescein, (b)HPTS in a pH = 6 solution and (c) HPTS in a pH =l0

solution measured on two different days. Note the excellent agreement between two sets of data.

117



5.3 CARS spectroscopy for remote detection and identification of chemicals

5.3.1 Introduction

Present analytical methods for compound identification are incapable of

addressing the need for detecting improvised explosive devices. Therefore, an urgent

need exists to develop methods capable of standoff explosive detection, such that

security decisions can be made while the explosive is outside the range of severe

damage. Several spectroscopic techniques have been explored for standoff detection, _

most of them relying on the high intensity and directionality of lasers. Laser-induced

2"" 2'5 and spontaneous Raman spectroscopym’217 arebreakdown spectroscopy (LIBS)

presently among the most promising. However, both of these approaches are unsafe,

causing some target destruction because of their dependence on powerful laser beams

with pulse energies ranging from tens to hundreds of milli-Joules.

The National Research Council report on “Existing and Potential Standoff

Explosive Detection Techniques”218 lists CARS as one of the promising techniques

for standoff explosive detection. CARS is a third order nonlinear process which

typically involves the interaction of the material with three laser beams (pump, Stokes,

2'9 Unlike LIBS, which only provides relative atomic composition byand probe).

ablating the sample, CARS obtains spectroscopic vibrational information that can be

used to distinguish among different molecules and even isomers. The coherent

stimulation of the Raman process in CARS results in several orders of magnitude

greater efficiency over spontaneous Raman signals.220 Therefore the process requires

orders of magnitude less power, making it much safer than LIBS and spontaneous
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Raman. In this sense, CARS provides a non-destructive approach.

In 2002, Scully and coworkers proposed CARS for chemical warfare detection,”'

and recently, reported the first femtosecond adaptive spectroscopic technique (FAST)

CARS spectrum of anthrax markers obtained at an arms-length distance of 0.2 mm A

significant achievement that greatly advances the possibility of biological warfare

agent identification in real time, but requires three different femtosecond laser pulses

with different wavelengths, specific time delays and at a specific crossed-beam

geometry. The resulting FAST CARS signal depends on these stringent alignment and

timing requirements, making this method impractical for standoff 100 m detection,

particularly outside of a laboratory.

CARS has become a promising tool for microscopic material and biological

imaging , utilizing the vibrational response of different molecules as a contrast agent,

and thereby eliminating the need for fluorescent labeling.223 Recently, a single-beam

CARS approach for microscopy was developed by Silberberg.194 Single-beam CARS

removes the complexities involved when using several laser pulses, eliminating the

spatial and temporal overlapping problems. This approach has been further refined by

the groups of Leone2324 and Motzkus.225

Single-beam CARS microscopy uses pico-Joule pulses with a broad bandwidth

spectra (>100 nm) which are prone to chromatic dispersion in air. The signal is

usually drowned by the non-resonant (non-specific) nonlinear optical molecular

response. Special spectral phase and polarization pulse shaping is required to enhance

the desired spectroscopic information, typically requiring additional background
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subtraction. Adaptation of this method to standoff detection, therefore, requires

amplified (six-orders of magnitude) ultra-broad bandwidth pulses with phase and

polarization pulse shaping capable of delivering optimally coherent pulses at distances

of 100 m, so that the non-resonant background can be eliminated. Ideally, this method

should also be capable of selective vibrational state excitation to provide

orthogonality and eliminate false alarms.

Here in this section, we present molecular identification from a standoff distance

of 12 m (currently limited by laboratory space), based on an improved strategy of

single-beam CARS and describe the key technical breakthroughs that make this

approach possible. Then, data from a number of compounds in liquid states are shown,

including isomeric compounds, demonstrating the ability of this method for remote

chemical identification. Finally, the feasibility of selective excitation among different

intramolecular vibrational modes and complete non-resonant CARS background

suppression based on optimally designed laser pulses with GF is demonstrated.

5.3.2 Experimental setup

As shown in Fig. 5.13, the intensive (200 pl) broadband laser pulses from the

hollow waveguide (see section 2.1.4) are first collimated by a 0.762-m-focal-length

spherical mirror and then directed into a pulse shaper with a 640-pixel dual-mask

SLM. After the pulse shaper, the beam is focused by a home-built newtonian

telescope onto the target 12 m away form the telescope. The telescope consists of a

negative lens (focal length equals 0.2 m) and a 0.762-m-focal-length spherical mirror
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with 76.2 mm diameter. The beam diameter at the telescope was 50 mm. The laser

beam energy at the sample was less than 10 pJ/pulse with a beam diameter of 2 mm.

This laser power, orders of magnitude less than that is required by LIBS and

spontaneous Raman, is well below the damage threshold of all the samples, no

detectable damage or continuum light generation was observed during the CARS

measurements. The distance in this experiment is limited by the size of the optical

table instead of the method itself. The experimental results were obtained with a

mirror behind the sample that reflects the CARS signal back. However, data obtained

from back-scattered signal has also been demonstrated and published elsewhere.I79 A

beam splitter is used to direct the signal to the detection system. The detection system

comprises a 740 nm lowpass filter (Omega Optical), a thin horizontal polarizer, a

5-cm focal-length thin lens and a QE65000 spectrometer (Ocean Optics).
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Fig. 5.13. CARS spectroscopy optical setup for remote chemical detection. HWG: hollow waveguide,

BS: beamsplitter, P: polarizer and SP: shortpass filter.

MIIPS was used through the 640-pixel pulse shaper to eliminate the spectral

phase distortion introduced by the hollow core fiber, optics including the wall of cell

containing the sample and especially, the air. The air has a GVD value of 20.1 fsz/m226
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and with a 12-m distance, the air can make our initial 10 fs pulses about seven times

longer, resulting a drop of the signal intensity ~50 times. Pulse shaping was also used

to control the phase and polarization of different components of the laser pulses in a

way that minimizes the non-resonant contribution and improves resolution. The

non-resonant CARS signal increases with the bandwidth of the laser, which in our

case is 1800 cm". In order to reduce the considerable background in single-beam

CARS microscopy Oron et al. use a 1: phase gate.227 In other work, they have also

introduced a polarization gate to the probe to further improve the resolution.195 We

incorporate both of these strategies in our approach. The probe pulse is defined by

keeping 6 out of 640 pixels (about 1.5 nm bandwidth, centered at 770 nm)

horizontally polarized while using the remaining pixel to rotate the rest of the pulse to

vertical polarization. A phase gate (3 out of 640 pixels) is also used. (See Fig. 5.14)
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Fig. 5.14. The spectrum, phase and polarization of the shaped laser pulse for single-beam CARS. Pump,

stokes, probe and CARS signals are marked with different gray scales in left panel. Pump and stokes

have vertical polarization (y) while the probe and CARS signal have horizontal polarization (x). The

right panel shows a ladder diagram for the CARS process.

MIIPS makes sure that TL pulses are used at the target so that all the pump and
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stokes pairs are in phase and interfere constructively. As shown in Fig. 5.15, the signal

intensity changes more than an order of magnitude with and without MIIPS correction

of the spectral phase distortion.
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Fig. 5.15. Single-beam CARS spectrum (raw data). Unprocessed spectra of m-xylene collected at a
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standoff 12 m distance with (solid) and without (dashed) phase distortion compensation using MIIPS.

Note that both resonant and non-resonant contribution increase with MIIPS compensation.

The unprocessed CARS spectra presented in Fig. 5.15 comprise both resonant

and non-resonant contributions, where resonant contribution present as sharp peaks

corresponding to different vibration modes of the molecules while the non-resonant

contribution is present as broad features under sharp peaks that give no chemical

information. Therefore, we fit the broad-bandwidth non-resonant contribution and

then subtract it to obtain the processed spectra only with resonant peaks that give
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chemical identification signature. The spectra shown in the following section 5.3.3 are

all processed spectra with above procedures.

5.3.3 Remote chemical identification with CARS spectroscopy

In this section, chemical identification at a remote distance (12 m) is

demonstrated with single-beam CARS spectroscopy. Fig. 5.16 shows the remote

CARS spectra from several pure liquid samples. The liquid samples used were

toluene (J.T. Baker), o-xylene (Fluka), o-nitrotoluene, m-nitrotoluene, p-xylene, and

m-xylene(Sigma-Aldrich). All samples had purity greater than 98% and were used

without further purification. Cells with 1mm path length were used as container for

the liquid samples for the measurements.

In Fig 5.16, the characteristic vibration fingerprints of each molecule are clearly

shown, enabling us to easily distinguish all samples including different isomeric

species. This is the major advantage for CARS spectroscopy over LIBS, which is not

capable of identifying molecular isomers. Based on those vibration fingerprints, an

automated computer software was demonstrated and a screenshot of the computer

interface is shown in Fig. 5.17. Incorporated with the remote CARS optical setup, this

software can automatically identify those six liquid samples 12-meter away in a

second. When the sample is not one of those six chemicals in the reference library, the

indicator for unknown sample will light up.
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Fig. 5.16. Remote CARS spectra from liquid samples. A) CARS spectra from liquid toluene,

o-nitrotoluene and m-nitrotoluene; B) CARS spectra from liquid ortho, meta and para-xylene. Note the

vibrational signatures of the molecules shown in the spectra give a very easy way to distinguish

isomers.

This remote single-beam CARS spectroscopy can identify chemical in liquid,

solid and gaseous state, no matter the sample is pure or in mixtures. CARS spectrum

from a 1:99 mixtures of o-xylene and p-xylene has been demonstrated, presenting

ability of this approach to quantitatively analyze mixtures down to the microgram

level. The single laser shot capability of this method and detection of back-scattered

signals instead of retro-reflected signals have also been shown. Details of these
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studies are published elsewhere.‘79 The software can also be expanded to identify

more chemicals simply by adding the vibration fingerprints of new chemicals into the

reference library.
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Fig. 5.17. Screenshot of the automated chemical identification software. The upper-left panel shows the

unprocessed data and the upper-right panel shows the processed CARS spectrum (white) and the

matched the vibration fingerprints peaks (gray). The lower part of the interface shows the identification

indicators for each chemicals and the start and stop button of the program. The current indicator shows

that o—nitrotoluene is detected for the last eight shots.

5.3.4 Mode-selective CARS spectroscopy with BPS

The most important requirement for standoff identification is the ability to

discriminate signals from other sources as well as signals from a complex chemical

background. In particular, for CARS it is important to eliminate, as much as possible,
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contributions from the non-resonant background. The unprocessed CARS spectrum of

m-xylene is presented in Fig. 5.15. Note that the non-resonant background (broad

feature spanning the whole spectrum) is more intense than the resonant CARS

features at 725 and 1000 cm".

Silberberg and coworkers used a sinusoidal phase function to control the single

broad bandwidth CARS process and achieved some molecular selectivitym.

Optimum selectivity, with maximum background suppression, can be achieved using

binary phase functions”. When using binary phases, the laser pulse spectrum is

partitioned into discrete regions, each receiving a phase retardation value of zero or 1:.

The CARS signal at each frequency [2 is given by the sum of discrete contributions

from all the frequencies in the pulse whose difference is 9 according to the

equation: E(Q)=ZwE(a))E(a)-.Q), where the electric field E can only take the

value of (+1) when the phase is zero and (—I) when the phase is 1:. The goal

becomes finding the binary phase function that causes the sum to reach a maximum

for the desired [2, and zero elsewhere. Fortunately, this problem has been solved in the

field of mathematics. The type of functions that we are looking for are known as GP,

or minimum correlation sequences, as presented in previous section.

Here, we use optimal discrimination based on GF synthesized using binary phase

functions to achieve selective excitation of individual vibrational modes, and at the

same time eliminate the non-resonant background. One of the reasons why the

non-resonant signal is greatly reduced is that the complex binary spectral phase causes

the creation of a train of pulses in the time domain (see Fig. 5.18(b)). The temporal
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profiles of the pulses corresponding to red and blue binary phases show oscillation

periods ~46 fs and ~33 fs, which match the vibration frequency of v, breathing and

VI; in-plane bending modes of m-xylene, respectively.

 

 

 
 

 

 

 

 

  

 

 

 

 

 

  
  

(a) 33’ g: ~ ' 10.010 ml ‘1-

2 n.
0' 0+ 1" " . it} u’uliiw‘n‘lint).nstills '.'.f.m_"~,’ri‘m: ._.

780 800 820 840

wavelength (nm)

(b)
lllll ~46fS

~3 fs

-800 .460 0 ' 4a) ' 800

Time (fs)

(0)
r

a r

'7)

C

2

5 _

m

(I

<

0

I l

600 800 11000 12 0

wavenumber(cm' )

  
 

Fig. 5.18. Selective excitation of individual vibrational modes for m-xylene. (a) BP’s that optimize

different individual vibrations of m-xylene. The top phase is designed to optimize excitation of the

breathing mode at 725 wavenumber and the lower phase is designed to optimize excitation of in-plane

bending mode at 1000 wavenumber. (b) The calculated temporal profiles corresponding to top and

lower phases in panel (a). Note that the oscillation periods of those temporal profiles are ~46 fs and

~33 fs, which match the vibration frequency of the breathing and in-plane bending modes of m-xylene,

respectively. (c) Unprocessed CARS spectra from m-xylene with two specially designed binary phases.

Note that the non-resonant contribution is successfully suppressed eliminating the need for data

processing. The designed binary phases control the ratio between the two Raman peaks with an overall

two order-of-magnitude discrimination from 7:1 to 1:12. D. Integrated intensity for different binary

phases (optimized for different Raman shifts) applied in the pulse shaper.
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By spreading the peak intensity of the ultrashort pulse into several sub-pulses, the

non-resonant contribution is essentially eliminated. This type of pulse shaping allows

for CARS data to be collected with high selectivity despite the ultrabroad bandwidth.

The unprocessed spectra in Fig. 5.18(c) show selective excitation of the v1 or V];

modes of m-xylene, with the elimination of non-resonant contribution. Frequency

selective excitation, as shown here, gives single-beam CARS a means to discriminate

between different compounds in a complex mixture, making it ideal for applications

in complex environments. By collecting the integrated CARS signal for each binary

phase, single-beam CARS spectroscopy can be achieved without a spectrometer.
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Fig. 5.19. Selective excitation of individual vibrational modes for toluene. (a) Unprocessed

single-beam CARS spectrum of toluene. A large non-resonant background is present. (b) Unprocessed

single—beam CARS spectra of toluene using specially designed pulses. For each spectrum, a binary

phase designed to optimize individual excitation of vibrational modes was used. Selectivity and

suppression of the non-resonant background were obtained. The spectra were taken ~12 m away from

the sample.
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Selective excitation of individual vibrational modes and elimination of the

non-resonant contribution are also demonstrated for other chemicals. Fig. 5.19 shows

the results for toluene.

5.4 Conclusions

In this chapter, selective multiphoton excitations are achieved with a single

broadband laser source through pulse shaping. The optimized BP functions allow us

to achieve selective NLO excitation for a certain frequency while suppressing the

background elsewhere. This approach let us avoid using empirical evaluation based

on searches that scale exponentially with the number of pixels.

The optimized BP functions were applied to a quasi-octave laser source to

demonstrate a fast and robust way to measure the TPE spectra with high resolution.

The same BP’s can be applied in TPFM, so that the fluorophores that have same or

similar emission but different absorption spectra, e.g. HPTS in environments with

different pH values, can be excited selectively and identified. Another possible direct

application of the same BP’s is two-photon photodynamic therapy. The laser pulses

can only activate the medicine associated with a certain part of tissue or cellular

components without changing others. This is extremely usefully for kill a certain

unhealthy tissue or cell, leaving health cells untouched.

Single-beam CARS spectroscopy for remote chemical identification is also

presented in this chapter. Although single-beam CARS was achieved for microscopy

several years ago by satisfying the phase matching condition through very tight focus
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by microscope objectives, this is the first demonstration of single-beam CARS with a

loose focus for remote detection. This spectroscopy technique possesses the sensitivity,

background discrimination and detection speed required for standoff identification of

compounds and mixtures in solid, liquid and gaseous phase. GF optimized BP’s were

also applied in this technique to achieve selective vibrational mode excitation with

complete elimination of non-resonant background contributions, making them very

promising for single-beam CARS microscopy applications, too.
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Conclusion

This dissertation focuses on developing the shaped femtosecond laser an

all-purpose tool that can be used by non-experts. There are two main aspects in this

research. The first aspect explored was the ability to control excitation essentially of

any molecular transitions using a single laser source, taking advantage of phase

control of multiphoton processes, and the second is the ability to selectively excite a

molecular transition at a certain frequency but not others.

A universal laser source that could be used to excite any possible molecular

transition eliminates the complexity to use multiple laser sources or a tunable laser

source. In both latter cases, an expert in laser and optics is required for jobs such as

tweaking the laser or realign the beam path every time that experiment condition

changes, making automated usage of the laser more implausible. Beyond the use of

such a universal source for research, applications of this source would take advantage

of its great flexibility. The control of several quasi-octave laser sources, whose spectra

cover most of the molecular transitions by different multiphoton processes, has been

achieved in this work by measuring and correcting the spectral phase distortion

through MIIPS. These progresses establish a firm foundation on which the universal

laser source will be constructed, I believe in the very near future.

Selective transitions for SHG, TPEF, SRS and CARS processes are demonstrated

through BPS in this work. We discovered an approach with which one can excite a

certain multiphoton transition while suppressing excitation of all other transitions.
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Besides their applications in nonlinear spectroscopy and molecular identification as

demonstrated in this dissertation, these results would inspire the progress in a variety

of field such as biological imaging, photodynamic therapy, nanoscale lithology and

information and telecommunication technology.
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