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ABSTRACT

INTERLEAVED SOURCE CODING FOR PACKET VIDEO
OVER ERASURE CHANNELS

By

Jin Young Lee
In this dissertation, a new source coding framework, Interleaved Source Coding
(ISC), is introduced and investigated. The basic idea of ISC is to code a single
video sequence into multi sub-sequences using a predictive video coder while
taking into consideration a given singe packet-erasure channel model and the
video frames’ temporal correlations to reduce the frequency and impact of the
cascaded effect of packet erasures and related propagation of decoding errors
resulting from the predictive nature of coded video. The ISC framework provides
optimum solution for different erasure channel models such that the impact of
losses are limited to a minimum number of video frames while reducing quality
degradation from video frame replacements during error concealments.
Initially, we focus on generating optimum ISC streams by partitioning a predictive
video sequence into two sub-sequences of coded video. The design of ISC em-

ploys Dynamic Programming based on a reward process. Memoryless Binary



Erasure Channel (BEC) model cases (ISC-BEC) with various erasure rates are
examined to validate the initial design of the proposed framework. The initial ISC
scheme is then extended and validated using a Markov Reward Process (MRP)
and a Markov Decision Process (MDP) that are mapped into a packet-erasure
channel with memory (ISD-MDP). Furthermore, two sub-stream canonical ISC
scheme is extended to multi-stream ISC and firm benefits of interleaving has
been observed with respect to channel condition and encoding characteristics.
Finally, rate-distortion optimized Forward Error Correction (FEC) is adopted into
ISC to maximize the performance of the proposed ISC framework. Unlike ISC-
BEC and ISD-MDP, ISC-FEC employs rate-distortion optimization in the optimal
interleaving-set selection process so that it can benefit from both FEC and ISC.
The performance improvement using rate-optimized ISC-FEC is analyzed,

evaluated, and compared with ISC-MDP.
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Chapter 1

Introduction

The expansion of the underlying infrastructure of the Interet Protocol (IP) net-
work has lead to increased demand of realtime on-line streaming video services.
Such services are often used in multimedia content transmission such as video
chat, live news, video conferencing, video on demand (VOD), IPTV, user created
content (UCC) streaming, etc. However, despite of the growth and the im-
provements of the Internet infrastructure, realtime streaming media transmitted
over best-effort IP network often faces difficulties in guaranteeing Quality-of-
Service (QoS). This is due to the network impairments, e.g., variation in through-
put, delay [1] and packet losses, which are often caused by the service requests
exceeding permitted limit of the networks [2]. The result is unreliable realtime
communication interactivity and degraded video quality during playback since the
streaming video is portioned into packets for delivery and played out simultane-
ously during video delivery. Detailed information on network impairments is pro-

vided in a latter section.
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1.1 Research Problems

Most of the realtime streaming video services uses predictive video coders to in-
crease the network utilization. The predictive video coders use motions estima-
tion and compensation to reduce the redundancies among adjacent frames, and
hence reduce the number of bits required to represent the original video content.
Due to the nature of predictive video coders, the quality degradation of realtime
streaming video service is mainly caused by packet losses [3-17]. Therefore,
for playback quality improvement of realtime streaming video, special coding
techniques resilient to packet losses are required.

Techniques such as scalable coding [3, 7, 18-20], multi-hypothesis motion esti-
mation and compensation [21, 22], multi state video compression [23], and multi-
ple description coding (MDC) with path diversity [24-28] are few examples of
methods that are resilient to packet losses. Studies have shown that such cod-
ing schemes are resilient to packet losses, however, the coding complexities of
such coders are far greater than conventional predictive video coding, and hence,
their usages are limited. Detailed descriptions on the above coding schemes,

along with the pros and cons of them are given in Chapter 2.
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1.2 Contribution of Research

In this dissertation, a new source coding framework, Interleaved Source Coding
(ISC), is introduced and investigated to provide packet loss resilient video-coding
for predictive video sequences. The basic idea of ISC is to code a single video
sequence into multiple sub-sequences using a predictive video coder while tak-
ing into consideration a given packet-erasure channel model. ISC differs from
other multi-sequence coding, most notable Multiple Description Coding (MDC), in
the sense that ISC sub-streams are transmitted over a single channel rather than
multiple channels. Therefore, ISQ eliminates channel selection, content distribu-
tion, and synchronization issues that are associated with MDC [24-28]. Therefore,
an ISC channel model is based on well-known parameters, such as packet era-
sure rate and packet-loss correlation, of a single erasure channel. The objective
of the ISC coding framework is to reduce the frequency and impact of the cas-
caded effect of packet erasures and related propagation of decoding errors re-
sulted from the predictive nature of coded video. In other words, ISC provides op-
timum solution for different channel models such that the impact of losses
caused by a given erasure channel model (with memory [4, 12, 29, 30] or mem-

oryless [31-33)) is limited to a minimum number of video frames. In addition, the
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optimum ISC solution also reduces quality degradation resulting from video
frame replacements, which are used as low-complexity error concealments when
the decoder fails to recover a video frame due to packet losses. ISC achieves
this improvement by minimizing video frame replacement distances. Our pro-
posed design of ISC coded video employs Dynamic Programming [34-37] based
on a reward process. Furthermore, some coarse measure of video frames’
temporal correlations is also taken into consideration to reflect the video-frame
replacement/concealment process.

In this dissertation, ISC optimization is first examined for the canonical case of
partitioning a video sequence into two sub-sequences. This canonical case (two-
sequence ISC interleaving) is examined over various channel models. The mem-
oryless Binary Erasure Channel (BEC) is known to be simplest erasure channel
model [31-33] Consequently, first, the memoryless BEC-based ISC model (ISC-
BEC) with various erasure rates are examined to validate the design of the ISC
framework. The ISC-BEC case is analyzed and studied for both non-correlation
and video frame correlation cases. In particular, the following cases are covered
for the ISC-BEC scenario; i) ISC-BEC without video frame correlation measure,

ii) ISC-BEC with sequence specific correlation measure, iii) ISC-BEC with ge-
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neric frame correlation measure. Each scenario is examined with various BEC
channel capacities. MPEG-4 video coder [38] is the choice of predictive video
coder and results from each evaluation scenario are compared to non-
interleaving single layer coding to validate the performance improvement of ISC.
Building upon the initial ISC design over a BEC channel model, the ISC scheme
is extended using a Markov Reward Process (MRP) and a Markov Decision
Process (MDP) ) [34, 35, 37, 39, 40] that are mapped into a packet-erasure
channel with memory. We focus on the two-state Markov Model, a.k.a. Gilbert
model [15, 29, 30, 34, 38, 41-43], which is known to model network channel
with packet losses more realistically when compared to the memoryless BEC
model. Similar to the BEC case, ISC over channels with memory (ISC-MDP) is
also evaluated for both non-correlation and correlation video cases. The per-
formance improvement using ISC over non-interleaving traditional predictive cod-
ing method is validated.

Upon the validation of the ISC design over channel with memory, ISC-MDP is ex-
tended to multi-stream ISC to find relationships among the number of interleaving
sub-streams or the GOV size of an interleaving sub-stream and the performance

in terms video quality. Three and four sub-stream ISC cases are evaluated. The
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evaluations have shown that increasing the number of interleaving sub-streams
have no noticeable improvement on quality; however, firm benefits of interleaving
has been observed with respect to channel condition and encoding characteris-
tics.

Based on the observations from the previous parts, rate-distortion optimized
Forward Error Correction (FEC) is adopted into ISC (ISC-FEC) to maximize the
performance of the proposed Interleaving source coding framework. Unlike ISC-
BEC and ISD-MDP, ISC-FEC takes a slightly different approach in the optimal
interleaving-set selection process such that it can benefit from both FEC and ISC.
The performance improvement using rate-optimized ISC-FEC is analyzed,

evaluated, and compared with ISC-MDP.

1.3 Organization

The remainder of this dissertation is organized as follows: Background material
regarding network impairments, predictive coding, various packet loss resilient
coding methods, and Forward Error Correction (FEC) coding are given in Chap-
ter 2. In Chapter 3, the proposed ISC coding method is introduced with a gen-

eral description on interleaving, an analytical approach for identifying the opti-



mum interleaving set over the memoryless Binary Erasure Channel (BEC) using
Reward based Decision Process (RDP). Chapter 4 extends the ISC scheme for
channel with memory using a Dynamic Programming algorithm in conjunction
with a Markov Reward Process (MRP) and a Markov Decision Process (MDP). In
Chapter 5, previously evaluated and validated the ISC design is extended to mul-
tiple sub-stream ISC to validate benefits of ISC as a function of the channel
model and encoding characteristics variation. Chapter 6 extends the ISC
framework to adopt rate-distortion optimized Forward Error Correction (FEC),
ISC (ISC-FEC), which further improves the performance of the proposed ISC
framework. Finally, Chapter 7 concludes this dissertation and identifies future

directions.
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Chapter 2

Background Information

This chapter gives an overview of the network impairments, predictive coding,
Forward Error Correction (FEC) coding, and past and current work in packet loss

resilient coding method for realtime streaming video applications.

Camera [—» A/D Converter Encoder [—¥ Network Adapter

Network Channel

Network Adapter —®»{ Decoder D/A Converter Monitor

Figure 1 Realtime Streaming Video Service System

A realtime streaming video service system can be represented as in Figure 1.
First, video signal is digitized and fed into the encoder. Then the encoder com-
presses the digitized video stream to reduce the bandwidth needed for transmis-
sion. Oncé compressed, the encoded signal is passed on to the network
adapter where it is broken into packets to be transmitted over the network. After
passing through various links and routers, packets reach the destination where

decoding and error handling of the transmitted packets are performed for presen-
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tation.

When measuring the Quality-of-Service (QoS) of the delivered media, degrada-
tion can be caused by any component in Figure 1. Coding perspective, signal
conversions, A/D and D/A, affect the quality depending on the quantization val-
ues taken. In addition, compression scheme [38, 41] plays major role in quality
degradation, however, improvement of coding schemes can overcome such
problem by providing high perceptual quality with high compression ratios.
Network perspective, the main cause is packet loss, and this is usually caused by
buffer overflow of packet transmitting network components. The buffer overflow
is usually observed when data arrives to the network components at a higher rate
than the buffer handling capacity of component. Most cases, such bottleneck
loss occurs at the packet switching routers in the network between servers and
clients.

At any rate, while coding losses are controllable, network losses are often unpre-
dictable uncontrollable, method to reduce the impact of network losses is in need

for realtime streaming media service system.
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2.1 Network Impairments

Due to the realtime delivery constraints of realtime streaming video services of-
ten require reliable network that meets their quality of service (QoS) require-
ments, e.g., throughput, delay, and error resiliencies. However, the unpredictable
nature of internet traffic results in network impairments such as variation in
throughput, delay, and packet losses, which in turn severely degrades the quality
of delivered video[1, 3-17, 32, 44-48]. The network impairments of the best-
effort IP network are associated with the main components, the routers and the

links interconnecting the routers, and often related to excess service requests.

2.2 Variation in throughput

Currently, the best-effort IP network does not provide end-to-end bandwidth res-
ervation mechanism. It is well known that the available bandwidth is unknown
due to fluctuations of the Internet traffic. As a result of a sudden increment of
Internet data transmission requests or a transmission rate of a media stream ex-
ceeding the available bandwidth of the connection, network congestion occurs

which in turn causes bursty packet losses or delays in media delivery.

10
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2.3 Packet Loss

Basic operations of the packet switching routers are as follows: Incoming packets
are stored or queued in the input buffers of the router to be processed by the
network processors. When processed, packets is forwarded to an appropriate
output port and stored in the output buffer to be released through the output link
connecting intermediate router.

When the incoming data rate is higher than the forwarding rate of the routers, the
size of processing queue increases, and unless the incoming rate decreases be-
low the forwarding rate, queue reaches the size of the buffer, bottleneck, and
hence, any new incoming packet is dropped automatically, buffer overflow.

It is well known that buffer overflow is the main cause of the packet losses in
best-effort packet switching network. It is possible to prevent buffer overflow by
increasing buffer size, however, it does not resolve packet loss problem due to
the expiration of the time-to-live (TTL) in the header of the IP packets, another
congestion control mechanism for the network.

It is seldom, however, link failures or unstable lossy links are another cause of

packet losses. In most cases, link related losses are observed in the wireless

11
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network environment. In the wireless environment, packets are lost when the
lossy link condition is observed due to channel noise or signal strength fading, or
link failure from handoffs or intermittent loss of connection. In case of lossy link
condition, bit error rate (BER) increases and if the errors cannot be corrected, the

packet is dropped by network adapter.

2.4 Channel Modeling

The packet transmitting network channel is usually modeled in two different
ways; memoryless channel and channel with memory.

The memoryless channel, a very simplistic channel model, is often called Binary
Erasure Channel (BEC) [31-33]. In this channel model, the packet’s transmis-
sion loss or success at time t is determined only by the packet transmission
originated at time t and does not have any relationship with prior or posterior
packet transmissions. From the statistical perspective, it can be said that
packet is lost with a certain probability p without any conditional probability.
Therefore, the memoryless channel shows independent and identical packet loss
distribution and hence, the packet losses observed in memoryless channel model

are mostly single isolated losses and the burst loss occurrences are very rare.

12
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However, studies on Internet traffic have shown that majority of packet loss pat-
terns observed are bursty [4, 5, 11-15, 29, 49, 50] due to the reasons described
in the previous section, hence the simple memoryless channel model is not ade-
quate to model the Internet channel realistically. Therefore, to supplement the
lack of adequacy, memory is added to the BEC model. By adding memory, the
channel with memory model allows to define a conditional probability of a packet
lost based on the previous packet(s) transmission state, success or lost [29, 30,
38,41]. The most widely used model is the Gilbert model which is a two state
Markov model. The model consists of two states: the good (G) and bad (B)
channel state with two transition probabilities, py; and p;o. The parameters
for the model can be easily obtained from a packet loss trace and the parameters
for the model replication are set such that the model generates loss bursts close

to the realistic packet trace.

2.5 Video Compression and Predictive Video Coding

2.5.1 Video Compression

Due to the bandwidth limitation of the underlying internet infrastructure, video

streams are often compressed before transmission to meet the realtime delivery

13
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constrains of the realtime streaming video service. Video compression methods,
often called video source coders, such as MPEG-2, MPEG-4, H.263, or H.264
are the ones that are widely used in today’s multimedia industry. When the me-.
dia is encoded using the source coder, it not only helps to reduce the storage
space, but also helps to maximize the utilization of bandwidth, limited by control
capability of underlying network infrastructure. However, aside from such bene-
fits, followings must be taken into the consideration before employing source
coders; computation complexities of encoder and decoder, and distortions from
compression.

Storage and bandwidth utilization perspective, high compression ratio is always
desired, however, the trade-offs are increased computation complexities of en-
coder and decoder of which the effect is severe enough to exceed realtime pres-
entation constraint, coding delays. In addition, distortions from high ratio com-
pression can also degrade presentation quality that will not meet desired quality
constraint set by the service or the viewer. Therefore, source coding of the
video for realtime application must be performed deliberately to meet delay and

quality constraints of the service.
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2.5.2 Predictive Video Coding

Video compression standards [38, 41] use some form of redundancy reduction
algorithm to improve the compression ratio with minimal quality degradation. In
most cases, for spatial redundancy reduction, intra-frame coding, the discrete
cosine transformation (DCT) in conjunction with the variable length coding (VLC)
is used where motion estimation and compensation are used for temporal redun-
dancy reduction, inter-frame coding. Since motion estimation and compensa-
tion depend on previously encoded frame to determine motion vectors, which
represent the transformation of current frame from previous one, such video cod-
ing schemes are also called predictive video coding.

The compression efficiency of the predictive video coding is far greater than that
still-image based non-predictive video coding, however, due to the temporal de-
pendent nature, the predictive video coding is more prone to error propagation
caused by packet losses than the other. While non-predictive video coding con-
fines reconstruction error from a single packet loss to one frame, predictive video
coding propagates reconstruction error to all future frames that depend on the
current frame from the motion estimation and compensation perspective, hence

creates similar reconstruction error patterns as with bursty packet losses.
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Therefore, it is important to reduce or eliminate the error propagation from the

packet loss in predictive video coding.

2.6 Error Resilient Video Coding

For realtime streaming video services over best-effort IP based packet network
where retransmission of lost packets are inadequate due to realtime delivery
constraint, to adequately minimize the error propagation effect in predictive video
coding, various coding techniques are adopted that are resilient to packet losses.
Scalable Video Coding (SVC) [3, 7, 18-20], Multiple Description Coding, and
Multi-hypothesis Coding schemes are few examples of error resilient video cod-

ing scheme that are available today.

2.6.1 Scalable Video Coding (SVC)

Scalable Video Coding (SVC) is the name of the H.264/MPEG-4 AVC video
compression standard extension [41]. However, before the name was fixed to
the current video compression standard, scalable video coding in general meant
a multi-layered coding scheme that provides spatial, temporal, and SNR/quality

scalabilities[3, 7, 18-20].
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The objective of the SVC?, for both old and new terminology, is to provide muiti-
ple scalabilities in one coded stream which can be transmitted at different bitrate
depending on the network condition. In order to achieve the goal, SVC encodes
video stream into one, base /ayer, or more layers, enhancement layers. The
base layer is necessary for the media stream to be decoded, whereas the en-
hancement layers are applied to improve stream quality, and yet the transmission
of the enhancement layers are optional depending on the channel condition.
However, since each enhancement layer depends on either the base layer or its
subordinate layer, decoding of enhancement layers are interrupted whenever the
base layer and/or the subordinate layers are missing and, as a consequence, the
data of the respective enhancement layers is rendered useless. Studies have
shown that video streams coded with multiple scalable layers are resilient to
packet losses, however, despite of the improvement, due to the increased the
coding complexity compared to single layer coding, it is more feasible to be used

for the pre-encoded, stored media services.

2.6.2 Multtiple Description Coding (MDC)

Multiple Description Coding (MDC) [24-28] is a coding scheme which encodes a

1 Here, the acronym SVC is used for both old and new terminology.
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single media stream into n independent sub streams (n >= 2), referred to as de-
scriptions, and transmits each sub streams over multiple paths. When transmit-
ted, any description can be used for decoding and presentation, however, the
quality can be improved with the number of descriptions received in parallel.
Hence MDC resilient to the packet losses since an arbitrary subset of descrip-
tions can be used to decode the original ;e,tream, therefore, interruptions from
packet losses are minimal, they only degrades the quality of video. Despite the
error resilient property of MDC, the use of MDC is minimal due to the high coding
complexity, path selection problem for each description, and synchronization

complexity of received descriptions.

2.6.3 Multi-hypothesis Coding

Multi-hypothesis (MHC) coding [21, 22] uses multiple reference frames for motion
estimation and compensation. It differs from B-frame coding concept of stan-
dard predictive video coders since MHC uses only past frames for reference and
the number of references can be set arbitrary depending on the long-term mem-
ory capacity of the encoder and decoder. The error resilient property of MHC is

such that a frame can be decoded with marginal quality as long as there is a ref-
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erence frame presents in the memory of the decoder. However, total group of
picture decoding failure problem still presents if the first frame in the group is lost,
and yet, the packet loss related error propagation of MHC is almost limited to
quality degradation, not total frame losses. Similar to MDC, the use of MHC is

minimal due to increased coding complexity.

2.7 Forward Error Correction (FEC)

Forward error correction (FEC) [6, 49-63] is an error correction system which cor-
rects errors at the receiving end of data transmission with the redundant error
correction codes that are added by the sender before transmission. The advan-
tage of FEC is that the receiver can avoid retransmission of data if error is ob-
served in the data. Therefore FEC is usually used when retransmission is not
adequate due to increase cost from retransmission or delay constraint of the data
retransmission. There are many types of FEC, but the most notable is Maxi-
mum Distance Separable (MDS) coding [49-51, 53-59] because of its compact-

ness and adaptation simplicity compared to other FEC schemes.
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Chapter 3

Interleaved Source Coding over Binary Erasure Channel

The purposed of this research is to propose a new packet loss resilient video-
coding approach for predictive video sequences with the following constraints:

1) It must take channel condition, in terms of loss probability. 2) The coding
complexity cannot be greater than any of the methods described in the previous
chapter. 3) Network transmission overhead must be minimized such that the
delay at the receiving end is confined by the minimum network transmission only.
In other words, neither frame synchronization delay for multiple path delivery, nor
retransmission delay is allowed.

To achieve the objectives stated above, Interleaved Source Coding (ISC) is pro-
posed and introduced in this deliverable. ISC codes a single video sequence
into multiple sub-sequences based on the network condition and transmits them
over a single erasure channel. The objective of ISC is to minimize the fre-
quency and impact of the cascaded effect of packet losses and related propaga-

tion of errors resulted from the predictive nature of predictive video coders. Par-
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ticularly, the target is to design and optimum interleaving method such that the
impéct of losses caused by a given erasure channel model (with memory or
memoryless) is limited to a minimum number of video frames. In addition, in
case of decoder failed frame replacement, frozen frames, ISC presents smoother
video compared to the non-interleaving method.

The proposed ISC video coding differs from previous Multiple-Description-Coding
(MDC) based methods (e.g., ones proposed in [24-28]) since ISC is primarily de-
signed for transmission of encoded sequences over a single channel. This
eliminates channel selection, content distribution, and synchronization issues
known to present with MDC [24-28] . In addition, interleaving could reduce the
level of coding inefficiency that normally characterizes MDC coding. Neverthe-
less, the proposed interleaved coding framework can be generalized for trans-
mission over multiple channels, and hence, it could include some form of MDC.
In this research, however, the main focus is on interleaved coding for the single
erasure-channel case. Furthermore, the proposed ISC framework is different
from other interleaving frameworks [16, 46, 52] since ISC is based on Frame in-
terleaving where others are based on packetor ce//interleaving. To find an in-

terleaving set, a Markov Decision Process (MDP) [34, 35, 37, 39, 40] and a Dy-
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namic Programming algorithm [34-37] in association with a realistic packet loss
model are employed [4, §5]. In addition, some coarse measure of the temporal
correlation among pictures within a given video sequence is also taken into con-
sideration. This temporal correlation results in interleaving sets that are unique
to each video sequence. However, since measuring the temporal correlation
among video frames may not be always feasible for realtime applications due to
delay, complexity, and memory constraints, a generic correlation model is pro-

posed as well in case where the actual correlation cannot be computed.

3.1 General Interleaving

Traditional predictive video coding partitions a single lengthy sequence into a
number of shorter length Group Of Video object planes (GOVs). It is well known
that this partitioning limits the impact of possible errors or losses into individual
GOVs.

The proposed /nterleaved source coding (ISC).is a pre- and post-process of pre-
dictive source coders (Figure 2). It is possible to integrate /nterleavers and Merg-
ers into the predictive source coders and use a single encoder and decoder;

however, to simplify ISC adaptation, we employ ISC as a pre- and post-process
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of the coders and leave the coders untouched. ISC reduces the impact of
losses within a given GOV and improves the overall quality of predictive video

over lossy packet networks.

Encoder 1
Input Sequence . Stream
Video Interleaver Merger
Encoder M
Network Channel
Decoder 1
Stream . Sequence Output
Interleaver ‘ Merger Video
Decoder M

Figure 2 Interleaving of Predictive Video Coding
lllustration is given for two substream interleaving.

Brief description of the overall ISC process is the following: First, ISC separates
a single video sequence into M multiple sub-sequences using a Sequence In-
terleaver, and the resulting sub-sequences are encoded using separate video
encoders. Then, a Stream Merger merges the encoded frames into a single
stream in the original-sequence frame order for transmission. In addition to the
ISC merged-stream, information regarding the interleaving pattern employed by
the encoder must be transmitted to the decoder prior to the ISC merged-stream

transmission. At the decoder side, the interleaving pattern is used by a corre-
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sponding pair of Stream Interleaver and Sequence Merger. Hence, the decoder
side’s Stream Interleaver separates the incoming frames or associated packets
into M sub-streams according to the transmitted interleaving pattern information.
The separated streams are decoded independent to each other and the Se-
quence Merger finalizes the process by merging the sub-sequences’ frames into
the proper order for playback.

When separating a single sequence into M sub-sequences, s(J), represented

by an index set, j = {1,2,...M —1,M} , interleaving set can be found with;

s={0 1 .- MxN—l}:Gs(j), A

s(j) = O, Vj,size (s(j)) =N
j=1 j=1

In addition, for true interleaving, we adopt the following ISC interleaving con-

straints;

Z{s(j) 2) = s9 (1), -+, 69 (V) = s49) (W — 1)} SN-1 @
where (M x N —1) is the number of frames in the original non-interleaved se-
quences. In practice, (M x N —1) could be the number of frames in a GOV,
and hence, the same interleaving is applied to all GOVs in the sequence or a
scene.

For example, in two sub-stream case, for a non-interleaved sequence with a

GOV size of 10, let S = {s(l),s(z)} be an interleaving sub-sequence set with
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s(1)={0 156 9} and 3(2)={2 347 8} (Figure 3).

........................

I Py| |P2| [Ps| [Pa] [Ps:| [Rg] [Pr| [Ps:

(a) Traditional Video Coding

e[| e e e [RL] (RS
(b) ISC Sub-sequence s(%)

A VAR

1l (o] [P (R e i

(c) ISC Sub-sequence s

Figure 3 Traditional vs. ISC Video Coding
Packet loss in the frame location of Py in (a). The arrowed lines represent the coded frames
temporal dependencies in the predictive video coding. The dotted frames are the decoder failed
frames due to the loss. The shaded frames are belonged to the other sub-sequence in (b) and (c).

Here, the numbers in sU) represent the frame locations in the non-interleaved
sequence and the coded stream’s frame transmission order. This interleaving in-
formation is required to be transmitted (e.g., as metadata) with the coded sub-
streams as stated previously. Once separated, the sub-sequences are encoded
as I 1}-"11P21P3}P41 and I 2PI2P22P32P42 for s ands®, respectively, and they are
transmitted in the following order: 1' Bl 12B2P}P} PLP2P2P}; in other words, the
merged coded sequence is transmitted in the same frame transmission order of

the non-interleaved traditional video coder.
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During transmission, if a packet is lost that, for example, is a part of the 5t frame
(Pa, in Figure 3-(a)), all 6 frames from P, to PR, of the non-interleaved coding
are impacted severely and would not be decoded correctly. However, with in-
terleaving, all the frames in sub-sequence s1) are decoded successfully and
only three frames, P22,P32, and P42, from the sub-sequence s are not decoded.
Hence interleaving improves overall playback quality by limiting errors (due to
packet losses) tos®?) .

Since the formation of the optimal interleaving set could vary depending on the
channel model and the transmitting sequence, a problem rises here in choosing
the optimal set from the set of all possible interleaved sequences. Let K be the
set of all possible interleaving sets for a given GOV size. The size of the set

K can be expressed as follows:

M-2 o |
size(K) = [] (MxN—ixN)! o)
o M —D(MXN—-(i+1)xN)!N!
Table 1 Number of Possible Interleaving Set, K, from (1) for M = 2
GOV SIZE 10 12 14 16 18 20
SIZEK 126 462 1716 6435 24310 92378

As shown in Table 1, the size of the set K could be quite large for any reason-

able GOV size(2N —1). Hence, identifying the optimum interleaving set that
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produces the best quality decoded video transmitted over a lossy network chan-
nel could be very computationally expensive task due to the vast size of K
(Table 1). Therefore, an efficient decision-based search algorithm is required
to choose and optimal interleaving set that gives the best quality video for a given

erasure-channel model and a video sequence.

3.2 Interleaved Source Coding over Binary Erasure Channel (ISC-BEC)

3.2.1 Binary Erasure Channel

1-p
0 £ > 0
De
Sender E Receiver
Pe
1 > 1
1-p,

Figure 4 Binary Erasure Channel's Channel Model

Binary Erasure Channel (BEC) model is one of the simplest communication
channel modeling methods for data erasure channel (Figure 4). This model
characterizes the bit erasure phenomenon caused by channel noise or other data
erasure factors, with the erasure probability p.. The distribution of the binary

erasure channel is known to be Independent and ldentically Distributed (i.i.d.),
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hence data arrive in memoryless fashion and the channel capacity is known be
1-p,.

Even though the modeling of BEC is based on the binary data bit transmission,
this can simply expanded to model packet erasure channel as well. For packet
erasure channel, the bit erasure probability can be translated as the packet era-

sure probability, whereas the channel capacity is same as that of the BEC.

3.2.2 Optimal Interleaving with Reward based Decision Process (RDP)

For the transmission of a predictive coded (and packetized) sequence over a
packet erasure channel, the aggregated reward v(n —1) can be defined as a
function of the number of transmitted packets. For any final time n —1, in other
words, after n packet transmissions, define sfage m as m time units before

final time, i.e., as time n —1—m in Figure 5.

0 1 2 -+ n—3 n—2 n—-1 Time
n-1 n-2 n-3 .-~ 2 1 0 Stage
=

1 2 v n—3 n—-2 n-1 Time
0 1 2 - n—-3 n—-2 n-1 Stage

Figure 5 View Alternation of Stages

Hence, if the final time is time n — 1, the stage m corresponds to time n —1.
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For the aggregated reward v(n —1) represents the performance of predictive

sequence transmission over a erasure channel with a channel’s packet erasure

rate p,..

T T
p=[Good Erasure] =[1—pe pe] )

To ease the matrix computation, p is transformed into the diagonal matrix P.

1-p. O

P =diag(p)=| | Pe

&)

T
(6)

v(0)=r= ["'Good TErasure

v(1) = + Pv(0) ©)

T
v(n—1)= ['UGood (n—1) YErgsure (n — 1)]
=r+ Pv(n—2)
®
=r+Pr+ P4+ P24 Pl

r

n—-1
14+ ) P
1=1

For example, in BEC, if the instant rewards are {rg,o4, TErasure } = {1,0} , the re-
ward process is awarded with 7 for a successful packet and Ofor a lost packet
during the transmission. In this case, after n packet transmissions, the aggre-
gated rewards, v; (n —1), represent the expected number of good packet trans-
missions with the initial packet transmission at statei, Good or Erasure.

To reflect ISC scheme into the above reward process, a decision process is em-
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ployed to find an interleaving set that is most suitable for a given channel condi-
tion. In general, the objective is to maximize the number of frames (or associ-
ated packets) that can be decoded correctly. Hence, the following decision
process could guide us toward an “optimal” interleaving for a given erasure
channel model that achieves our objective; the interleaving set that provides the
highest sum of aggregated reward. In this decision process, a set of discount
factors,~, is applied. The discount factors decide the amount of aggregated
reward to be propagated to the next stage. Incorporating equation (8) with the
discount factors gives an aggregated reward equation (9), where each coded

frame in a GOV is considered to be a single packet transmission iteration in BEC.

v(n—1)= Ta(n-1) t diag('Ya(n—l))Pv(n -2)

= Ta(n-1) + diag('Ya(n—l))Pra(n—2) + ®
n—1 9 n—1 1

<+ | [T diag(vagi)) | P"“ray -+ + | T 1 diag(vagiy) | P™ " 1ac0)
1=2 i=1

In ISC, one of the two actions, Coding (C ), or Skip (.5), is taken for each itera-
tion where a (n) denotes an action taken for the n** frame in a GOV. Let the
set of ISC sub-sequences in Figure 3 be the interleaving set &, where kc K.

With respect tok , an ISC set is written as sk) = {s(k’l),s(k’z)}. In ISC model,

each sub-sequence has its own Intra-coded I frame. Itis possible to have a
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single I framed shared among the interleaved sub-sequences, the main design
issue will be the interleaving of the predictive frames within the sequence GOVs.
Consequently, the frame numbers are rewritten so that each sub-sequence’s re-
ward computation starts from the time instance 0and backward.

s*(k’j)(n) = s(k’j)(n) LY (0), for0<n<N-1 (10)
Hence, S{)from Figure 3 are {s*(k’l) ©) - s®D (V- 1)} ={03 4 8 9} and
{s*(k’2) 0) -- s (k:2) (N - 1)} ={01456}. Foreach sub-sequence, frames
are coded, or in other words, action C is performed at frame locations specified
ins"(®7). When the difference between two adjacent numbers in s (/) ex-
ceeds 1, which indicates the presence of skipped frames, action S is performed
for the frames in location!.

N-1

l= U {s*(k’j) (n) + 1,---,5*(k’j) (n+1)- 1}

n=0

(1
Vn | 5" (k1) (n+1)— s ®3) (ny > 1

This gives the action sets at®7) for the interleaving set s®) from Figure 3 as
) =cssccssscclad D =jccssccoa.

The instant reward For ISC over BEC, the discount factors for the coded frames,
action C,are v, = {Ygood>YErasure} = {1,0}, since packet Erasure forces the

decoder to stop and no further decoding is possible, hence aggregated reward is

31



not propagated unless the decoder is restarted.
Therefore, the proposed aggregated reward equations for single-packet-per-
frame are:
ok:7) (s*(k»j) (0)) =10 12)

k) (s*(k’j) (n— 1)) =10+ diag('yC)Pv(k’j) (s*(k’j) (n— 2)),Vn € s kd) (13)
This is valid since the reward aggregation for skipped frame sections can be ig-
nored due to memoryless nature of BEC, each frame arrived independently.
When coded sequences are packetized, the number of packets per frame varies
with the bitrate and frame rate of the encoder, and the packet size. In addition,
within a sequence, the number of packets per frame varies depending on the
coding type, (e.g., Intra-frame coding (#frame) and Inter-frame coding (~-frame)),
and the motion of the sequence. Therefore, due to the unpredictability of the
variation of the number of packets per each coded frame, an average number of

packets per framen is used and the aggregated reward equations are as follows.

bitrate

(14

framerate x packetsize

’U(k’j) (s*(k,j) (n)) =10 + diag('yC)P"v(k’j) (s*(klj) (n — 2)),
(15)
forl1<n<N-1

The term P7 is multiplied to the aggregated reward since a frame is decoded if
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and only if all the packets in the coded frames are successfully transmitted. For
each interleaving setk , the sum of aggregated rewards gives corresponding ex-

pected number of successfully decoded frames.

MN-1 . .
o8 = 5 k) (s (k.j) (n)) (16)
j=1n=0

n

Hence, the set of aggregated rewards is expressed as:
vk — UV(k)(s(k’j))
J
where V(k)(s(k’j ) n)) = o) (s*(k’j ) (n)), amn
for0<n<N-1
With the following equation, an interleaving set k& is found such that our decision

criteria is satisfied, a set with the highest aggregated reward.

arg max [’u(k)] (18)
k

3.2.3 ISC over BEC with Frame Correlation

In predictive video coding, when the decoder encounters a packet loss (or errors
in a transmitted packet), to continue the smooth video presentation (without blank
screen or distorted frames), a playback application often replaces the decoder
failed frames with the last successfully decoded frame until a successfully de-

coded frame arrives to restart the decoding process. Here, we refer to this last

33



P[P [B] ies) iRl (B [RS] IR

]

P
| J—

(b) Interleaved MPEG-4 Coding

Figure 6 Frame Replacement lllustrations
Packet loss in the frame location of P4 in (a). The dotted arrowed lines represent the frame
replacement relationship for the decoder failed frames (dotted frames).

successfully decoded frame as the rep/acement frame. When the decoder failed
frames are replaced, the diistances (in terms of number of pictures) between the
replacement frame and the replaced frames have effects on the smoothness of
the sequence flow and the overall quality of the playback sequence. This is due
to the fact that the shorter distance between the replacing frames indicates highly
correlated frame replacement in place of decoder failed frames. Figure 6 illus-

trates the frame replacement actions in case of decoder failure.

Table 2 Average Frame Replacement Distance with a Single Lost Packet in a GOV

GOV SIZE 10 12 14 16 18 20
NON-ISC 4.0000 4.6667 5.3333 6.0000 6.6667 7.3333
ISC 2.8265 2.9686 3.0740 3.1561 3.2230 3.2793
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As shown in Table 2 , the average frame replacement distances due to a single
lost packet in a GOV is shorter for ISC than the traditional transmission method.
Hence it is expected that ISC produces smoother and higher quality video over
erasure channels with decoder failed-frame replacements.

To incorporate the quality improvement from frame replacements, correlation
gain g(k) is added to equation (16) and a Dynamic Programming is used to find
an interleaving set that produces the highest RDP sum of the aggregated reward

with the correlation gain g(k) .

arg max [v(k) + g(k)] 19
k

The correlation gain g(k) is computed with the following steps. First, temporal
correlations are computed with average PSNR between original sequence and
temporally shifted sequénces.

p(d) = avg.PSNR(s,s + d)

avg.PSNR(s,s)

(a) Shifted by 1 (b) Shifted by d

Figure 7 Sequence Shifting lllustration for Temporal Correlation Measurement

Figure 7 shows illustration on sequence shifting for the temporal correlation
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measurement and the correlations are computed with equation(20) .
Second, a curve fitting method with the Minimum Mean Square Estimator
(MMSE) is used to obtain a function that represents temporal correlation of a

given sequence.

al{'f’;r;i}n MSE {p(d),a X exp (—db) + c,Vd}] (¥3))

Table 3 Distance Matrix D(k) for S(k) shown in Figure 7 -(b)

1123 | 4|56 |7 |8|]9]10
1{1/2|0]J]0}j0]|1]2|0(|0]{1
2|0|1|]0}j0(O0O|1T}2|0]|]0]1
3|ojoj1f({2|3(0|j]0|1]2]0
4 |1 0(0|O0|1]2|]0]J0(1]2]0
$(0|O0O|jO0O|Of(1T]O)|JO0O|1T[2]0
6|/ o0(O0|]O0Of(O|O(1]2|O0]O0]1
7({0|]O0O|]O|OfO|JO|1T|[O]O]1
g8|0|j]0|j]O0O|jO|jO|jOfO0O;12]0
9|1]0|]0|]0O|]O]j]O|O|O|O0O(1]0O
10/0|j0|jO0OjO|O|O|jOf[O|O0]1

Third, a 2N by2N upper triangular distance matrix pk) (Table 3) is generated
for each ISC setk for single-packet-loss per GOV cases, since the main purpose
of interleaving method is to isolate decode failure to one sub-sequence. The

distance matrices’ diagonal indices indicate the first frame location in a GOV im-
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pacted by a single packet loss. Hence, the non-zeros entries of the distance
matrix represent the distances from replacement frames to the replaced ones.
Finally, the correlation gain is computed with the following equations. w®is the
correlation weight matrix with respect to the distances from replacement frames
to the replaced ones. In case of replacements, the weight is multiplied by the
aggregated reward of the replacement frame and the discounted reward is given
to the replaced frame. G®is the correlation computed aggregated reward gain

matrix.

Y

b
a X exp [—(Dgfg) ] +c, ‘v’Dgc) =0
W) = @)

0, otherwise

v — [V (rx v -1) v () - v (M xN-2) @3)
Wik x v (y - o), D) =0
G = @4
v® (y), otherwise
GOV SIZE
dB =S ¥ vzy<GOVSIZE (25)
z,y=1

3.2.4 Generalization of the Temporal Correlation Measurement
Measuring the temporal correlation among video frames within a complete GOV

may not be always feasible for realtime applications due to delay, complexity,
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and memory constraints. Therefore, a more generic correlation model may be
required for the cases when the actual correlation cannot be computed. Below,
we present such a generic model. VI ()is the set of the reward increments at

each sub-sequences’ reward calculation iteration.

UVI (s(2)y

where VI*) ( k.9) (0)) = v(k’J)( (k1) (0)),
(26)
(k)( (k .7) (n)) — ’U( ,.7) ( (k)J) (n)) (k .7) (s*(kaj) (n — 1))’

fori1<n<N-1

With respect to pk) andVI(k), the weight matrix w*) is calculated with the

7\ GOV SIZE
following equation. Here, [D(k)* x VI) ]+ Z Dgfg*,‘v’z is the average
y=1

reward increment of the successfully decoded frames in case of a single packet

loss in a GOV. Since the decoder failed frames are copied by the last success-

fully decoded frames, multiplying this value by the replacement frame’s aggre-

gated reward estimates the correlation-based aggregated reward of the replaced

frame. Hence, the decrement is assumed to be exponential with respect to

temporal distances from the replacement frames to the replaced ones.
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A

GOV SIZE
Z DE* vl pk)

Yy

w®* _

[ p®* T -

=1
Y @7

, o, vp) =0
where D*)* = o
1, otherwise

W VO (ol ol o

GEr =1 28)
y () (y), otherwise

s GOVSIZE
d = S G¥F,  Vi,y<GOVSIZE 29)
z,y=1

The optimal interleaving set using the above generic correlation model can be

found using the following equation

arg max [v(k) + g(k)*] (30)
k

3.3 Evaluation and Analysis

3.3.1 Simulation Setup

For evaluation, CIF sequences of Akiyo, Foreman, Coastguard, and Mobile were
coded into an /PPP... GOV structure using an MPEG-4 encoder. GOV sizes (un-
interleaved size) of 10, 12, 14, 16, 18, and 20 were used to partition the evalua-
tion sequences. Frame rate of 15 frames per second, bitrate of 700kbps,

500kbps, and 7TMbps, and packet size of 572 Byte are used to represent emerg-
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ing Internet-access technologies (e.g., Modem, DSL/Cable and LAN connec-
tions). For Simulation, CIF sequences, Akiyo, Foreman, Coastguard, and Mobile,
are encoded using MPEG-4 encoder. Only Intra- (/) and Inter- (P) coded frames
are used to form GOV.

When the coded sequences are packetized, to limit the impact of a single packet
loss to a single frame, no packets are shared among two consecutive coded
frames. (In other words, each packet contains data that belongs to only one
video frame.) In addition, partial decoding is not employed for the frames with
losses and frozen frames for both ISC and traditional (non-ISC) cases. Three
ISC scenarios are simulated: (a) the non-correlation computation model (equa-
tion (18)), (b) sequence specific correlation gain computation model (equation
(19)), and (b) generic correlation gain computation model (equation (30)). We
refer to these scenarios as ISC-BEC-NC (non-correlation model), ISC-BEC-SC
(sequence specific correlation model), and ISC-BEC-GC (generic correlation
model), respectively. The ISC-BEC-NC scenario generates an optimal inter-
leaved pattern that is independent of the video sequence, and hence, it gener-
ates ISC pattern depending on the erasure-channel model only. It is important

to note that the ISC-BEC-GC case captures the correlation among frames in a
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generic sense, and it does not measure correlation based on actual computation
of the correlation among the video frames. Hence, the ISC-BEC-GC scenario is
mainly dependent on the original GOV size of the video sequence being coded.
To simulate a statistically viable experiments and to capture a realistic network
loss patterns, ten packet loss traces were generated for each packet erasure rate
of 2%, 4%, 6%, ... 18%, and 20%. Each evaluation case is fitted into these
packet loss traces and the PSNR values are averaged to provide statistically sat-

isfying results for analysis.

3.3.2 Simulation Results

The simulation results are given in the following order: a) ISC-BEC-NC, b) ISC-
BEC-SC, and c) ISC-BEC-GC. The figures show the average PSNR difference
between ISC-BEC-XX and non-interleaving single layer MPEG-4 coding with
various BEC erasure rates and GOV sizes.

The sequence specific temporal correlations are computed following the illustra-
tion Figure 7 and the MMSE coefficients computed for the sequences in Figure 8

with equation (21) are given in Table 4 .

41



0.8 1

Correlation

04

=% Akiyo

-+~ Coastguard
-« Foreman
<= Mobile

0.2

10 20
Temporal Distance d

Figure 8 Temporal Correlation of the Evaluation Sequences

Table 4 MMSE Coefficients, {a, b,c} for given test sequences

a b c
Akiyo 0.5148 0.2740 0.5633
Coastguard 0.6279 0.2567 0.3609
Foreman 0.6217 0.1251 0.3769
Mobile 0.7262 0.3718 0.2456
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