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ABSTRACT

MODELING GALACTIC CHEMICAL EVOLUTION IN COSMOLOGICAL
SIMULATIONS

By

Carolyn Cynthia Peruta

The most fundamental challenges to models of galactic chemical evolution (GCE) are

uncertainties in the basic inputs, including the properties of the stellar initial mass function

(IMF), stellar nucleosynthetic yields, and the rate of return of mass and energy to the

interstellar and intergalactic medium by Type Ia and II supernovae and stellar winds. In this

dissertation, we provide a critical examination of widely available stellar nucleosynthetic yield

data, with an eye toward modeling GCE in the broad scope of cosmological hydrodynamical

simulations. We examine the implications of uncertain inputs for the Galactic stellar IMF,

and nucleosynthetic yields from stellar-evolution calculations, on our ability to ask detailed

questions regarding the observed Galactic chemical-abundance patterns. We find a marked

need for stellar feedback data from stars of initial mass 8 to 12 M� and above 40 M�,

and for initial stellar metallicities above and below solar, Z�=0.02. We find the largest

discrepancies amongst nucleosynthetic yield calculations are due to various groups’ treatment

of hot bottom burning, formation of the 13C pocket in asymptotic giant-branch (AGB) stars,

and details of mass loss, rotation, and convection in all stars. Our model of GCE is used

to post-process simulations to explore in greater detail the nucleosynthetic evolution of the

stellar populations and interstellar/intergalactic medium, and to compare directly to the

chemical abundances of the Milky Way stellar halo and dwarf spheroidal galaxy stellar

populations.
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To Grandma. I bet you’d be wearing a dress today.
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Chapter 1

Introduction

Understanding galaxy formation and evolution is among the most pressing challenges

in astrophysics. In the last decade, projects such as the Sloan Digital Sky Survey (SDSS;

York et al. 2000) and the Hubble Ultra Deep Field (Williams et al., 1996) have provided a

wealth of observational data on the nature of galaxy populations over the last thirteen billion

years of cosmic time – surveys that are complemented by the vast quantities of data that

are available for the Milky Way, its satellites, and other galaxies of the Local Group.These

surveys, such as the Sloan Extension for Galactic Understanding and Exploration (SEGUE;

Yanny et al. 2009), the Radial Velocity Experiment (RAVE; Steinmetz 2003), the Apache

Point Observatory Galactic Evolution Experiment (APOGEE; Allende Prieto et al. 2008),

the Pan-Andromeda Archeological Survey (PAndAs; McConnachie et al. 2009), and others,

include information on the chemical content of individual stars and stellar populations in the

Milky Way and Andromeda galaxies. This level of detail allows one to break the degeneracy

between stellar metallicity and age, providing a rough chronology of the chemical evolution

of local stellar systems. Fully exploiting the available observational data requires cutting-

edge models for galactic chemical evolution (GCE), motivated by detailed stellar evolution

calculations, and likely requires the use of cosmological simulations that include hydrody-

namics, radiative cooling and heating, and prescriptions for star formation, feedback, and

the mixing of metal-enriched gas into later generations of stars. With such sophisticated
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calculations, one could hope to probe the formation and evolution of the Milky Way and

its neighboring galaxies in great detail, and gain invaluable insights into the behavior of

galaxies in general. The most fundamental challenge to GCE models are uncertainties in

the basic inputs, including the properties of the stellar initial mass function (IMF), stellar

nucleosynthetic yields, and the rate of return of mass and energy to the interstellar and

intergalactic medium by Type Ia and II supernovae and stellar winds. These observational

and theoretical uncertainties limit our ability to use chemical-evolution models to ask basic

questions about galactic evolution, e.g., the variation of the stellar IMF over time, and from

galaxy to galaxy. Identifying the most important uncertainties is an important step toward

identifying and limiting them, and thus improving the predictive capabilities of the models.

A recent study by Romano et al. (2010) quantified uncertainties in chemical-evolution

models due to choices of stellar nucleosynthetic yields, and attribute key discrepancies be-

tween various groups’ calculations to six model assumptions or choices. These attributes

are: (1) the adopted location of mass cuts in models of type II supernova explosions, (2)

the adopted strength and extent of hot-bottom burning in asymptotic giant-branch stars,

(3) the omission of rotation on the chemical composition of stellar surfaces, (4) the adopted

mass-loss rates, (5) the adopted nuclear-reaction rates, and (6) the treatment of convection.

We repeat the same yield comparisons of Romano et al. (2010) within a cosmological simula-

tion, rather than a two-infall disk chemical-evolution model, as they adopted, and extend our

analysis to models of simple stellar populations. The unique challenges for the inclusion of

GCE in cosmological simulations require that we expand the discussion of yield uncertainties

to include coverage of multiple initial stellar metallicities and stellar masses.

In this dissertation, I present a chemical evolution model that includes the feedback of

mass, metals, and energy from a stellar population with an arbitrary IMF and metallicity.
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Using this model, we jointly examine uncertainties in the observed Galactic stellar IMF and

nucleosynthetic yields from stellar-evolution calculations, with an eye toward understanding

the degeneracy between the theoretical and observational uncertainties (and thus our ability

to ask detailed questions about galactic evolution using chemical probes).

The remainder of Chapter introduces the general concepts of galactic chemical evolution

along with historical context and motivation. Chapter explores the current state of stellar

nucleosynthetic yields from various literature sources for asymptotic giant branch stars and

super asymptotic giant branch stars, type Ia supernovae, and type II supernovae. Chapter

details the process of implementing a model of galactic chemical evolution in cosmological

simulation and includes information on all input parameters. Chapter contains results from

this implementation in a sca↵old of test cases including simple stellar populations, isolated

galaxies, and models for the Milky Way and its dwarf galaxy satellites. In Chapter an Enzo

cosmological simulation is post-processed to include chemical evolution of several galaxies.

Parts of Chapters 2 through 4 have been submitted as Peruta et al. (2013; in review) and

Chapter 5 will be submitted as Crosby, Peruta, et al. (in prep).

1.1 Origin of the Elements

1.1.0.1 Big Bang Nucleosythesis

Primordial nucleosynthesis provides a unique opportunity to test the assumptions of the

standard model BBN. The pertinent era of the Big Bang for the formation of light elements

is known as the era of nucleosynthesis, which spans from .0001 seconds to 3 minutes. This

time period describes a less energetic time when the first subatomic structures are formed

in the Universe. Since temperature are still relatively high, most of the nuclei break apart
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soon after formation. However, by the five minute mark, the matter forms into hydrogen,

helium, deuterium, and trace amounts of lithium. This fusion establishes the basic chemical

composition of the Universe today. The era ended due to the expansion of the Universe, even

though the temperature, at 109 K, is still high enough for fusion to occur. Following that

period was the era of atoms, in which the Universe had cooled and expanded so that nuclei

could indeed hold onto electrons, and photons were now more freely moving. These newly

freed photons can still be seen today as part of the CMB which has been mapped by WMAP

(Bennett et al., 2003). During this time, neutral atoms and the remaining plasma from the

earlier stages formed into protogalactic clouds which eventually formed into stars. The end

of the era of atoms brings the age of the Universe to 1 billion years, making it the second

longest era. The first stars created were made out of only the elements which were formed

in the first billion years: hydrogen, helium, and lithium. Since these primordial abundances

set up the initial conditions for GCE, it is worthwhile to understand their formation during

the epoch of nucleosynthesis.

1.1.0.2 Epoch of Nucleosynthesis

During the nucleosynthesis era, the Universe is a dilute gas of photons, neutrinos, electron-

positron pairs, and trace amounts of nucleons with MeV energy scales and Fermi length

scales. Boesgaard & Steigman (1985) calculate the number density of blackbody photons

as n� = 10�7.5T 3
MeV f

�3, which implies a characteristic distance between photons as l� ⌘

n
�1/3
� ⇡ 300T�1

MeV f . At high temperatures and in the relativistic limit, the densities of

neutrinos and electron positron pairs are close to that of photons, so le ⇡ l⌫ ⇡ l� . During

this era, 0.1 < TMeV < 10, and the ratio of baryons to photons, ⌘ ⌘ nN/n� , is approximately

10�10, which shows the characteristic distance between nucleons is lN > 103l� ⇡ 105T�1
MeV f .
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This term, ⌘, is essentially the only free parameter in the epoch of nucleosynthesis and

is usually listed with ⌘ = 274/1010 ⌦bh
2 (Kneller & Steigman, 2004). Additionally, this

quantity is conserved as the Universe expands, up to and including the present epoch.

Light element formation proceeded according to the following reactions:

p+ n ! D + �

p+D ! 3He+ � n+D ! 3H + �

p+ 3H ! 4He+ � n+ 3He ! 4He+ �

D +D ! 4He+ � 3He+ 3He ! 4He+ 2p

(1.1)

As shown, nearly all neutrons were combined with protons to form helium. In a universe

with high baryon number densities, there is time for all neutrons to combine into Deuterium

nuclei which then form 4He lending to a low Deuterium abundance. A universe with low

baryon density would not have the time to complete all stages of helium synthesis resulting

in higher abundances of both 3He and D. These elemental abundances are therefore strong

indicators of the current baryon density. Furthermore, the trace amounts of Deuterium

needed to sustain this reaction could only survive provided the background radiation was

less than its binding energy. At 2.23 MeV, this means the temperature must be lower than

2.6⇥ 109K. Since radiation temperature changes as Tr = T0(1 + z), the time at which light

elements could form was after 100 seconds. Detailed calculations by Steigman (2005) predict

the primordial abundances of H, D, He, and Li as a function of ⌘ (see Figure 1.1). Heavier

elements could not be synthesized during Big Bang Nucleosynthesis due to the bottleneck

of unstable nuclei with atomic number 5 or 8. All heavier elements must be created and

released by stars; the formation and feedback of which is the focus of this dissertation.
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Figure 1.1: Predicted primordial abundances of light elements as a function of the baryon to
photon ratio, ⌘10 = 1010nB/n� = 274 ⌦bh

2. The widths of the bands reflect the uncertainties
in reaction rates. Figure reprinted from Steigman (2005). For interpretation of the references
to color in this and all other figures, the reader is referred to the electronic version of this
dissertation.
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1.2 Observed Chemical Abundances

The relative abundances of the chemical elements can be measured in a number of astronom-

ical objects primarily using spectroscopic techniques; however, photometric estimations can

also be made. These abundances can be measured in stellar photospheres from the strengths

of absorption lines. The observed strengths of lines in a stellar spectrum depend on the

abundance of the element responsible, on the e↵ective temperature of the star,Teff , on the

acceleration due to gravity at its surface, log g, and on small-scale turbulence in the atmo-

sphere of the star, ⌫t. All of these parameters can be determined if there is a spectroscopic

observation with su�cient signal-to-noise. Equally, abundances can be determined from the

strengths of emission lines from interstellar gas, most notably from HII regions.

Before going further there are a few common terms and parameters to define with regards

to chemical abundances. In astronomy, we a↵ectionately (yes, there are historical reasons

too) refer to all elements heaver than Helium as metals. Under this definition even elements

such as carbon, oxygen, nitrogen and sulphur are called metals. The term metallicity is

used for the fraction of elements heavier than Helium and is usually expressed as a fraction

by mass. The baryonic mass budget of any object consists of some fraction, by mass, of

Hydrogen, Helium, and all other metals. These mass fractions are typically denoted by X,

Y, and Z, respectively. Naturally, these fractions sum to 1 (X+Y+Z⌘1). One can also denote

chemical abundances through number of nuclei, typically expressed relative to hydrogen. The

most common number fraction quoted in the literature is N(Fe)/N(H), the iron to hydrogen

ratio. Furthermore, one can ground these abundance parameters to a familiar object, the

Sun. Solar abundances are roughly X=0.70, Y=0.28, and Z=0.02 by mass or 92%, 8.5%, and

0.09% by number (Lodders, 2003). Bracket notation shows abundances of elements relative
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to solar. For example, the ratio of Iron to Hydrogen in a star when compared to the Sun is,

[Fe/H] = log10

✓
N(Fe)

N(H)

◆

⇤
� log10

✓
N(Fe)

N(H)

◆

�
. (1.2)

By definition the value of [Fe/H] is zero for the Sun. A star with 100 times more Iron to

Hydrogen than the sun would have an [Fe/H] value of 2. Since it is essentially impossible

to determine the exact abundance of every element in a star and Iron is readily observable

in many astrophysical environments, we tend to use it as a proxy for total metallicity.

For reference, the solar abundances determined by Lodders (2003) are shown in Figure

1.2. This figure plots elements according to their atomic number, Z, rather than atomic

mass number, A, against the atomic abundances. Along with the number of neutrons, N,

A=Z+N. The value for an element, “El”, on the logarithmic astronomical scale is designated

as A(El) = log ✏(El). On this scale, the number of H atoms is set to A(H) = log n(H) = 12,

so that

A(El) = log ✏(El) = log[n(El)/n(H)] + 12. (1.3)

The origin of elemental abundances in this figure were first analyzed in Burbidge et al. (1957)

and updated by Woosley et al. (2002). Big Bang Nucleosynthesis is responsible for all the

Hydrogen and most of the Helium, while cosmic ray spallation (Reeves, 1970) accounts for the

observed abundances of Lithium, Beryllium, and Boron. A minimum occurs in the region of

these nuclei because they are easily destroyed in the interiors of stars. Other than spallation,

they can only be brought to a stellar surface through convective or meridional mixing. All

heavier elements (A�12) are produced in stars. Increasingly stronger Coulomb repulsion

leads to the decline in abundances with heavier nuclei. Beyond the energetically stable Iron

peak at Z=28, production of elements must proceed solely through neutron captures.
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Figure 1.2: Estimated abundances,A(El), of the chemical elements in the Solar system as a
function of their atomic number, Z. Data from Lodders (2003).
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1.2.1 The Chemical Composition of the Milky Way

1.2.1.1 The Metallicity Distribution Function

The distribution of stellar metallicities in the Galaxy can be used to test models of galactic

chemical evolution. The Simple Model (Schmidt, 1963, see Section 1.3 for more detail)

predicts several features for the Metallicity Distribution Function (MDF) of galaxies due to

gas outflow, gas infall, star formation rates, and stellar IMF. The MDF for the Milky Way

halo determined by Beers et al. (2005) is shown in Figure 1.3. Data for this figure comes

from the HK survey of Beers et al. (1985), Beers et al. (1992), and Beers (1999) and the

Hamburg/ESO Survey of Christlieb (2003). Due to low sampling rates, it is not possible to

precisely determine the shape of the MDF at the lowest metallicities using these surveys.

Additionally, due to the survey search techniques, there is a bias introduced for metallicity

above [Fe/H]=-2.5.

Hartwick (1976) find a mean of [Fe/H]⇡-1.6 for the Galactic halo. This low value could

be reproduced assuming gas outflow is high enough that no future generations of stars could

further process the material. On the other hand, a later study by Russell & Dopita (1990)

looked at the MDF of stars in the Small and Large Magellanic Clouds and found evidence

that multiple stellar populations with extended stellar evolution and a low star formation

rate caused low [Fe/H] for each dwarf galaxy.

Another feature of the Galaxy MDF, the suppression of stars at low metallicity, leads

to what is known as the G-dwarf problem. Observationally, there are too few metal-poor

G-dwarf stars than are expected from a simple model of thegalaxy with long-lived stars. G-

dwarfs are main sequence stars with su�ciently long lifetimes that they should survive from

the earliest times in the evolution of a galaxy to the present day. Current GCE models have
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Figure 1.3: Figure from Beers et al. (2005) showing the observed Metallicity Distribution
Functions for the HK survey (left panel) and the HES (right panel) candidate metal-poor
stars. Bins are 0.2 dex in width. The numbers of stars with [Fe/H] < 2.0 and [Fe/H] < 3.0
in these surveys are listed individually. The selection e�ciency of VMP stars in the HES is
clearly higher than that of the HK survey.
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demonstrated that the lack of low-metallicity dwarf stars can be explained if the Galactic halo

formed first on a rapid timescale, followed by a slow build-up of the thin disk (e.g. Chiappini,

Matteucci & Gratton 1997; Alibes, Labay & Canal 2001; Fenner & Gibson 2003). The excess

of metal-poor stars predicted by simple closed-box models can also be avoided by assuming

prompt initial enrichment by a first generation of stars having primordial composition. It

has also been suggested that there are no very metal-poor stars left because they all had

relatively short lifetimes due to low metallicity environments favoring the formation of higher

mass stars (Nakamura & Umemura 2001). Lastly, the influence of the initial mass function

must be shown in the Galaxy metallicity distribution function since the yield of iron from

massive stars and the amount of gas locked up by low mass dwarfs is directly dependent on

the numbers of such stars.

1.2.2 The Chemical Composition of Dwarf Galaxies

According to ⇤CDM cosmology, the Milky Way’s stellar halo must have formed from many

smaller stellar systems (Press & Schechter, 1974). During the epoch of inflation the Universe

was nearly homogenous with tiny density perturbations imprinted on all scales. As the

Universe expanded, these perturbations grew in size and influence by means of gravitational

instabilities. This Press-Schechter formalism successfully describes many properties of the

dark matter halo population in both simulations of structure formation and observations

of halo mass functions (Mo & White, 2002). Eventually, the first gravitationally bound

halos formed and then subsequently merged into galaxies, clusters, and the other large scale

structures we observe today.

As our nearest galactic neighbors, it is tempting to assume the dwarf galaxies of the

Local Group are similar to those proto-galactic halos that merged to form the Milky Way.
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All dwarf spheroidal satellites of the Milky Way show evidence of old stellar populations and

have low mean metallicities that are on par with the Galactic halo stars (Grebel & Gallagher,

2004). Despite agreement on these two characteristics, present-day dwarf spheroidal galaxies

have been ruled out as progenitors of the Galactic halo based on details of their chemical

abundance patterns (Pritzl et al., 2005). Stars in dwarf galaxies have a statistically significant

underabundance of Mg, Ca, and Ti in comparison to the galactic halo. Overall, the ↵-element

abundances span a range of 0.02 . [↵/Fe] . 0.13 while Milky Way halo field stars have a

nearly constant [↵/Fe] ⇠ 0.28 over the same range of [Fe/H] (Shetrone et al., 2001). If the

star formation in a galaxy proceeds by a series of bursts, rather than constant star formation,

then this should lead to clear di↵erences in evolution of the ↵/Fe ratio. Oxygen is produced

primarily in the high-mass stars of negligible lifetimes and ejected by SNe II, while iron is

produced in both SNe II and SNe Ia. Stars that form shortly after the interstellar medium

has been enriched by SNe II may have enriched [↵/Fe] ratios, while those that form sometime

after the SNe Ia contribute will have lower [↵/Fe]. Since bursts of star formation allow SNe

II to contribute ↵-elements, and long inactive periods allow SNe Ia to contribute iron, then

the total [↵/Fe] ratios in a galaxy should be able to vary over time. The abundance patterns

shown in Pritzl et al. (2005) indicate preferential outflow of SNII ejecta from the stellar

system.

Helmi et al. (2006) rule out any scenario in which the earliest mergers of dwarf galaxy

progenitors build up the galactic halo by examining the metal-poor tail of the metallicity

distribution functions. Since stars in this tail are likely to represent the first generation of

stars in each population, they are ideal for comparison. Even the dwarf galaxy which best

fits the metallicity distribution function, Fornax, has only a fractional probability of 8⇥10�3

that it shares its first generation stars with that of the Milky Way in this study. Helmi
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et al. (2006) devise two explanations for the lack of very low metallicity stars in the dwarf

galaxies. In the first scenario one the Milky Way could have formed from the collapse of a

higher-density fluctuation while the dwarf galaxies formed from a lower-density environment

collapsing at a much lower redshift. As a consequence of their smaller potential wells, these

dwarf galaxies lose more gas to winds, leading to less e�cient star formation. Another

possibility is that the IMF could be bimodal with very low mass stars forming early on at

low metallicity in the Milky Way. Both of these instances can be modeled with galactic

chemical evolution in models that are incorporated into in cosmological simulations, but

would require high resolution spectra to confirm observational trends.

1.3 Qualitative Models of GCE

Understanding of some simple models and qualitative concepts of GCE is crucial to inter-

preting the general trends in abundance that are observed in the Galaxy. The most basic

of these models, the Simple Model of Schmidt (1963) and van den Bergh (1995), involves a

closed box of some quantity of metal-free gas. This gas undergoes constant star formation

with stellar masses distributed according to an initial mass function (IMF). Each stellar

generation yields the same mass of metals, which are instantaneously and homogeneously

mixed back into the box as fodder for future generations of star formation.

In more general terms, the total mass evolution of any system is given by,

dm

dt
= [ I � O ] (1.4)

If the system evolves without any inflow or mass loss, the right hand side of the equation
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is zero and we have the closed box model mentioned previously. The optional variables, I

and O, represent infall of extragalactic material at a rate I(t) and outflow of mass from the

system at a rate O(t) respectively.

The evolution of gas mass, mG(t), of a system is given by:

dmG

dt
= � + E + [ I � O ] (1.5)

where  (t) is the star formation rate (SFR). The negative sign indicates gas is leaving the

reservoir to be locked up in stars. E(t) is the rate of feedback in the form of ejected material,

given by:

E(t) =

Z MU

Mt

(Mi �Mf )  (t� ⌧M ) �(M) dM (1.6)

where the star of mass Mi, created at the time t� ⌧M , where ⌧M is the stellar lifetime, dies

at time t (if ⌧M < t) and leaves a compact object (white dwarf, neutron star, black hole) of

mass Mf . The integral is weighted by the initial mass function of the stars �(M) and the

bounds include all stars that are of a mass that is large enough that they will die by time t

until an upper mass limit, MU .

The stellar mass mS(t) of the system is:

mS = mtotal � mG. (1.7)

As time goes on, a progressively larger part of the mass of stars is found in the form of

compact objects, e↵ectively removing that gas from the system. The mass of element/isotope

i in the gas is mi = mGXi, where Xi is the element/isotope mass fraction, and its evolution
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is given by:

d(mGXi)

dt
= � Xi + Ei + [ IXi,I � OXi,O ] (1.8)

Star formation at a rate  removes element i from the ISM at a rate  Xi, while at the same

time stars re-inject in the ISM that element at a rate Ei(t). If infall is assumed, the same

element i is added to the system at a rate IXi,I , where Xi,I is the abundance of nuclide i in

the in-falling gas (typically, but not necessarily, assumed to be primordial). If outflow takes

place, element i is removed from the system at a rate OXi,O where Xi,O is the abundance

in the outflowing gas; usually the outflowing gas has the composition of the average ISM,

but in some cases it may be assumed to be ejecta from energetic supernovae which leave

the system. Additionally, the instantaneous mixing approximation is used. E�cient mixing

ensures the ISM is of uniform composition and and all stars that form at a given time are

of the same composition.

The rate of ejection of element i by stars is given by:

Ei(t) =

Z MU

Mt

Yi(M)  (t� ⌧M ) �(M) dM (1.9)

where Yi(M) is the stellar yield, the mass ejected in the form of that element by the star of

mass M .

These systems of equations can be solved analytically by adopting the Instantaneous

Recycling Approximation (IRA) in which all stars more massive than 1M� die immediately

(Tinsley, 1980). Assuming that equation 1.5 is set to zero (no infall/outflow), and the IMF

is constant in time, the metallicity of the gas, Z, evolves as,
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Z = Y ln
Mtot

Mgas
(1.10)

If we plot the observed metallicity, Z, at di↵erent points within galactic disks against the

logarithm of the fraction of the local mass density that is in gaseous form, we will obtain a

straight line. Conflicting with this rather elegant relationship is the metallicity distribution

function discussed earlier in this chapter, which is logarithmic. More complex models of

chemical evolution allow inflow and outflow of gas, include time dependent metal return,

and relax the constraint of homogenous mixing.

Matteucci (2001) calculated the analytic solution for models with both infall and outflow.

With outflow alone, the e↵ective yield decreases over time as,

Z =
Y

1 + �
ln


(1 + �)

Mtot

Mgas
� 1

�
(1.11)

where � is the dimensionless wind parameter characterizing the rate of expelled gas, wind-

rate= �⇥SFR. If we add a term showing the rate of in falling gas, ⇤ (again, dimensionless),

the analytic solution becomes

Z =
Y

⇤

"
1�

✓
(⇤� �)� (⇤� �� 1)

Mtot

Mgas

◆⇤/(⇤���1)
#
. (1.12)

Matteucci (2001) suggested that an outflow with �= 8 as well as a formation of the halo

by early infall are necessary to reproduce the observed halo metallicity distribution of the

Milky Way. Dwarf galaxies are shown to require higher outflow rates to produce their MDFs

(Helmi et al., 2006) .
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1.4 Semi-Analytic Models

One-zone models of galactic chemical evolution lack the sophistication necessary to capture

all the nuances of structure formation and feedback processes in halos. Cosmological simu-

lations allow for a much larger degree of complexity; however, they can be time consuming

and computationally expensive. Semi-analytic models bridge the gap between these two,

allowing for rapid exploration of parameter space while still capturing important physical

processes. With the GALACTICUS model of Benson (2012) and the ChemTreeN model of

Tumlinson (2006), analytic approximations and empirical calibrations are used to represent

complex physics. As in other semi-analytic models, structure growth is modeled according

to the extended Press-Schechter formalism (Press & Schechter, 1974). The extended Press-

Schechter treatment of structure formation begins with a power spectrum of Fourier modes,

P (k), that describes the probability distribution of small (� ⌘ ⇢/h⇢i ⌧ 1) density fluctua-

tions in the early Universe. From early times these fluctuations grow linearly until � ⇠ 1,

when the fluctuation enters the nonlinear regime, “turns around” and virializes. The over-

density of turnaround corresponds to a critical linear overdensity, �c. This critical density

separates regions in the evolving linear field that have collapsed from those that have not.

The number density of collapsed regions as a function of mass is given in the Press-Schechter

formula,

ndM =

r
2

⇡

⇢̄

M

�c(z)

�2(M)
exp


� �2c (z)

2�2(M)

�
dM, (1.13)

where ⇢̄ is the mean matter density and �2(M) is the variance of the random field fluc-

tuation. With further manipulations, this formula describes the probability distribution of

halos that merge to form larger halos at redshift, z, thereby allowing for the creation of a

merger tree for structure growth. This analytically-created merger tree is then decomposed
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back to individual halos as some earlier redshift. From this point, one can stochastically

assign chemical and mechanical feedback according to assumptions of the stellar initial mass

function, star formation rates, and e�ciency with which metals are mixed back into the ISM.

For a schematic view of this merger tree process, see Figure 1.4. While faster to run, the

primary disadvantage of these models is that they involve a significant amount of approx-

imations and assumptions. ChemTreeN now uses N-body simulations which provide both

temporal and spatial information about halo mergers (Gómez et al., 2012).

ChemTreeN now uses N-body simulations of structure formation, which provide both

temporal and spatial information about halo mergers (Tumlinson 2010; Gomez et al. 2012).

While this requires one to perform a cosmological simulation and to generate halo cata-

logs and merger trees prior to using the ChemTreeN code (as these are taken as inputs to

ChemTreeN), the advantages are tremendous – one can predict the positional behavior of

stellar populations (e.g., the radial metallicity gradient and variation of the stellar halo, or

the metallicity variation between di↵erent satellite galaxies).
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Chapter 2

Current State of Yields

In this section, we discuss the various astrophysical sites for producing the heavy elements,

and provide a guide to the literature, including sources for the yields for each nucleosynthesis

process. Our overall goal is to determine a complete set of yields covering a wide range of

masses (0.08 < M/M� < 260) and metallicities (10�4 < Z < 0.05), such that a numerical

GCE model can follow multiple populations of stars over the age of the Universe. Many of the

yield sources discussed here have also been analyzed by Romano et al. (2010). This section

serves to recap the key discrepancies between the datasets used by separate groups, with an

eye toward selection of a minimum consistent stellar nucleosynthetic-yield set for inclusion

in hydrodynamical models. We direct the interested reader to Romano et al. (2010) for a

full analysis of yield variations and the nucleosynthetic model assumptions of each research

group.

There is a great deal of data at roughly solar metallicity for intermediate-mass stars in

the literature; however, stellar nucleosynthetic yields for stars above roughly 20 M�, and

for substantially sub- or super-solar metallicity, are sparse. Figure 2.1 clearly shows the

large regions of metallicity and initial stellar mass parameter space without available yields.

Additional datasets exist, aside from the ones shown here, but they do not substantially fill

in the vacant parameter space.

Subtle di↵erences in the included physics and theoretical assumptions can lead to large
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Figure 2.1: Availability of stellar nucleosynthetic yields, as a function of stellar metal fraction
and initial stellar mass.
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discrepancies in yield calculations. A subset of available yields with similar input physics are

shown in Figure 2.2, in order to highlight these di↵erences. In panel A, we compare three sets

of asymptotic giant-branch (AGB) stellar yields. Each of these sets covers di↵erent ranges

in initial mass and metallicity, and have remarkably di↵erent carbon yields, which highlight

the di�culty in key physical phenomena (see Section 2.4.1). In panel B, we show three sets

of type II supernovae yields, with di↵erences up to an order of magnitude at a given initial

mass. Details on each of these sets of yields are discussed in Section 2.2 and Section 2.4.

2.1 Definitions and Assumptions

Stellar yields are defined by Tinsley (1980) as the mass fractions of stars which are returned

to the ISM in the form of newly produced elements during the entire stellar lifetimes. Each

GCE study or stellar nucleosynthesis calculation is performed with internally consistent

definitions for terms such as yield or ejected mass, and the treatment of various physical

phenomena. However, di↵erent groups often employ di↵erent nomenclature and definitions

for their terms. For the sake of combining results from multiple research groups into one

cohesive set, one must note the assumptions made, and determine transformations from one

study to another. As a note, there are many other studies with reported nucleosynthetic

yields, however we have omitted those with nearly identical results, those with limited mass

and metallicity ranges, and those which lack the important physical processes considered in

modern calculations.
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Figure 2.2: Direct comparison of widely used stellar nucleosynthetic yield sets for AGB stars,
plotted as a function of initial stellar mass at Solar metallicity. The yields of carbon vary
widely between di↵erent groups, owing to the uncertainties inherent in treatment of the 13C
pocket and the third dredge-up. The yields of SNII vary by up to an order of magnitude
between groups due to uncertainties in explosion mechanisms and treatment of rotation and
mixing.
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Figure 2.3: Direct comparison of widely used stellar nucleosynthetic yield sets for SNII,
plotted as a function of initial stellar mass at Solar metallicity. The yields of carbon vary
widely between di↵erent groups, owing to the uncertainties inherent in treatment of the 13C
pocket and the third dredge-up. The yields of SNII vary by up to an order of magnitude
between groups due to uncertainties in explosion mechanisms and treatment of rotation and
mixing.
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2.1.1 Stellar Yields

Talbot & Arnett (1973) define a stellar production matrix, which describes the production of

each isotope in a star of initial mass m. One element of this matrix, Qi,j(m), represents the

fraction of stellar mass which was originally present in the form of species j, and is eventually

ejected by the star in the form of element i,

Qij = (mej)ij(m)/mXj , (2.1)

where Xj is the abundance by mass of element j already present in the star when it is

formed. The total contribution of a star of mass M to the ejected mass of element i is then

(Mej)i =
X

j=1,n

Qij(M)XjM. (2.2)

While this method of tracking the total production minus destruction of species j takes

into e↵ect relative abundances, it is a complicated computation, and relies on accurate input

abundance patterns. Most yields are given only as a function of metallicity, and are computed

for scaled solar-abundance patterns.

Throughout the literature, there are several ways to define the term yield, whether it refers

to only newly synthesized elements, or takes into account the masses of the total ejecta. In

this paper we use yields, Yi(M), to represent the mass ejected in the form of element i by a

star of mass M . These quantities are zero in the case of an isotope that is totally destroyed

in stellar interiors, and positive otherwise. Most papers report net yields, which represent

the newly created mass of nuclide i from a star. Net yields are used in analytical models of

GCE, rather than numerical models, where the emphasis is on quantifying newly produced
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species rather than following the history of recycled species. The transformation between

the two is simply

yi(M) = Yi(M)�M0,i(M) (2.3)

where M0,i(M) is the mass of nuclide i that is originally present in the star, and is ejected

unprocessed.

2.1.2 Scaled Solar Compositions

The initial composition of stars used in many stellar-evolution models are scaled solar values.

If, for a given star, we know [Fe/H] and if its composition is scaled solar, we have

✓
�j
�Fe

◆

⇤
=

✓
�j
�Fe

◆

�
. (2.4)

By summing over the index j,
✓

Z

�Fe

◆

⇤
=

✓
Z

�Fe

◆

�
. (2.5)

By definition,

Fe

H

�
= log

✓
Z

�H

◆

⇤
� log

✓
Z

�H

◆

�
. (2.6)

This can be inverted to find Z, as a function of [Fe/H],

Z⇤ = 10[Fe/H]�⇤

✓
Z

X

◆

�
. (2.7)
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2.1.3 Metallicity E↵ects

The formation and evolution of the first generation of stars jump starts the process of chem-

ical evolution with initial conditions set solely by cosmological parameters. The fate of zero

metallicity stars is set by the familiar mass ranges determined solely by gravitational con-

siderations and the Chandrasekhar limit. Consequently, nucleosynthetic production within

these stars trace the condition of the early universe, signatures of which can still be detected

in the most metal-poor stars of our Galaxy. Primordial stars less massive than 8 M� form

white dwarfs at the end of their lives. Those with mass 8 M� to 130 M� explode as core

collapse supernovae leaving neutron stars or black holes behind. Stars with mass between

130 M� and 300 M� disrupt completely as pair-instability supernovae leaving behind no

remnant while stars more massive than 300 M� collapse to black holes without explosion. If

a primordial cloud of gas of 105M� can collapse without fragmentation, it will form a black

hole before ignition of hydrogen can even occur. While these general mass ranges work for

primordial stars, the moment enriched gas enters calculations of stellar evolution the story

becomes much more complicated. Gas with metals has many more available channels to cool

and fragment.

Stars can be characterized into broad populations according to metallicity (Baade, 1944).

Population III stars (Pop III) are those which, by definition, contain primordial gas. This

first generation of stars is followed by Population II (Pop II) stars which have a nonzero

metallicity that exceeds a critical metallicity. This critical metallicity is defined as the

heavy element abundance at which metal line cooling begins to dominate over cooling by H

(and H2, HD) and He (Smith & Sigurdsson, 2007). Many simulations have been performed

to determine the value of this critical metallicity with typical values ranging from 10�6<
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Z/Z�<10�4 (Santoro & Shull, 2006). Population I (Pop I) stars are metal rich and relatively

young stars in the disk of our Galaxy.

Nuclides with yields independent of initial metallicity, primary species, are produced

from the initial H and He of the star at birth. In stellar models without mass loss, initial

metallicity plays a negligible role in the yields of most isotopes up to the iron peak. When

mass loss is considered, chemical species that formed early on in the star can be ejected

through winds. For example, C and O yields are directly influenced by mass loss from high-

metallicity stars that undergo a Wolf-Rayet phase (Meynet, 2008). Large amounts of He

and C are ejected with a small core left to produce O. In a similar low-metallicity star, one

would see higher O and lower C yields.

Secondary species, those whose yields depend on the initial metallicity of the star, are

more complicated to model. For example, s-process nuclei are produced by neutron captures

on iron-peak elements, and therefore depend critically on the initial composition, stellar

density, pressure, and temperature. Similarly, 14N and 13C depend on the e�ciency of the

CNO cycle and the initial abundances of the seed nuclei.

Subtle di↵erences between various groups’ treatment of these metallicity dependent yields

account for much of the discrepancies between the quoted final abundances. Details pertain-

ing to each set of yields are discussed in the following sections.

2.2 Yields of Type II Supernovae

Stars of 8 M� or more are responsible for quickly polluting the ISM with metals, and are

the primary source of the alpha elements. Despite their importance as Galactic polluters,

large uncertainties in the explosion mechanism and pre-supernova evolution limit the ability
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to calculate robust yields. These yields, for iron in particular, are sensitive to choice of the

explosion energy and mass cut (the location that delineates matter which collapses inward

to that which explodes). It is known that C, N, Mg, and Ne yields depend on pre-supernova

models including convection, mixing, mass loss, and nuclear reaction rates, while Al, Si, S,

Ar, and Ca are additionally sensitive to shock wave energies.

Early work by Arnett (1978) estimated absolute yields for stars in the mass range 8.3 

M/M�  115 evolved past silicon burning, electron capture, and thermal disintegration.

Chiosi & Caimmi (1979) adjusted the yields of Arnett (1978), by inclusion of stellar winds

during the core H- and He-burning phases of evolution. Further work on the yields of massive

stars added metallicity-dependent mass-loss rates and rotation (Maeder, 1992; Dray et al.,

2003; Dray & Tout, 2003). The classic set of nucleosynthetic calculations used in models

of GCE are from Woosley & Weaver (1995) (hereafter, WW95). Mass loss is not included

prior to explosion. The explosion is modeled using an artificial piston that is introduced

in the innermost cell of the calculation, and is designed to result in an explosion energy of

1051 ergs. Yields are presented for masses in the range 11 - 40 M� and metallicities, Z/Z�

1= 0, 0.0001, 0.01, 0.1 and 1. Several groups have improved upon these calculations by

adding metallicity-dependent opacities and mass-loss rates (Maeder, 1992), adding e↵ects

due to rotation (Hirschi et al., 2005), using updated reaction rates (Limongi & Chie�, 2003)

and increasing the range of masses and metallicities (Chie� & Limongi, 2004); (13-35 M�,

Z/Z� = 0, 10�6, 10�4, 10�3, 6 ⇥ 10�3, and 2 ⇥ 10�2). Kobayashi et al. (2006) calculated

yields for stars of metallicity Z = 0, 0.001, 0.004, 0.02 and masses in the range 13 - 40 M�.

Final yields are tuned to produce 0.07 M� of ejected iron. Portinari et al. (1998) calculated

1Z� is typically set at 0.02 while some groups prefer to quote absolute Z rather than Z/Z
Z�.
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a set of yields ranging from low-mass AGB stars to massive stars undergoing explosive

nucleosynthesis with a di↵erent approach to the explosion mechanism. When paired with

Marigo (2001), these yields cover all stars necessary for a GCE model. In Portinari et al.

(1998), supernovae are triggered by electron captures on heavy nuclei, photo-dissociation of

iron into ↵-particles, and rapid neutralization of collapsing material. We direct the interested

reader to the appendix of Portinari et al. (1998) for a full discussion of the key di↵erences

between their models and WW95. Rauscher et al. (2002) further improved upon WW95, with

temperature-dependent mass loss, updated opacities, plasma neutrino losses, and convection

with core overshooting. In addition, they highlight the di�culties caused by uncertain ↵-

capture and neutron-capture rates. In particular, they discuss how the rate for 12C(↵, �)16O

could completely alter their stellar model, and dominate over other nuclear physics inputs,

as well as how alteration of the neutron-capture rates leads to a drastic over-production of

62N.

2.3 Yields of Hypernovae

From the observed light curves and spectra of nearby core-collapse supernovae,

Kobayashi et al. (2006) find evidence for the existence of hypernovae (HNe), which eject more

than ten times the typical explosion energy of 1051 ergs. These HNe play a major role in

reproducing the observed [Zn/Fe] trend, where [Zn/Fe]⇡ 0 for �2 <⇠ [Fe/H] <⇠ 0. Kobayashi

et al. (2006) calculated yields for HNe of various metallicities (Z = 0, 0.001, 0.004, 0.02) and

masses in the range 13 - 40 M�. Their models include metallicity-dependent mass loss and

are tuned to produce [O/Fe] ' 0.5. This constraint is set by the abundance ratios observed

in extremely metal-poor stars (Cayrel et al., 2004).
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2.4 Yields of Asymptotic Giant-Branch Stars

Intermediate-mass stars are presumed to be the main producers of heavy s-process nuclides,

and also contribute substantially to the yields of several other nuclides (Siess, 2007), most

notably carbon and nitrogen, during their AGB phase. Dredge-up and hot-bottom burning

require detailed computations of transport mechanisms, and depend strongly on stellar life-

times, which in turn depend on the mass-loss rate. Dredge-up refers to a period in stellar

evolution where the convective zone extends down to the lower layers of nuclear fusion. First

dredge-up occurs at the beginning of the red giant-branch, and penetrates the region of the

CN-cycle processed material. Second dredge-up occurs at the base of the AGB phase of

stellar evolution, and decreases the surface abundances of 12C, 13C, 15N, 16O, and17O, while

increasing 14N (Siess, 2006). Third dredge-up (TDU) occurs after the star enters the AGB

phase. In this stage, ashes from helium burning are transported from the interior to the

stellar surface, whereas previous dredge-ups only brought hydrogen-burning products to the

surface. Hot-bottom burning (HBB) refers to the evolutionary stage when the bottom of the

convective envelope overlaps with the hydrogen-burning shell,such that part of the nuclear

energy is transported directly to the outer layers of the star (Scalo et al., 1975). Since these

periods in stellar evolution depend critically on the adopted stellar lifetimes and mass-loss

rates, order of magnitude discrepancies in element production between authors are found,

even at solar metallicity.

Karakas & Lattanzio (2007) and Karakas (2010) calculated detailed stellar models and

post-process nucleosynthetic data to produce AGB yields. Their models cover a range in

mass from 1.0 M� to 6 M� and compositions Z = 0.02, 0.008, 0.004, and Z = 0.0001.

All models were evolved from the zero-age main sequence to near the tip of the thermally
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pulsing AGB (TP-AGB) phase. The TDU e�ciency governs nucleosynthesis in the lower-

mass models, which varies as a function of the H-exhausted core mass, metallicity, and

envelope mass. Karakas (2010) used an updated set of proton- and ↵-capture rates, and

assumed scaled-solar abundances for low-metallicity models, rather than adopting the initial

abundances of the Small and Large Magellanic Clouds as was done in Karakas & Lattanzio

(2007). Marigo (2001) determined yields for low- and intermediate-mass stars (0.8 M�<M<

5-8 M�). Their models include a metallicity dependent core mass-luminosity relationship,

with mass loss following the semi-empirical prescription described by Vassiliadis & Wood

(1993), and treatment of HBB and TDU e�ciency, but no extra mixing. They adopted

a TDU with more e�ciency at lower metallicity, and HBB with more e�ciency at higher

masses. van den Hoek & Groenewegen (1997) employed the stellar evolution results of the

Geneva group to produce AGB yields for stars of initial mass 0.8 M� to 8 M� for various

metallicities, Z= 0.001, 0.004, 0.008, 0.02, and 0.04, through to the TDU. Their calculations

include HBB and a mass-loss scaling parameter based on Reimers (1975). We compare these

three yield sets side-by-side in Figure 2.2. The clearest di↵erence, the carbon yield, arises

from the treatments of the TDU and HBB.

Yields of s-process nuclides as a function of AGB metallicity were computed by Goriely

& Mowlavi (2000), based on previous models with di↵usive overshooting and rotation, and

the e↵ect on partial mixing of protons and dredge-up e�ciencies. They produced a set of

elemental overabundance ratios, [el/Fe], for 1.5-3 M� stars with compositions Z =0.001,

0.004, 0.008, and 0.018, with initially solar p- and r- process patterns. These authors warned

that their assumptions of proton abundances mixed into carbon-rich layers may be over-

simplified, and they cannot conclusively identify low-mass AGB stars as the main site of the

s-process. Nevertheless, their model has put constraints on the partial mixing of protons,
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and illustrates the significance of neutron-capture processes in AGB stars.

2.4.1 Uncertainties due to the 13C Pocket

The 13C pocket is essential to understanding the s-process abundance patterns observed in

AGB stars. Key di↵erences amongst stellar-yield calculations from various groups can be

attributed to the model assumptions associated with this process. Neutrons released in these

stars are required for the s-process, but can also a↵ect the abundance of lighter elements

in the He intershell (the region between the helium-burning and hydrogen-burning shells).

In TP-AGB stars, two major neutron sources operate within the intershell, 22N(↵,n)25Mg

and 13C(↵,n)16O. During the TDU in TP-AGB stars, a sharp discontinuity between the

H-rich envelope and the He- and C-rich intershell forms. This condition is maintained until

H burning is reignited. At H reignition, the top layers of the He intershell heat up, and a

13C pocket forms (Gallino et al., 1998).

Karakas & Lattanzio (2007) did not include a partial mixing zone of protons to produce

a 13C pocket. Once this was included in Karakas (2010), the result was higher 22Ne and

23Na, and dramatically more 31P and 60Fe.

2.4.2 Uncertainties due to Mass Loss

During the AGB phase of stellar evolution, the star may become unstable against large am-

plitude pulsations driving a strong stellar wind. This mass loss a↵ects the strength of thermal

pulsations, e�ciency of the TDU, and consequently, the final yields of the star. Observa-

tions have shown no clear correlation between mass loss and any stellar parameters except
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pulsation period. Consequently, it is typically parameterized with the Reimers formula,

Ṁ(M�/yr) = 1.34⇥ 10�5⌘
L3/2

MT 2
eff

, (2.8)

where ⌘ is an e�ciency factor, L and M are the stellar luminosity and mass, and Teff is

the e↵ective temperature of the star. This is tuned to match observed luminosity functions

(Reimers, 1975). Di↵erent groups employ either a metallicity dependent or constant ⌘ in

their AGB calculations.

2.4.3 Super AGB stars

Super-AGB stars (sAGB) are defined by a specific mass range between the minimum mass

for carbon ignition and the mass limit above which the star ignites neon at its center, and

evolves through all nuclear burning stages up to an iron-core collapse supernovae (Siess,

2007). When taking into account the stellar-mass distribution, it is clear that these stars

represent a significant fraction of all stars in a population. Romano et al. (2010) estimated

that more than 30% of all newly-produced He and N may come from stars with masses in

this range.

The fraction of sAGB stars that evolve into WD or neutron stars depends critically on the

interaction between mass loss and core growth. Evolution is sensitive to core overshooting

(extended convective mixing), first and second dredge-up, and mass-loss rate. As Siess (2010)

points out, sAGB stars in the range of 7-11 M� are as numerous as stars above 11 M�, and

are therefore quite significant for GCE models. However, typical calculations require ⇠

1200-2500 numerical shells and more than 3⇥107 time steps. This enormous computational

expense is the main reason few yields for sAGB stars exist in the literature. In addition, the
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uncertainties regarding the TDU have a strong impact on the fraction of chemical species

that can reach the envelope.

It is worth discussing the input physics for the latest Siess (2010) model, in order to

better understand the paucity of sAGB yields in the literature. Yields are computed in a post-

processing step, with initial mass ranges focused on covering the computationally demanding

thermal pulses. The envelope structure between pulses is described by Tenv, luminosity,

Teff , and radius. The model computes the evolution of convective-zone abundances, with

instantaneous mixing of chemical species, and allows for di↵erent nuclear reaction rates and

uncertainties within the TDU and convection. It implements a linearly decreasing mass-loss

rate and Tenv and variable mixing lengths. A larger mixing-length parameter leads to a

higher luminosity and mass-loss rate, thereby shortening the thermally pulsing phase.

2.5 Yields of Type Ia Supernovae

Thermonuclear supernovae are important contributors to the chemical enrichment of the

ISM, primarily with iron-peak nuclei and some intermediate-mass nuclei (from silicon to

calcium). SNIa are usually modeled as explosions of white dwarfs that have approached

the Chandrasekhar limit (Mch ⇠ 1.39M�) through accretion from a companion in a binary

system, although a di↵erent mechanism, the merging of two carbon-oxygen (C-O) white

dwarfs, is also possible. Since details depend on the accretion rates from a companion of

various masses, among other parameters, SNIa yields are di�cult to calculate. The defla-

gration model W7 (Nomoto et al., 1997) is used most widely, and it successfully reproduces

observed spectra. Most models are spherically symmetric; however, turbulence is expected

to play an important role at all stages of a thermonuclear supernova (Schmidt et al., 2010).
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The 3D calculations that have become more prominent (Travaglio et al., 2004) are necessary

if stellar yields are to be determined from first principles. Iwamoto et al. (1999) compares

several SNIa models against W7, including delayed detonations and carbon deflagration; we

direct the interested reader to this paper for details.

2.5.1 Progenitors and Model Assumptions

Progenitor models are classified as single degenerate (SD), in which a white dwarf grows in

mass due to accretion from an evolving binary companion, and double degenerate (DD), in

which two C-O white dwarfs merge. The single-degenerate channel for SNe Ia can be made

to match the observed SN Ia rate-SFR relation, but only if white dwarfs are converted to

SNe Ia with a uniform e�ciency of ⇠1% (Pritchet et al., 2008).

Type Ia supernovae explosions are believed to occur as soon as the compact object reaches

the Chandrasekhar mass. Consequently, yields from these explosions will be independent of

the initial stellar mass of either the compact object or its binary companion. Models typically

assume that the final fractions of carbon, nitrogen, and oxygen do not vary significantly

between white dwarfs of di↵erent initial masses.

2.6 Neutron-Capture Element Yields

The observed heavy elements (above the iron-peak) distribution in the Solar System exhibits

the presence of two main components, associated with at least two di↵erent nucleosynthetic

processes: known as the s- (slow) process and the r- (rapid) process. When the neutron

flux is so large that the decay of an unstable nucleus created after neutron capture is small

compared to the �-decay rate, the nucleosynthesis path will undergo successive � decays until
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the most neutron-rich, stable element is reached (Burbidge et al., 1957). These r-process

elements, which are close to the neutron drip line, require a large neutron flux in a small

amount of time. While the r-process occurs in explosive environments, the s-process can take

place inside stars. The s-process is characterized by a neutron-capture rate that is slow with

respect to the corresponding � decay, and produces elements close to the group of stable

nuclei.

Low-mass (1.5  M/M�  3) AGB stars account for nearly all production of s-process

nuclei from Zr to Pb due to the neutron-rich 13C pocket (Travaglio et al., 2004). During the

TP-AGB phase, a recurrent dredge-up of the convective envelope in the H-exhausted core

brings protons in a region where the chemical composition is dominated by C and He. As the

temperature rises, a 13C pocket forms. The dominant reaction in this pocket, 13C(↵, n)16O,

releases neutrons between thermal pulses, while the 22Ne(↵, n)25Mg reaction is active during

pulses (Gallino et al., 1998). These reactions give rise to the main component of s-process

nucleosynthesis. The s-process depends strongly on the e�ciency of the main neutron source,

13C. An additional component, the weak s-process, is thought to be responsible for nuclides

up to A ⇠ 90. While the main s-process produces heavy elements beyond Sr, up to Pb,

in low-mass TP-AGB stars, the weak s-process comes from core He and shell C burning

in massive stars (Travaglio et al., 2004). In this work, we adopt the metallicity-dependent

yields of Travaglio et al. (2004) for the s-process element Ba and Sr produced in AGB stars.

The site of the astrophysical r-process is still unknown. In this work, the constant r-

process yields suggested by Wanajo & Ishimaru (2006) are used to follow the enrichment

history of europium. Wanajo & Ishimaru (2006) discuss possible scenarios, including neutrino

winds and the prompt explosion of low-mass supernovae. Specifically, they show how a

neutrino wind can increase entropy su�ciently to overcome the r-process bottleneck reaction,
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at Z ⇠ 6. This produces three clear peaks in the abundance pattern of r-process elements at

A=80, 130, and 195. The prompt explosion scenario involves a massive star that explodes

prior to neutrino heating, resulting in neutron-rich ejecta. Models of this phenomenon can

produce the observed r-process pattern; however, making the necessary stellar explosion

happen consistently has been a major challenge (Sumiyoshi et al., 2001).
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Chapter 3

Galactic Chemical Evolution

Implementation

Our ultimate goal is to model GCE within cosmological hydrodynamical simulations

of galaxy formation. This drives our fundamental requirements – namely, the ability to

model the nucleosynthetic and energetic feedback from stellar populations of highly variable

metallicity, and possibly variable IMF, over a period of up to 14 billion years. In cosmological

simulations, star formation is approximated in a relatively simple way. Gas in a grid cell or

smoothed particle hydrodynamics (SPH) particle reaches a certain set of conditions (density

threshold, cooling time, metal fraction, Jeans’ mass, or some subset thereof), and some

of that gas in that cell or particle is removed and turned into a star particle. This star

particle is assumed to have a constant metallicity, inherited from the gas from which it

forms. Since simulations inherently have limited resolution, the star particles are typically

much more massive than a single star, and are thus assumed to represent an ensemble of

stars. We refer to such a particle as a simple stellar population (SSP) with a known IMF,

constant metallicity, and single formation time. Given these assumptions, a star particle is

the perfect platform for implementing a chemical evolution model, and exploring the e↵ects

of IMF, nucleosynthetic yields, stellar lifetimes, and feedback rates.

40



3.1 Element Coverage

Tracking all elemental and isotopic species in a cosmological simulation is presently not

feasible, due to the practical limitations of finite computing resources and the availability

of stellar nucleosynthetic yields. Since only a fraction of elements significantly contribute to

cooling and heating, one can implement simple cooling models, based on tabulated cooling

curves, or solutions to smaller reaction networks [involving only a few species. Radiative-

cooling models used in cosmological simulations vary in complexity, and could follow several

species of H, He, and D, but typically only require an overall metallicity to characterize all

higher-mass elements. Our goal is to reduce the set of all elements and isotopes down to

a finite number that are representative of the important ISM and nucleosynthetic processes

that we wish to capture in our calculations. For this reason, we have elected to follow the

chemical history of 12 elements, due to their observational accessibility and representation of

the major nucleosynthetic groups. We have selected a minimum set of elements responsible

for the cooling of the ISM and IGM, elements that are tracers of AGB, Type II, and Type

Ia supernovae, elements which contribute a substantial mass fraction to the ISM, and which

are important to later stellar-evolution episodes.

3.1.1 Primary ISM Coolants

Carbon, nitrogen, and oxygen are primary coolants, and abundant in the majority of stars.

Carbon is known to form through the triple-alpha process; however, it is still uncertain

whether massive stars or intermediate-mass stars are the main carbon-production sites.

Nitrogen is synthesized mainly in intermediate-mass stars through the CNO cycle in the

hydrogen-burning layers. Oxygen forms in the interior of massive stars.
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3.1.2 The Alpha Elements

Magnesium, calcium, and titanium are chosen to represent the ↵-element group. The ↵-

element nuclei are integer multiples of helium nuclei, built up by successive ↵-captures,

from O to Ti. Since no single nuclear reaction is responsible for the synthesis of the ↵-

elements, their abundances are not rigidly coupled. Plots of [↵/Fe] versus [Fe/H] in the solar

neighborhood show a plateau below [Fe/H]⇠�1, followed by a steady decline to [↵/Fe]⇠0

at [Fe/H]⇠0. Tinsley (1979) proposed the relation between [O/Fe] and [Fe/H] resulted from

the time delay between SNII and SNIa. At early times [Fe/H] is inherently low and SNII

production of O dominated. At later times, SNIa eject Fe but no O. While SNIa yields show

little O and Mg, they do show production of Ca such that the trend of [Ca/Fe] versus [Fe/H]

should show a smaller amplitude trend than [O/Fe] and [Fe/H].

Magnesium is primarily produced during carbon burning and explosive neon burning

stages in massive stars (Woosley & Weaver, 1995); calcium production is a result of in-

complete silicon- and oxygen-burning episodes in massive stars (Woosley & Weaver, 1995).

Titanium is a product of complete and incomplete silicon burning (Woosley & Weaver,

1995). These elements trace both the hydrostatic (Mg) and explosive stages (Ca, Ti) of

stellar nucleosynthesis.

3.1.3 The Iron-Peak Elements

Iron, cobalt, and zinc are observable elements that trace the explosive nucleosynthesis of

massive stars. Cobalt is produced from complete silicon burning at high pressure and tem-

perature. Zinc can be found in high-redshift damped Lyman-↵ systems, and traces iron

over three orders of magnitude in [Fe/H] (Nissen et al., 2004). Iron and cobalt abundance
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patterns in stars provide tracers of SNIa delay times, while zinc and cobalt over-abundances

at low stellar metallicities trace highly energetic supernovae (Umeda & Nomoto, 2002).

3.1.4 The Neutron-Capture Elements

Europium, an almost exclusively r-process element in the Solar System, barium, a mostly

s-process only element, and strontium, a combined r- and s-process element, are readily

observed with high-resolution spectroscopy of most metal-poor stars, excluding perhaps only

the very lowest metallicity examples. While they are not typically represented in yield

calculations, simple models may be able to distinguish between neutron-capture sites and

production mechanisms.

3.2 Initial Mass Function

The Initial Mass Function, IMF, is the most important input to chemical evolution models

as it sets the possible elemental yield limits. This initial distribution tells us how many low

mass stars can survive until the present epoch as well as the overall mass budget for chemical

feedback. The number of stars created within a given mass range is calculated through

integration of the stellar IMF. Common parameterizations of this function are a log-normal

distribution with a characteristic mass, a simple power-law form, and combinations of broken

power-law and log-normal distributions. Each distribution is normalized such that

Z Mhigh

Mlow

M
dN

dm
= 1M�, (3.1)
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where dN/dm represents the number of stars within a given mass range. The stellar IMF

cannot, at present, be calculated from first principles, and must be derived from observa-

tions. Current IMFs are typically obtained from counts of real stars, and hence are subject

to numerous uncertainties. Since it is not known which one most accurately represents the

actual mass distribution of stars in the local universe, seen and unseen, it is worthwhile to

investigate a variety of IMFs, and note the e↵ect their variation has on the resulting nucle-

osynthetic production. We consider the IMFs of Salpeter (1955); Scalo (1998, 1986); Tinsley

(1980); Kroupa (2002); Chabrier (2003), and Tumlinson (2006). The IMFs implemented in

this model are as follows:
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dN

dm
= �T insley =

8
>>>>><

>>>>>:

Am�2.0 m < 2M�

Bm�2.3 2 < m/M� < 10

Cm�3.3 m > 10M�

(3.2)

�Kroupa =

8
>>>>><

>>>>>:

Am�1.3 m < 0.5M�

Bm�2.2 0.5 < m/M� < 1

Cm�2.7 m > 1M�

(3.3)

�Scalo98 =

8
>>>>><

>>>>>:

Am�1.2 m < 1M�

Bm�2.7 1 < m/M� < 10

Cm�2.3 m > 10M�

(3.4)

�Scalo86 =

8
><

>:

Am�2.35 m < 2M�

Bm�2.7 m > 2M�

(3.5)

�Chabrier =

8
><

>:

Ae�(logm/mc)
2/2�2 m  1M�

Bm�1.3 m > 1M�

(3.6)

�Salpeter = Am�2.35 (3.7)

�Lognormal = Ae�(logm/mc)
2/2�2 (3.8)

The normalization constants (A,B,C) are Tinsley = (0.201, 0.248, 2.48), Kroupa = (0.56,

0.3, 0.3), Scalo98 = (0.378, 0.378, 0.151), Scalo86 = (0.174, 0.221, -), Salpeter = (0.154,

-, -), Chabrier = (0.799, 0.223, -), log-normal = (0.678, -, -). For the Chabrier IMF, the

characteristic mass, mc, is 0.079 M� and the dispersion, �, is 0.69 M�. For the log-normal

IMF, the characteristic mass is 8 M� and the dispersion is 1 M�.
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Figure 3.1: Seven IMFs with mlow = 0.08 M� and mhigh = 260 M�. All, with the exception
of the log-normal function, are empirical fits to the observed stellar population in the local
universe. See Section 3.2 for the functional forms.
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3.3 Stellar Lifetimes

Following the stellar mass – lifetime scale relation of Raiteri et al. (1996), stellar lifetimes

are calculated for all stars as follows:

log10 ⌧⇤ = a0(Z) + a1(Z) log10M + a2(Z)(log10M)2 (3.9)

a0(Z) = 10.13 + 0.07547 log10 Z � 0.008084(log10 Z)
2 (3.10)

a1(Z) = �4.424� 0.7939 log10 Z � 0.1187(log10 Z)
2 (3.11)

a2(Z) = 1.262 + 0.3385 log10 Z + 0.05417(log10 Z)
2. (3.12)

The stellar lifetime, ⌧⇤, has units of years, while M has units of M�, and is valid in the

metallicity range 7 ⇥ 10�5  Z  3 ⇥ 10�2. Lower and higher metallicities are changed to

the interval extrema (i.e., stars are assumed to have the same lifetime as Z=0.004 stars if Z

is lower than 0.004).

3.4 Stellar Ejecta

Feedback occurs in three key forms; mechanical, chemical, and radiative. Mechanical feed-

back is associated with the ejection of energy from AGB winds or supernovae explosions and

tends to quench star formation by raising the temperature of proto-stellar gas. Chemical

feedback of newly formed metals allows for the transition from primordial star formation

where cooling is dominated by H2 and HD cooling to modern star formation where cooling

is dominated by metal line cooling. Feedback of ionizing radiation also tends to inhibit star

formation by heating protostellar gas. This model includes both mechanical and chemical

feedback in the form of injected kinetic energy and returned metals. We assume all of the

47



Figure 3.2: Stellar lifetime (duration of H- and He-burning phases) for stellar evolution
models with masses between 0.6 and 120 M� and metallicities Z = 0.0004 to 0.05 fit by
Raiteri et al. (1996). The lifetime of stars is a strong function of initial stellar mass, and
only weakly dependent on stellar metallicity.
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mass is ejected in the final time step of a star’s lifetime.

The mass of species, j, that is ejected during a time interval (t, t +�t) by an SSP with

total initial mass, m⇤,0, and metallicity, Z, that was created at time t⇤ < t, is given by

�m⇤,j = m⇤,j(t)�m⇤,j(t+�t) (3.13)

= m⇤,0

Z MZ (t�t⇤)

MZ (t�t⇤+�t)

dN

dM
mej,j(M,Z) dM, (3.14)

where MZ(⌧) is the inverse of the lifetime function ⌧Z(M), and mej,j(M,Z) is the mass

ejected of species j by a single star. The functions ⌧Z(M) and mej,j(M,Z) need to be taken

from stellar evolution and nucleosynthesis calculations provided in the literature.

The ejected mass of element j can be written as the sum of three components. The first

is the mass that would have been ejected without nucleosynthetic processing. The second

tracks the newly produced elements, and the third represents the newly destroyed elements,

mj,ej(M) = [�jYtot(M)]sim + Yj(M)

�[�jYtot(M)]table, (3.15)

where �jYtot is the initial fraction of mass of element j as tracked by the simulation, and

Yj is the yield of element j from a star of mass M, according to published tables. Negative

values for mj,ej , summed over all stellar populations, are set to zero to avoid unphysical

negative total abundances.
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3.5 Type Ia Supernovae Rates

Type Ia supernovae contribute substantially to the nucleosynthetic history of galaxies. They

contribute approximately 50% of all iron, and substantial amounts of other elements (Hille-

brandt & Niemeyer, 2000). As opposed to Type II supernovae, whose rates closely track the

star formation rates in galaxies over a wide range of redshifts, the observed rates of SNIa are

much more di�cult to understand, since they substantially lag star formation (Kobayashi

& Nomoto, 2009). The Supernova Legacy Survey (SNLS) studied ⇠500 spectroscopically

confirmed Type Ia Supernovae, and provided measurements of rates and placed constraints

on the physical nature of their progenitor systems over five years. Results from the first three

years of this survey place the SNIa rate at approximately 1% of the white dwarf formation

rate, with a time delay distribution proportional to t�0.5±0.2 for a wide range of populations

(Pritchet et al., 2008). Neill et al. (2007) show a SNIa rate of,

RIa(z = 0.5)

10�4yr�1
⇣
h�1
70 Mpc

⌘3 = 0.42± 0.6+0.13
�0.09. (3.16)

Sullivan et al. (2006)found rates with respect to the host galaxy star formation rate and

total mass as the sum of:

R(SNIa) = 5.3±�1.1⇥ 10�14yr�1M�1
� (3.17)

R(SNIa) = 3.9± 0.7⇥ 10�4yr�1SFR�1. (3.18)

One can attempt to model scenarios that would lead to these observed rates, based on

various formation mechanisms. Assuming Type Ia supernova progenitors are C-O white
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dwarfs that accrete mass from binary companions, the number of SNIa events within an SSP

during a given time interval is calculated based on the binary fraction, IMF, lifetime of the

secondary star, and the total mass of the binary system, as followed by Matteucci & Recchi

(2001). This number is

NSNIa =

Z mi�1

mi

�̃(M2)dM2, (3.19)

where mi and mi�1 are the masses of the stars that end their lifetimes at the end and

beginning of the time step, respectively, M2 is the mass of the secondary, and �̃ represents

the IMF of the secondary, including the distribution function its mass relative to the total

mass of the binary system. The secondary object’s IMF is described as

�̃(M2) = Ms A

Z Msup

Minf

✓
M2

Mb

◆2

M�2.7
b dMb (3.20)

Minf = max(2M2, 3M�) (3.21)

Msup = M2 + 8M�, (3.22)

where Ms is the star particle mass, Mb is the total binary mass, and A is tuned to set the

binary fraction. The minimum mass of the binary system is assumed to be 3 M� to ensure

that the WD and its companion are su�ciently massive to allow the C-O WD with the

minimum possible mass, 0.5 M�, to reach the Chandrasekhar mass after accretion. The

smallest possible secondary mass is 0.8 M�. The range from largest to smallest binary mass

gives a timescale ranging from 3⇥ 107 yr to the current age of the universe:
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RIa = b

Z mp,u

max[mp,`,mt]

1

m
�(m) dm ⇥

Z md,u

max[md,`,mt]

1

m
 (t� ⌧m)�d(m) dm. (3.23)

With a goal of matching the observed rates and reproducing the [(↵,Mn,Zn) /Fe]-[Fe/H]

relations in the solar neighborhood, Kobayashi & Nomoto (2009) produced a metallicity-

dependent SNIa rate model based on the same formalism as Matteucci & Recchi (2001).

Metallicity dependencies arise from the WD wind and mass-stripping e↵ect on the binary

companion star. These rates, plotted as a function of mass and SNIa lifetime, are shown in

Figure 3.3, with the 0.1 Z� rates plotted in each panel for reference.
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Figure 3.3: The lifetimes of SNIa are determined by the mass of the main sequence or giant
companion to the C-O white dwarf. Here, Type Ia supernovae rates are shown as a function
of the mass of the secondary star and its lifetime, plotted for various metallicities. The
Z=0.1 Z� models is shown as a gray line in each panel for reference.
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Chapter 4

Analysis of a Simple Stellar

Population

The fundamental unit of stellar modeling within a cosmological simulation of galaxy

formation is the star particle, which is meant to model a simple stellar population (SSP);

a sample of stars of a single metallicity, IMF, and creation time. These star particles are

created at a variety of metallicities and redshifts, and enrich the ISM with metals, creating

the environment for future generations of star particles. Given the fundamental nature of the

SSPs modeled with star particles, it is worthwhile to understand the limits of what properties

of stellar populations can be constrained when using the outputs of modern astronomical

observations and stellar-evolution calculations. In this section, we examine the e↵ects that

uncertainties in the observed IMF and simulated stellar nucleosynthetic yields have on our

ability to model the outputs of SSP.

4.1 Simple Stellar Population Example

We have decided to model SSP composed of gas at solar metallicity. The actual total mass is

immaterial, because the numbers are all scaled as a fraction of the total SSP mass. We chose

to either vary the IMF or the yields. In all cases, the minimum and maximum stellar masses
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in the IMF are 0.08 M� and 260 M�; the overall normalization of each IMF is calculated

under this assumption.

We determine stellar yields as a function of stellar age using the lifetime-initial mass

relation(see Section 3.3). Figure 4.1 shows the carbon yields of Karakas (2010), Siess (2007),

Kobayashi et al. (2006), and Iwamoto et al. (1999), each representing a di↵erent portion

of the IMF, converted to total ejected mass, plotted as a function of stellar age for several

choices of IMF. From these, we notice several important features. First, there is a jagged

discontinuity at approximately 107 years, which highlights the transition between AGB yields

and SNII yields and the complicated sAGB stellar mass range. Next, there is a dotted line

to represent yields of SNIa. Since ejecta are released according to the time delay functions

derived in Section 3.5, rather than according to stellar age, the SNIa yields are recorded

separately on this plot. The total amount of ejected carbon is therefore the sum of this

dotted line with each of the solid lines.

The enrichment history for this SSP is shown in Figure 4.2, where the ejecta are integrated

throughout the lifetime of the population. This same exercise has been repeated for each

of the 12 selected elements for various metallicities (see Figure 4.3). Additionally, figure 4.4

shows the evolution of [Fe/H] as a function of stellar population age. Each supernovae event

adds 1051 erg of energy to the ISM. While the mass and metallicity feedback from AGB stars

is substantial, energy feedback is negligible, since the winds from these stars are typically

under 100 km s �1. The energy released by an SSP is shown in Figure 4.5, as a function

of the age of the stellar population. The change in energy released from one time step to

the next is shown in figure 4.6, plotted separately for AGB stars, and SNII for each set of

available yields weighted by 5 IMFs.
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Figure 4.1: Stellar yield of carbon, as a function of time since stellar formation, for various
IMFs. The dotted line shows the yield from SNIa, which should be summed with yields from
AGB stars and SNII. Vertical lines are drawn at 12, 8, and 6 M�.
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Figure 4.2: Time-integrated total mass returned to the ISM by a simple stellar population,
Z = 0.02 = Z�, as a function of its age. The feedback model includes mass returned from
AGB stars, SNe Ia, SNeII, and the winds from their progenitors assuming two initial mass
functions. Stellar yields are obtained from Karakas (2010), Siess (2007), Kobayashi et al.
(2006), and Iwamoto et al. (1999).
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Figure 4.3: Time-integrated total mass returned to the ISM by a simple stellar population,
Z = 0.004 = 0.2 Z�, as a function of its age. The feedback model includes mass returned
from AGB stars, SNe Ia, SNeII, and the winds from their progenitors assuming two initial
mass functions. Stellar yields are obtained from Karakas (2010), Siess (2007), Kobayashi
et al. (2006), and Iwamoto et al. (1999).
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Figure 4.4: Metallicity, [Fe/H] as a function of stellar population age for three IMFs.
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4.1.1 Milky Way and Dwarf Galaxy Models

We have developed an isolated galaxy model with constant star formation with e�ciency

✏=0.04, mass outflow from supernovae, and an exponentially decreasing primordial gas infall

rate, ⌧=12 Gyr. This infall rate matches that of the MW halo. Our model allows for choice

of an IMF and initial values of [X/Fe] (typically set to primordial abundances). With this,

we compare star formation histories and chemical abundance trends of the Milky Way halo

from the SEGUE dataset of 17,000 nearby stars (Yanny et al., 2009) and the numerous metal

poor star

Furthermore, we have developed a model to include observed star formation rates of the

local dwarf galaxy population. Orban et al. (2008) as shown in Figure 4.9. The dwarf galaxy

model assumes a chemically homogenous stellar population with gas infall and outflow.

4.2 Variation in the Initial Mass Function

In a fully cosmological simulation, many generations of star particles form according to the

chosen IMF. This mass distribution governs the proportions of high- to low-mass stars, and

the ratios of elemental abundances, leading to an overall trend in galactic chemical properties.

If we are to create a valid feedback model, it is essential to understand how variations in

this selected IMF imprints onto the chemical patterns of stellar populations.

Each IMF, with the exception of the entirely log-normal form, represents an empirical

fit to observations of main-sequence stars in the solar neighborhood. Whether the mass

distribution of stars is universal, or varies with time or environment, is an open question;

however, evidence suggests uniformity. Kroupa (2002) found that the IMF holds over a wide

range of masses, from brown dwarfs to massive stars, present-day formation in molecular
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Figure 4.6: The time derivative of energy feedback from an SSP over the lifetime of the
stellar population from AGB stars, SNIa, and SNII. The top row shows the energy feedback
calculated from the AGB and SNIa yields of Karakas (2010), Marigo (2001), van den Hoek
& Groenewegen (1997) and Iwamoto et al. (1999). while the bottom row shows the SNII
feedback calculated from the yields of Kobayashi et al. (2006), Portinari et al. (1998) and
Rauscher et al. (2002). Each color corresponds to a di↵erent IMF.
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Figure 4.7: (top) [Fe/H]-[C/Fe] distribution and (bottom) [Fe/H]-[Mg/Fe] distribution for
our simple stellar population model (red lines) compared with SEGUE dataset (blue circles)
of nearly 17,000 nearby stars (Yanny et al., 2009). The SSP model assumes a Kroupa
IMF, constant star formation with e�ciency, ✏=0.04, mass outflow from supernovae, and
exponentially decreasing primordial gas infall rate, ⌧=12 Gyr. The red line represents [X/Fe]
calculated at the end of 14 Gyr for stellar particles with initial [Fe/H] ranging from -5 to -1.
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Figure 4.8: The [X/Fe] distribution for our simple stellar population model compared with
metal poor stars in the MW halo and dwarf galaxies as collected by Frebel (2010) and
references therein. The SSP model assumes a Salpeter IMF, Kroupa IMF, Scalo IMF, or
Tinsley IMF (black, green, red, magenta respectively) with constant star formation (e�-
ciency, ✏=0.04), mass outflow from supernovae, and exponentially decreasing primordial gas
infall rate, ⌧=12 Gyr. The red line represents [X/Fe] calculated at the end of 14 Gyr for
stellar particles with initial [Fe/H] ranging from -5 to -1. A blue horizontal line denotes a
lower limit for neutron capture abundances from the SSP model.
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Figure 4.9: Star formation history of known satellite galaxies of MW within 1 h�1 Mpc of
the host as parameterized by Orban et al. (2008).
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clouds, dense formation in giant clouds, and throughout the most metal-poor Galactic halo

stars. A simple test of the ubiquity of the IMF would be to search for systematic abundance

variations amongst stellar populations. First and foremost, we need to recognize the influence

an IMF has on the chemical history of a population. The currently considered IMFs vary

most clearly at the low stellar mass end, where observations are lacking. The Salpeter (1955)

and Scalo (1986) functions are steep below 2 M�, where metals become locked up in stars.

The Scalo (1998) and Chabrier (2003) functions put more emphasis on intermediate-mass

stars, which are the primary producers of carbon. Using only the empirical IMFs and several

stellar-nucleosynthesis calculations, one can examine how large an e↵ect IMF variation can

have on the nucleosynthetic output of stellar populations as they age.

4.2.1 Varying the Characteristic Mass

The Galactic stellar IMF is usually fit by a power law at high mass (M > 1 M�), with

a rollover at low mass. The peak in the Galactic IMF is at ⇠ 0.3 M�. We can think of

this as a characteristic mass for star formation, Mc. Globular clusters and the Milky Way

bulge have about the same mass range in the IMF plateau as local clusters. Since this

same characteristic mass occurs for low-density and low-pressure regions, as well as for high-

density and high-pressure regions, there must be some physical mechanisms whose interplay

results in a constant characteristic mass (Elmegreen, 2009; Bastian et al., 2010).

The characteristic mass of the IMF may evolve at higher redshifts. Tumlinson (2006)

and Tumlinson (2008) explore the implications of the thermal history of our universe on this

characteristic mass. In the early cooling phase of collapse the temperature density relation

can be expressed with a simple power-law dependence, ⇢ = 10�18(4.4K/T )3.7g cm�3. The

CMB temperature can be written as an explicit function of redshift, T = 2.73K(1 + z).
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These two relations create, in e↵ect, a floor limiting the minimum size of stars as a function

of redshift in the early universe.

Several observations o↵er evidence for higher values of mc. For example, Getman et al.

(2007) has asserted that triggered star formation in globular clusters indicated preferential

triggering by massive stars. van Dokkum (2008) found that early-type galaxies in the redshift

range 0.02 < z < 0.83 exhibit a flat IMF at 1M�, and may be redshift dependent. Narayanan

& Davé (2012) suggested Mc = 0.5(1 + z)3, with Ṁ = 0.5(1 + z)3�0.75z M�. Komiya

et al. (2007) consider the IMF of the most extreme metal-poor stars, which agrees with

observations only when Mc ⇠ 5M�. Our treatment of redshift-dependent IMFs will be

discussed in Section 4.3.

If the characteristic or average mass of stars is variable in time, we can explore the

implications of shifting the value of mc and the transition between the power-law and log-

normal segments of the Chabrier IMF, as presented in Section 3.2. This exercise is illustrated

in Figure 4.11, using the IMFs shown in Figure 4.10. We have focused on the low-mass regime

up to the middle of the AGB mass range. As expected, shifting this characteristic mass to

higher masses results in higher stellar yields from the numerous low-mass stars. Although

more ejecta are released into the ISM from these stars, this enrichment is delayed further,

as the stars are long lived.

Adjusting the IMF such that the characteristic mass is shifted to higher values (from

mc=0.079 to mc=2.0), we see the delayed onset of significant chemical enrichment as well as

significantly more feedback, as much as 0.5 dex, at each SSP age for the AGB population.

Chemical enrichment from the SNII population is simply shifted to higher stellar mass at

each SSP age. The e↵ect of varying the characteristic mass is most clearly seen in the ratios

of elements. Figure 4.15 shows the history of [C/Fe], [N/Fe], [O/Fe], and [Mg/Fe] for two
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Figure 4.10: The characteristic mass, mc, and mass cut, mcut, between the log-normal and
power- law function of the Chabrier IMF is varied, while keeping the overall normalization of
the IMF constant. We explore the implications of varying these values on the IMF-weighted
yields of AGB stars.
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Figure 4.11: The first panel displays IMF forms of Figure 4.10 in the mass range of AGB
stars. All IMFs are normalized to 1 M� in the range 0.08 to 260 M�, except for the green
lines, which have a lower mass limit of 1 M�. When the AGB stellar yields of Karakas
(2010) are weighted with each IMF, we see variation in stellar ejecta up to 0.5 dex.
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Figure 4.12: The first panel displays IMF forms of Figure 4.10 in the mass range of AGB
stars. All IMFs are normalized to 1 M� in the range 0.08 to 260 M�, except for the green
lines, which have a lower mass limit of 1 M�. When the cumulative AGB stellar yields of
Karakas (2010) are weighted with each IMF, we see significant variations in the chemical
history. See Figure 4.11 for the legend.
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Figure 4.13: The first panel displays IMF forms of Figure 4.10 in the mass range of SNII.
All IMFs are normalized to 1 M� in the range 0.08 to 260 M�, except for green lines, which
have a lower mass limit of 1 M�. When the SNII stellar yields of Rauscher et al. (2002) are
weighted with each IMF, we see variation in stellar ejecta up to 1.0 dex. See Figure 4.11 for
the legend.
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Figure 4.14: The first panel displays IMF forms of Figure 4.10 in the mass range of SNII.
All IMFs are normalized to 1 M� in the range 0.08 to 260 M�, except for the green lines,
which have a lower mass limit of 1 M�. When the SNII stellar yields of Rauscher et al.
(2002) are weighted with each IMF, we see significant variations in the chemical history. See
Figure 4.11 for the legend.
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distinct IMFs. The “local” IMF is the Chabrier IMF with the low characteristic mass of

0.079 M�, while the “high-mass” IMF has a characteristic mass of 2.0 M�. Over the history

of the SSP, the high-mass IMF produces more C, N, O, and Mg with respect to Fe than the

low-mass IMF SSP.

4.2.2 Varying the Stellar Yields

Each panel in Figure 4.16 shows a side-by-side comparison of the IMF-weighted yields of

carbon from two sources of AGB yields. The first two panels show one yield source for all

5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a single IMF

choice. The shaded region denotes the spread of the ejected mass of the corresponding yield

source due to the IMF choice. The ejected mass includes the mass of element that is not

processed, in addition to that which is newly created. Each panel in Figure 4.17 shows the

same comparison for a set of three SNII yield sets. This exercise has been repeated for each

element in our set with available yields. Please see Appendix A for the full set of figures. If

the spread due to the IMF choice is larger than the spread between the two yield sources,

we may be able to discern between IMFs from observations. If the yield source spread is

larger than the IMF spread, yield uncertainties make it impossible to extract the formation

environment from observations. This is the case for carbon, the most poorly constrained

of the chemical yields from stellar-nucleosynthetic calculations. In contrast, nitrogen (see

Figure 4.18) is well understood and can be used as a tracer of the IMF in stellar populations.
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Figure 4.15: The history of [C/Fe], [N/Fe], [O/Fe], and [Mg/Fe] for two distinct IMFs.
The “local” IMF is the Chabrier IMF with the low characteristic mass of 0.079 M�, while
the“high-mass” IMF has a characteristic mass of 2.0 M�.
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Figure 4.16: Each frame shows a side-by-side comparison of IMF-weighted Carbon yields
from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield source
for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a single
IMF choice. The shaded region denotes the spread of ejected mass of the corresponding
yield source due to IMF choice. If the spread due to IMF choice is larger than the spread
between two yield sources, we may be able to discern between IMFs from observations. If
the yield source spread is larger than the IMF spread, yield uncertainties make it impossible
to extract the formation environment from observations. See Section 3.2 for the functional
forms.
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Figure 4.17: Same as Figure 4.16, but for the SNII yields of Kobayashi et al. (2006), Portinari
et al. (1998), and Rauscher et al. (2002)

76



Figure 4.18: Each frame shows a side-by-side comparison of IMF-weighted Nitrogen yields
from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield source
for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a single
IMF choice. The shaded region denotes the spread of ejected mass of the corresponding
yield source due to IMF choice. If the spread due to IMF choice is larger than the spread
between two yield sources, we may be able to discern between IMFs from observations. If
the yield source spread is larger than the IMF spread, yield uncertainties make it impossible
to extract the formation environment from observations. See Section 3.2 for the functional
forms.
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Figure 4.19: Same as Figure 4.16, but for the SNII Nitrogen yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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4.3 Implications for Numerical Models

We have provided a critical examination of publicly-available nucleosynthetic yield data from

stellar evolution and nucleosynthesis simulations, spanning a wide range of stellar masses

and metallicities, and by di↵erent authors. Our ultimate goal is to model GCE in the broad

scope of cosmological hydrodynamical simulations, which means that we must synthesize

these yield sets into a coherent model for chemical feedback. No single study covers all stars

from brown dwarfs to the most massive giants, or all metallicities from the extremely metal-

poor to the metal-rich case, but one can attempt to combine datasets to obtain maximal

coverage of the parameter space of interest. The approximations made as a part of this

process can lead to substantial uncertainties, and reduce the reliability of GCE models as

predictors of stellar abundance patterns in the Galaxy.

An optimal set of stellar yields would be computed with the same input physics for a wide

range of initial masses spanning ⇠ 0.08 to 260 M�, and would cover initial metal content

from zero to a few times solar. This set should take into account all significant processes,

which would a↵ect the surface composition of stars during the entire stellar lifetime, such as

hot bottom burning, formation of the 13C pocket, rotational mixing, mass-loss rates, nuclear

reaction rates, and SNe processes. As such a set of models may not be practical, given the

specialized nature of most stellar evolution codes, we can drive down systematic uncertainties

by understanding the e↵ect that insu�cient data has on the resulting GCE models.

4.3.1 E↵ects of Coarse Mass Grids

Within a given published set of yields, it is reasonable to interpolate between masses. How-

ever, problems arise when patching together yields of entirely di↵erent stellar mechanisms.
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The gap between intermediate-mass and high-mass stars, roughly 8 to 11 M� or 6 to 13

M�, is particularly troublesome, due to the uncertain nature of sAGB stars. Taking the

IMF into consideration, these stars are responsible for ⇠ 30% of He-production. On the

high-mass end, many yield sets terminate after 40 M�, while a complete sampling of the

IMF requires extrapolation up to 260 M�. Figure 4.20 demonstrates the problem which

arises from coarsely gridded yield data.

The yields input to cosmological simulations are interpolated within the individual sets

of AGB yields, SNII yields, and SNIa yields. We can degrade the data by removing half of

all available yields (equally split between each major stellar component) and calculate the

fractional change in the overall ejected mass of a specific element;
⇣
Mfull

ej �Mhalf
ej

⌘
/Mfull

ej .

This exercise is illustrated in Figure 4.22. A negative change means a net over-production of

the element due to smoothing over the degraded data, while a positive change means a net

under-production of the element. We see, with each of carbon, nitrogen, and oxygen, over-

and under-productions up to 5% due to this simple exercise. It is unknown how much our

calculations of chemical enrichment history will improve with additional data points, since

we can only remove rather than create inputs.

4.3.2 E↵ects of Coarse Metallicity Grids

Models used to compute yields implicitly assume relative abundances for heavy elements

are initially solar. A full treatment would calculate yields tabulated in a space with dimen-

sionality equal to the number of elements. Practical considerations require a discrete set of

initial stellar abundances, typically characterized by an overall metal fraction or metallicity.

In this work, as is commonly done, we consider only published yields for a subset of initial

stellar metallicities. We set the solar value to Z=0.02, sub-solar to Z=0.004 (0.2 Z�), and
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Figure 4.20: An illustration of the problem of coarse mass grids with Nitrogen yield data.
When elements are only ejected at specific intervals (e.g., when a 10 M� star dies, then when
a 15 M� star dies), there are regions in time where mass should be ejected, but is ignored.
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Figure 4.21: An illustration of the problem of coarse mass grids with Carbon yield data.
When elements are only ejected at specific intervals (e.g., when a 10 M� star dies, then
when a 15 M� star dies), there are regions in time where mass should be ejected, but is
ignored.
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Figure 4.22: The top panel shows the integrated chemical history of carbon, nitrogen, and
oxygen over the course of a simple stellar population lifetime. The solid red line shows the
chemical history using the full set of available yields forAGB, SNII, and SNIa stars while
the blue dashed line is the same calculation performed with the yield data degraded by
50 percent. The bottom panel shows the fractional change between the two calculations.
A negative change means a net over-production of the element due to smoothing over the
degraded data, while a positive change means a net under-production of the element.
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super-solar to Z=0.05 (4 Z�). While higher and lower metallicity yields are available from

some groups, these values were the only ones consistent across the entire range of stellar

nucleosynthetic sites.

For most nuclides, the yields computed for massive stars of solar metallicity by di↵erent

authors are in agreement, within a factor of two. The discrepancies among di↵erent groups

are more severe towards lower metallicities, not only for secondary elements (as expected),

but also for some primary elements whose nucleosynthesis depends on earlier stellar evo-

lutionary processes such as mass loss and mixing. In addition, it has been suggested that

the explosion energy of core collapse supernovae is a function of metallicity (Nomoto et al.,

2006). A lack of nucleosynthetic yield sets with su�ciently large metallicity ranges or non-

scaled-solar initial values precludes the possibility of exploring this further at present.
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Chapter 5

Post-Processing Cosmological

Simulations with Chemical Evolution

Models

Our model of galactic chemical evolution has been used to post-process data from the

Enzo simulation run by Wise et al. (2012). The purpose of the calculation was to study the

formation of the first metal-enriched galaxies. We have chosen to post-process these simu-

lations to explore in greater detail the nucleosynthetic evolution of the stellar populations

and interstellar/intergalactic medium, and to compare directly to the chemical abundances

of the Milky Way stellar halo and dwarf spheroidal galaxy stellar populations.

5.1 Simulation Setup

The simulation modeled a comoving volume of 1 Mpc/h with a root grid of 2563 cells. The

same number of dark matter particles were used, resulting in a particle mass of 1840 M�

and ensuring that the smallest halos of interest (so called “mini halos”) are resolved by at

least 100 dark matter particles. The simulation was initialized at z = 130 with cosmological

parameters from the seven year Wilkinson Microwave Anisotropy Probe (WMAP7); ⌦M=

85



0.266, ⌦⇤= 0.734, ⌦b= 0.0449, h = 0.71, �8 = 0.81, and n = 0.963 (Komatsu et al., 2011).

The simulation was stopped at z = 7 to prevent large scale modes from entering the nonlinear

growth regime.

Star formation was tracked independently for both metal enriched, Pop II, and primordial,

Pop III, stars which were distinguished by metallicity alone where Pop II stars were formed

from gas with [Z/H] > -4. Pop II star formation proceeded according to the prescription set

by Wise & Cen (2009) where each star particle represents a single star. In this model, a star

particle forms when a cell has all of the following has been met:

1. An overdensity of 5⇥ 105 (⇠ 103 cm�3 at z = 10),

2. A converging gas flow (r · vgas < 0), and

3. A molecular hydrogen fraction fH2 > 5⇥ 10�4.

If multiple cells meet the star particle formation criteria within 1 pc, only one Pop III star

particle with the center of mass of these flagged cells is formed to ensure that one massive star

is created per metal-free molecular cloud. Stellar mass is determined by randomly sampling

from an IMF with a functional form of

f(logM)dM = M�1.3 exp

"
�
✓
Mchar

M

◆1.6
#
dM. (5.1)

After the star particle forms and its mass is randomly sampled from the IMF, an equal

amount of gas is removed from the computational grid in a sphere that contains twice the

stellar mass and is centered on the star particle. The star particle acquires the mass-weighted

velocity of the gas contained in this sphere.

Pop II star formation also follows Wise & Cen (2009) without condition 3 (described
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above). Unlike Pop III stars where a star particle represents a single star, Pop II star particles

represent a stellar ensemble with stellar masses distributed according to an assumed IMF.

Once a star particle is formed, the sphere surrounding it is given a uniform density and

temperature to approximate the conditions of an HII region. Any potential stars within 10

pc of each other are merged as with the Pop III stars. They set the minimum mass of a star

particle to m?,min = 1000 M�. If the initial mass does not exceed m?,min, the star particle

does not provide any feedback and continues to accrete until it reaches m?,min. Typical

halos from this simulation are shown in Figure 5.2. The first row shows gas temperature for

a halo with intense star formation (top) and low star formation (bottom). Subsequent rows

show gas density and metallicity. The measured global star formation rate for both Pop II

and Pop III stars is shown in Figure 5.1. The Pop III rates are nearly constant at a rate

of 5 ⇥ 10�5 M� yr�1 Mpc�3 after 350 Myr while formation of Pop II stars continues to

increase exponentially.

5.2 Chemical Enrichment

Four chemical species are tracked in this model: hydrogen, carbon, magnesium, and iron.

[Fe/H] is a standard metric of metallicity, while magnesium is the most easily observed of the

alpha elements, and provides a relatively reliable tracer of the entire family of alpha elements.

The recent characterization of a class of carbon-enhanced metal poor (CEMP) stars (Carollo

et al., 2012) makes carbon an element of particular interest in studying galactic chemical

evolution.

The fundamental assumption made in the chemical enrichment from Population III stars

is that they end their lives as Type II SNe (SNII). In an e↵ort to remain agnostic about the
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Figure 5.1: The global star formation rate of Pop II (blue, solid) and Pop III (red, dashed)
stars in the Enzo simulation.
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Figure 5.2: Temperature for a halo with intense star formation (top) and low star formation
(bottom) at z⇡7.
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Figure 5.3: Density for a halo with intense star formation (top) and low star formation
(bottom) at z⇡7.
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Figure 5.4: Metallicity for a halo with intense star formation (top) and low star formation
(bottom) at z⇡7.
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Pop III initial mass function (IMF) while still allowing for variability in initial stellar mass,

the mass of each primordial star that is formed is randomly selected with equal probability

from all masses 30 - 100 M� for which there are available yields. Each star returns a mass

of gas and metals to the interstellar medium (ISM) equal to the selected yields multiplied by

a multiplicity factor (taken in this work to be 1.2). Material is further ejected from the halo

to the intergalactic medium (IGM) following the model of Tumlinson (2006), with the full

details of the halo ejection model given in Section 5.3. Ejection of material from the halo as

a result of SNe is not limited to only SN products, but they are ejected preferentially. After

a Pop III star is formed, the delay time is determined, and this halo will not be capable of

forming chemically enriched stars until that time has passed. It will be possible for it to

form stars if it merges with a halo that is already forming chemically enriched stars.

When a chemically enriched halo has passed the delay time following Pop III star forma-

tion it begins to form stars at every integration step. 100 such steps are used to traverse each

simulation data output (we note that the final result is insensitive to the choice of number of

integration steps). At every timestep a mass of stars is formed at a rate proportional to the

mass of gas available in the halo, and the reservoir of halo gas is decremented by the mass

of stars that is formed. The mass of metals in the ISM is decremented proportionally as

well. The stars that are formed have the metallicity of the ISM gas at the time of formation.

This is used to determine which metallicity dependent feedback table will be used to return

material from the stellar population to the ISM and to eject material to the IGM.

The stellar population in each halo is distributed into 100 age bins to allow for time-

dependent chemical and kinetic feedback. As star formation is taken to be continuous in

chemically enriched halos, this gives a much better representation of the chemical enrichment

history. At each integration timestep, the stellar population first ejects metals and gas to
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the ISM. The ejection data is in the units of solar masses of material per solar mass of stars

per year. The stellar mass in each age bin returns material according the feedback data for

a simple stellar population of that age, multiplied by the integration timestep. This is done

for every stellar age bin at each integration timestep, and the stellar mass in each age bin

is decremented by the mass of material ejected from it. An identical mechanism is used to

the determine the number of SNe that occur in the halo during each timestep, again using

data dependent on the age and metallicity of the stellar population. The SNe rate data is

given in units of SNe per solar mass of stars per year, and the total in the halo is taken to

be the sum of the products of the stellar mass in each age bin with the integration timestep.

The SNII rates as a function of stellar population age are determined by convolving the IMF

mass distribution for stars of mass 12 - 100 M� with their associated lifetimes from the

Raiteri stellar age formula (see Section 3.3). After material has been ejected from the stellar

population to the ISM, the number of SNe that was determined to occur in this timestep

is used to eject material from the halo to the IGM. This again preferentially ejects SNe

products and follows the prescription outlined in Section 5.3. Once a simulation output has

been fully traversed in time, halo mergers are tracked and the ISM gas mass, ISM metal

species masses, stellar metal species masses, and age distribution of the stellar mass in each

halo is inherited by the child halos in proportion to the fraction of the parent halo mass that

the child halo inherited.

5.3 Halo Supernova Ejection

The prescription for ejection of material via supernovae (SNe) from a halo to the inter-

galactic medium (IGM) is based on several quantities: the number of SNe that occurred; the
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mass of gas ejected to the interstellar medium (ISM) by SNe, MISM
gas ; the mass of species gas

Z ejected to the ISM by SNe, MISM
Z ; and the physical parameters of the halo, specifically

the mass, Mhalo, and radius, rhalo. The first step of this process is to determine the mass

of gas ejected from the halo to the IGM as a result of SNe, MIGM . This is accomplished

following Tumlinson (2006), by comparing the energy imparted to the halo gas by all the

SNe that went o↵ during the current timestep to the kinetic energy of gas moving at the

halo escape velocity, vesc,

ESN = Ewind =
1

2
MIGM

gas v2esc. (5.2)

Solving equation 5.2 for MIGM
gas and using the definition that the escape velocity is twice

the circular orbital velocity allows for the calculation of the MIGM
gas in terms of the SNe

energetics and the halo physical properties.

MIGM
gas =

2ESN

v2esc
(5.3)

vcirc = vesc/2 =

s
GMhalo

rhalo
(5.4)

Combining these two equations gives MIGM
gas as,

MIGM
gas =

ESN rhalo
2GMhalo

. (5.5)

The energy imparted to the wind by SNe can be parameterized as,

ESN = NSN ✏SNE51 (5.6)

where NSN is the number of SNe that occurred during the current timestep, ✏SN is the
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e�ciency with which the SNe energy is converted to the kinetic energy of the gas (taken to

be 0.15%, as in Tumlinson (2006)), and E51 is the energy of a single SN in units of 1051 erg.

Using this parameterization along with equation 5.5 allows for the calculation of MIGM
gas in

M� as,

MIGM
gas = 3.896⇥ 108

NSN ✏SNE51rhalo
GMhalo

, (5.7)

where Mhalo is in units of M�, rhalo is in Mpc, and G is in cgs units.

Once MIGM
gas has been determined, the mass of species Z in the ISM, MZ , is updated

in one of two ways depending on whether MIGM
gas is greater or less than MISM

gas . if MIGM
gas

is greater than MISM
gas , all material ejected by the SNe is taken to have been ejected from

the halo. The di↵erence of MIGM
gas and MISM

gas is then compared to the total gas mass in

the halo, Mgas. The gas and metals in the halo are taken to be perfectly mixed, and MZ is

reduced in proportion to the ratio of ejected gas not originated in SNe to the total mass of

gas in the halo. Specifically, MZ is multiplied by the factor,

Mupdated
Z = MZ

 
1�

MIGM
gas �MISM

gas

Mgas

!
. (5.8)

In the second case, if MIGM
gas is less than MISM

gas , it is assumed that some of the SNe

products remain in the halo and enrich the ISM. MISM
Z is decremented in proportion to

MIGM
gas /MISM

gas with the reduced MISM
Z added to MZ . Specifically, MZ is increased by,

Mupdated
Z = MZ +MISM

Z

 
1�

MIGM
gas

MISM
gas

!
. (5.9)
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5.3.1 Results

Figure 5.5 shows the distribution of stellar mass in [Fe/H]-[Mg/Fe] space for a fiducial model

using a Salpeter IMF and SFE= 0.04. The image shows the distribution at z = 10. The

central panel shows the distribution of stellar mass in all of the halos in the simulation at z

= 10. The coloring reflects the amount of stellar mass, normalized to the total stellar mass

in the simulation, at that combination of [Fe/H] and [Mg/Fe]. White regions are regions in

[Fe/H]-[Mg/Fe] space where there is no stellar mass. Gray regions have a very small fraction

of the total stellar mass, with red having and increasingly large fraction of the mass, up to

the most common combination of [Fe/H] and [Mg/Fe], colored in blue. The top and right

panels are histograms of the distribution of stellar mass in [Fe/H] and [Mg/Fe], respectively,

and share their axes and range with the associated axis of the central panel. Taking the

right panel as an example, it can been seen that the most common value of [Mg/Fe] is 0.3,

while the top panel shows that the most common value of [Fe/H] is -2.5. The most common

value in the central panel does not necessarily line up with the most common value in either

of the histograms. The peak of the central panel will show the most common combination of

both [Mg/Fe] and [Fe/H] values, while the histogram will show the most common individual

value. Figure 5.6 is of the same style as Figure 5.5, but the y-axis is now [C/Fe] rather than

[Mg/Fe]. This figure shows the fiducial model: a Salpeter IMF and SFE= 0.04. The [Fe/H]

distribution between the two figures is by definition identical.

A more robust assessment of the model data is to compare the metallicity distribution

of the stellar population in the simulation with observational data. The Sloan Extension

for Galactic Understanding and Exploration (SEGUE) dataset provides spectra of 119,000

stars in the Milky Way halo. A subset of approximately 17,000 nearby stars from SEGUE
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Figure 5.5: [Fe/H]-[Mg/Fe] distribution of the entire stellar mass in all halos in the simulation
at z = 10 for the fiducial model with a Salpeter IMF and SFE=0.04. The central panels
are the mass-weighted stellar distribution in [Fe/H]-[Mg/Fe] space. White regions have no
stellar mass, gray regions have a small, non-zero amount of stellar mass, while red has more
stellar mass, and blue is the most common combination of [Fe/H] and [Mg/Fe]. The top
and right panels show the distribution of the stellar mass in only [Fe/H] (top) and [Mg/Fe]
(right), and share the same axes values as the central panel. SEGUE data is plotted in
grayscale contours over the model prediction.
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Figure 5.6: Same as figure 5.5 but for [C/Fe].
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that includes values of [Fe/H], [C/Fe], and [Mg/Fe] was used as a comparison the metallicity

distribution produced by each variation of parameters in this model. The SEGUE subset

was binned in [Fe/H]-[C/Fe] space and [Fe/H]-[Mg/Fe] space to allow for comparison to the

mass-weighted metallicity distributions in the same parameter spaces utilized in this model.

It bears noting that while mass-weighting was used in analyzing the model data as a crude

proxy for luminosity, it was not possible to use an identical method with the SEGUE subset.

The binning for the SEGUE data was done only by the number of stars in each metallicity

bin. This comparison is thus inexact, but can be used to approximately evaluate the quality

of the metallicity distribution produced by the model by examining the relative overlap of

the two populations.

Comparing the predictions of the model with the SEGUE dataset reflects the various

degrees of success of this model in reproducing the observed metallicity distribution of nearby

Milky Way stars. Figure 5.5 shows a region of the stellar [Fe/H]-[Mg/Fe] distribution from

the fiducial model with the subset of SEGUE stars overplotted in grayscale contours. While

there is disagreement between the predicted and observed distributions, there is significant

overlap. It is also worth noting that the SEGUE dataset in question does not go to as

low of a metallicity as the Wise et al. (2012) simulations probe. Additionally, [Mg/Fe] is

converging to the right value at higher metallicity. This is likely due to our choice of yields

and may change as improved models become available. Variations of the model with di↵erent

IMFs better reproduced the observed metallicity distribution, and are discussed later in this

section.

Figure 5.6 is similar to Figure 5.5, but with the y-axis showing [C/Fe] rather than [Mg/Fe].

The agreement between the model prediction and the [C/Fe] distribution is significantly

worse than the agreement with [Mg/Fe]. This would indicate that there is some problem
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with the way in which we are handling the enrichment of carbon in our models. This could

result from the parameters in the model being insu�cient to model the physical processes

that are important to carbon enrichment, incorrect carbon yields from stellar evolution

models, or incorrect models for SNIa delay time or frequency. Model predictions for the

[Mg/Fe] and [Fe/H] distributions can be made to agree well with the SEGUE observations

through variation of the IMF and SFE, but [C/Fe] cannot be well fit by any combination

of parameters in this model. The disagreement of only [C/Fe] suggests that the predicted

carbon yields are likely the source of this discrepancy.

Using a Kroupa IMF rather than a Salpeter IMF has the e↵ect of broadening the [Mg/Fe]

distribution and shifting the average to slightly lower values, from [Mg/Fe]=0.303 with a

Salpeter IMF to [Mg/Fe]=0.292 with a Kroupa IMF. There is very little change in the

[Fe/H] distribution between these two IMFs. The Kroupa IMF is enhanced in comparison

to the Salpeter IMF in the range of approximately 0.3 M� <M< 7 M� (see Figure 3.1),

providing more stars that are capable for forming a white dwarf (WD) in the timescales of

star formation in this simulation. In addition to being able to produce a WD, the single-

degenerate model used in this work also requires an evolved companion, which necessitates

an intermediate mass star. The double dependence on intermediate mass stars suggests that

the SNIa rate will be very sensitive to the frequency of intermediate mass stars. Figure 5.7

supports this, as the shift in [Mg/Fe] to lower values with a Kroupa IMF as compared to a

Salpeter IMF can be attributed to enhanced iron production from SNIa.

A Chabrier IMF produces an even greater departure from the [Fe/H]-[Mg/Fe] distri-

bution of the Salpeter IMF, extending to lower values of [Mg/Fe] and higher [Fe/H]. The

decrease in [Mg/Fe] can again be attributed to increased SNIa rates arising from an excess

of intermediate mass stars over both the Salpeter and Kroupa IMFs. That the decrease is
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Figure 5.7: [Fe/H]-[Mg/Fe] distribution of the entire stellar mass in all halos in the simulation
at z = 10 for the fiducial model with a Kroupa IMF and SFE=0.04. The central panels are
the mass-weighted stellar distribution in [Fe/H]-[Mg/Fe] space. White regions have no stellar
mass, gray regions have a small, non-zero amount of stellar mass, while red has more stellar
mass, and blue is the most common combination of [Fe/H] and [Mg/Fe]. The top and right
panels show the distribution of the stellar mass in only [Fe/H] (top) and [Mg/Fe] (right),
and share the same axes values as the central panel. SEGUE data is plotted in grayscale
contours over the model prediction.
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Figure 5.8: Same as figure 5.7 but for [C/Fe].
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more pronounced than with a Kroupa IMF reflects that the enhancement of intermediate

mass stars is greater for a Chabrier IMF than for a Kroupa IMF. Iron is produced in greater

relative quantities to both magnesium as hydrogen due to the contribution of SNII from

stars with a zero age main sequence (ZAMS) mass greater than 8 M�. The Chabrier IMF

has a far higher fraction of high mass stars than either the Salpeter of Kroupa IMFs, and as

iron is strongly produced in SNII, increases in the fraction of the stellar population above 8

M� will significantly boost iron production relative to both hydrogen and alpha elements.

The abrupt downturn in the [Fe/H]-[Mg/Fe] distribution at [Fe/H]= -1.25 and [Mg/Fe]= 0.3,

shown in Figure 5.9, is in striking qualitative agreement with the similar observed extension

to lower [Mg/Fe] and higher [Fe/H] that is seen in the SEGUE sample.

The [Fe/H]-[C/Fe] distribution with a Kroupa IMF is shown in Figure 5.8. The Kroupa

[Fe/H] distribution is similarly unchanged in comparison to a Salpeter IMF as in the [Fe/H]-

[Mg/Fe] distribution. The similarity in high mass stars between the two IMFs results in

similar SNII rates, and in turn production of similar ratios of iron to hydrogen. Carbon is

produced in intermediate mass AGB stars. As such, the increase in intermediate mass stars

in the Kroupa IMF increases the fraction of stars that go through an AGB phase, and in

turn increases carbon production relative to iron. This is responsible for pushing the [C/Fe]

distribution with a Kroupa IMF to higher values than those found with a Salpeter IMF.

The [Fe/H]-[C/Fe] distribution that arises with a Chabrier IMF is again elevated in [Fe/H]

compared to the Salpeter IMF as a result of the increases fraction of massive stars that end

their lives in SNII, yielding significant iron enrichment. The intermediate mass stars with a

Chabrier IMF are boosted in comparison to the Salpeter IMF, which in an identical manner

to the Kroupa IMF leads to an increase in [C/Fe] over the [C/Fe] produced with a Salpeter

IMF due to the increased relative yield of carbon from AGB stars. Figures 5.9 and 5.10 show
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Figure 5.9: Same as figure 5.5 but for a Chabrier IMF.

the impact on the [Fe/H]-[Mg/Fe] and [Fe/H]-[C/Fe] distributions.

Comparison between the model predictions of the stellar [Fe/H] distribution and that

observed by SEGUE shows that the Kroupa IMF more accurately reproduces the observe

abundance data than does a Chabrier IMF. While neither IMF perfectly reproduces the

SEGUE data, the Kroupa IMF is peaked at a higher [Fe/H], has a higher mass-weighted

average value, and extends to higher [Fe/H] than the Kroupa IMF. All three of these at-

tributes would independently improve the agreement between the Chabrier IMF generated

[Fe/H] distribution and the SEGUE observations, and taken in aggregate makes a com-
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Figure 5.10: Same as figure 5.9 but for [C/Fe]
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pelling case that the Kroupa IMF more accurately reproduces observed [Fe/H] data than

does the Kroupa IMF. No set of parameters in the model were able to reproduce the observed

[C/Fe] distribution, which we hypothesize is due to issues relating to the modeling of carbon

generation in stellar evolution environments.
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Chapter 6

Summary and Future Work

High-resolution simulations involving formation of the first stars, their HII regions, the

evolution of their resulting supernova remnants, and the mixing of the metal-enriched gas

into the next generation of halos, are required to understand the chemical and dynamical

evolution of our Galaxy and its progenitors. This drives the fundamental requirements of

our chemical evolution model; namely, the ability to model the nucleosynthetic and energetic

feedback from stellar populations of highly variable metallicity, and possibly variable IMF,

over a period of up to 14 billion years. With this in mind, in this dissertation we have

provided a critical examination of available nucleosynthetic stellar yields, and suggest a

minimal set of input parameters to model Galactic Chemical Evolution.

In Chapter , we defined the terms necessary for a comparison of published yield sets,

and discussed the assumptions, input physics and resulting trends for several stellar envi-

ronments; AGB stars, Type II and Type Ia supernovae, and hypernovae. In Chapter , we

provided the necessary details to incorporate yield sets in models of GCE. In Chapter , we

demonstrated a direct application of this model in a simplified form, following the chemical

history of isolated stellar populations.

We have suggested tracing the enrichment history of 12 elements (C, N, O, Mg, Ca,

Ti, Fe, Co, Zn, Ba, Eu, Sr), which represent the important mechanisms for ISM cooling

and nucleosynthetic processes readily observable in nearby stars, and examined the yield
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calculations that include these elements.

Di↵erences in the treatment of convection, mixing, mass loss, nuclear-reaction rates, and

choice of explosion energy and mass cut lead to SNII yields which can di↵er by as much as

an order of magnitude (see Figure 2.2), but are typically within a factor of two.

Yields of AGB stars are widely available, but the models creating these yields include

very di↵erent approximations to important input physics. Modern calculations are time con-

suming, with the inclusion of HBB and partial mixing zones, modeling of numerous thermal

pulses, and treatment of the TDU and 13C pocket. Treatment of mass loss can include metal-

licity e↵ects, and is tuned to match observed luminosity functions. The tumultuous regime

of the sAGB stars is most clearly shown by the lack of nucleosynthetic models published.

We have only shown one study which takes on this substantial computational expenditure

in Section 2.4.3.

While numerous yield sets exist, they tend to omit neutron-capture elements. Uncer-

tain nuclear-reaction rates and the unknown site of the r-process mean we must look to

observational abundance patterns to estimate yields.

The yields of SNIa are similar across many studies. The key to a valid model for GCE is

to incorporate delay times for the release of metals and energy. We have adopted an analytic

model, one commonly used to determine delay times, and that also fits observed SNIa rates.

The ubiquity of the IMF in our Galaxy has been called into question, based on recent

observations of metal-poor stars and newly-formed stars. The suggestion of a time varying

or environment specific IMF could be explored within the parameters of GCE, however, we

have shown that yield di↵erences from one study to another may wash out our ability to

explore implications of such variability.

Chapter describes the implementation of a basic chemical evolution model that allows
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for comparison against a subset of SEGUE data which includes [Fe/H], [C/Fe], and [Mg/Fe]

values (Carollo et al., 2012). Good agreement is found between the [Fe/H]-[Mg/Fe] distribu-

tions of the model and observations. There is poor agreement between the the [C/Fe] values

of the model and observations, though there is qualitative agreement. Presently available

observational data do not enable the degeneracy between carbon production in AGB stars

and SNIa to be broken, though there is hope to be able to do this in the future. Additionally,

the uncertainties in Carbon stellar nucleosynthetic yields currently inhibit our ability to fit

observations.

Despite pitfalls in stellar nucleosynthetic yield coverage, we have developed a feedback

model for use in cosmological hydrodynamical simulations. Future work will utilize Enzo,

an adaptive mesh refinement code (O’Shea et al., 2004; Norman et al., 2007), to trace the

chemodynamical history of Milky Way type halos from the onset of star formation to the

present day with a range of formation histories. The aim of which will be to understand how

merger histories and environments a↵ect the nucleosynthesis of progenitor galaxies and the

Milky Way disk itself. Furthermore, we plan to compare the semi-analytic models to a wider

range of observational datasets including APOGEE (Allende Prieto et al., 2008), PAndAs

(McConnachie et al., 2009), and observations of the Milky Way and Andromeda dwarfs.
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Chapter 7

IMF and Yield Variations
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Figure 7.1: Each frame shows a side-by-side comparison of IMF-weighted Hydrogen yields
from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield source
for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a single
IMF choice. The shaded region denotes the spread of ejected mass of the corresponding
yield source due to IMF choice. If the spread due to IMF choice is larger than the spread
between two yield sources, we may be able to discern between IMFs from observations. If
the yield source spread is larger than the IMF spread, yield uncertainties make it impossible
to extract the formation environment from observations. See Section 3.2 for the functional
forms.
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Figure 7.2: Each frame shows a side-by-side comparison of IMF-weighted Oxygen yields
from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield source
for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a single
IMF choice. The shaded region denotes the spread of ejected mass of the corresponding
yield source due to IMF choice. If the spread due to IMF choice is larger than the spread
between two yield sources, we may be able to discern between IMFs from observations. If
the yield source spread is larger than the IMF spread, yield uncertainties make it impossible
to extract the formation environment from observations. See Section 3.2 for the functional
forms.
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Figure 7.3: Same as Figure 7.1, but for the SNII Hydrogen yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.4: Same as Figure 7.1, but for the SNII Oxygen yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.5: Same as Figure 7.1, but for the SNII Magnesium yields of Kobayashi et al.
(2006), Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.6: Same as Figure 7.1, but for the SNII Calcium yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.7: Same as Figure 7.1, but for the SNII Iron yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.8: Each frame shows a side-by-side comparison of integrated history from Hydrogen
yields from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield
source for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a
single IMF choice. See Section 3.2 for the functional forms.
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Figure 7.9: Each frame shows a side-by-side comparison of integrated history from Carbon
yields from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield
source for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a
single IMF choice. See Section 3.2 for the functional forms.
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Figure 7.10: Each frame shows a side-by-side comparison of integrated history from Nitrogen
yields from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield
source for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a
single IMF choice. See Section 3.2 for the functional forms.
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Figure 7.11: Each frame shows a side-by-side comparison of integrated history from Oxygen
yields from two sources, Karakas (2010) and Marigo (2001). First two panels show one yield
source for all 5 choices of IMF. Rows 2 through 6 show each yield source overplotted for a
single IMF choice. See Section 3.2 for the functional forms.
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Figure 7.12: Same as Figure 7.8, but for the SNII Hydrogen yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.13: Same as Figure 7.1, but for the SNII Carbon yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.14: Same as Figure 7.1, but for the SNII Nitrogen yields of Kobayashi et al. (2006)
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Figure 7.15: Same as Figure 7.1, but for the SNII Oxygen yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.16: Same as Figure 7.1, but for the SNII Magnesium yields of Kobayashi et al.
(2006), Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.17: Same as Figure 7.1, but for the SNII Calcium yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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Figure 7.18: Same as Figure 7.1, but for the SNII Iron yields of Kobayashi et al. (2006),
Portinari et al. (1998), and Rauscher et al. (2002)
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