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Abstract

MOLECULAR DYNAMICS SIMULATION OF THERMAL ENERGY TRANPSORT

ACROSS MATERIAL INTERFACES

By

Tengfei Luo

Both ab-initio and classical molecular dynamics (MD) were used to study

the thermal energy transport phenomena across nano-scele material interfaces.

Thermal equilibration in semiconductor ultra-thin layered superlattices was

simulated by ab-initio MD with density functional theory (DFT). Equilibrium MD

(EMD) and Non-equilibrium MD (NEMD) simulations were performed on Au-SAM

(self-assembly monolayer)-Au junctions with alkanedithiols being the SAM ‘

molecules. The in-plane thermal conductivities were calculated using EMD with

Green-Kubo method. The out-of-plane thermal conductances were calculated in

both EMD and NEMD simulations. Au substrate thickness effect, temperature

effect, simulated normal pressure effect, molecular chain length effect, molecule

coverage effect and molecule-substrate bonding strength effect on thermal

conductivity/conductance were studied. Vibration density of states (VDOS) was

calculated, and the mechanism of thermal energy transport across the material

junctions was analyzed. The calculated thermal conductance at high

temperatures agrees well with available experimental data. The temperature

dependence of thermal conductance has a similar trend to experimental
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observations. SAM molecular coverage was found to be important on the

interfacial thermal conductance. Analysis of the junction response to a heat pulse

showed that the Au-SAM interface resistance was much larger than the substrate

and SAM resistances. The results showed that the Au-SAM interface resistance

dominated thermal energy transport across the junction The DFT ab-initio method

was used to study the bondings of thiols on As-terminated GaAs (001) surfaces.

As-S interactions were simulated by the Morse potential, and the parameters

were fitted to an energy hypersurface obtained from DFT calculations. NEMD

simulations were then performed on GaAs-SAM-GaAs junctions to study thermal

energy transport across thioI-GaAs interfaces. NEMD simulations were also

carried out to study thermal energy transport across different graphene-polymer

interfaces.

The results of this study will be useful for the current molecular electronics ‘

industry in which thermal dissipation is a critical problem to be resolved. It is

concluded that the interfacial resistance is the barrier for thermal transport across

molecule-solid junctions. As a result, methods to facilitate thermal transport

across the interfaces, such as depositing denser SAM, forming stronger

molecule—solid bonds, choosing materials with better vibration coupling, are to be

considered in the emerging technology of the manufacturing of molecular

electronics.
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CHAPTER 1

INTRODUCTION

1 .1 Motivation

"..The first microprocessor only had 22 hundred transistors. We are looking

at something a million times that complex in the next generations—a billion

transistors. \M'iat that gives us in the way of flexibility to design products is

phenomenal."

—Gordon E. Moore



Figure 1.1 Moore's Law [1]
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In 1965, Intel co-founder Gordon Moore saw the future. His prediction, now

popularfy known as Moore's Law, states that the number of transistors on a chip

doubles about every two years. Engineers we astonishingly clever at maintaining

this law. This anticipated trend towards miniaturization of electronic devices has

led to device featu‘es in the nanometer range.

Silicon integration suppliers have been producing 45nm CPUs since 2007 [1]

and 28nm silicon-on—insulator transistors are predicted to reach a gate length of

28 nm by the year 2009 [2]. Together with the trend towards miniaturization, are

the ultra-fast transportation phenomena. The time scales of interest in

nano—engineering ranges from femtoseconds to nanoseconds. In such confined

geometrical and time scales, charge transport and mass transport have been

studied extensively for many years. On the other hand, nanoscele thermal energy

transport, which has great influence on the performance of most miniaturized

systems such as CPU chips and molecular electronics, has not gained as much

attention as other transport phenomena.

In the current electronics industry, one of the major challenges in

high-density Si-based electronics is power dissipation. Thermal management is

slowly emerging as a potential barrier for pushing transistor gate lengths below 50

nm. This is despite the fact that single crystal Si has a room-temperature thermal

conductivity of about 140 Wlm-K, which is much higher than other relevant

semiconductors (SiGe —- 10 WIm-K; GaAs - 50 WIm-K; InP — 70 WIm-K; lnGaAs —



10113

Hews

teas

belie

COM

68p:
\

“an:

”801



10 WIm-K).

Besides the well developed Si-besed electronics, organic electronics [3] are

steadily emerging as a promising candidate for low-cost information processing,

storage, display, and communication devices. The aforementioned thermal

management problem in Si—based electronics is aggavated by the fact that

amorphous polymers have thermal conductivities in the range of 0.1— 0.217 /m-K ,

which is much lower than other most inorganic semiconductors and metals.

However, several recent studies [4,5] have found that the thermal energy

transport in chain-like molecules is ultra-efficient along the molecule chains. To

better utilize the high thermal conductivity along the molecule chains, techniques

are needed to manufacture these molecules so that they line-up in appropriate

order. Fortunately, some chain-like molecules usually have the self-assembly

feature which facilitates manipulation at the nanoscele.

Since the materials of the popular electronics have large thermal

conductivities, thermal energy transport across interfaces in these devices is

especially important, and they often play the role of a barrier to thermal energy

dissipation. As a result, understanding and predicting thermal transport across

nanoscele material interfaces becomes essential to further the advance of

nanoengineering.
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1.2 Research Background

Thermal resistance at the interface between solid Cu and liquid He was first

observed by Kapitza in 1941 [6] and subsequently explained by Khalatnikov [7]

using the acoustic mismatch model (AMM) of phonon reflection and transmission

across an interface. Much of the subsequent work has focused on phonon

transmission across solid-solid interfaces, which was summarized in a

comprehensive review by Swartz and Pohl [8] and by Cahill et. al. [9]. In

particular, it was shown that the assumption of specular (or non-diffuse) phonon

reflection and transmission breaks down for high-frequency phonons (>100 GHz)

because the chemical and physical roughness of an interface can become on the

order of the wavelength of the dominant heat-carrying phonons. This led Swartz

and Pohl to propose a diffuse mismatch model [4] (DMM), which assumes that

phonons lose their memory after reaching the interface, and that the probability of

transmission to either side of the interface depends on the ratio of the phonon

density of states. However, the DMM seems to continuously over-predict the

solid-solid interfacial thermal resistance. For solid-molecular interfaces, because

the phonon densities of states between the metal and the molecule are vastly

different, the DMM is expected to predict a large thermal resistance. It must be

noted that no one has systematically applied DMM to metal-molecule interfaces,

although some predictions [10] without accounting for molecular vibration spectra

fall within a factor of 2.
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It has become increasingly clear that the classical MD simulation technique

can be a very valuable computation tool in studying energy transport at the

nanoscele. Nanoscale particle-particle, molecule-molecule, and phonon-phonon

interactions have been studied [11-16] using classical MD. The MD computation

simulates real phenomena by solving the equations of motion for an ensemble of

atoms that exert forces on each while in the presence of the intermolecular

potential fields surrounding them. With the use of large numbers of atoms in the

simulation, physical properties can be determined using ensemble averaging. As

opposed to energy transport models that treat the energy transport units as

particles and as a result use the Boltzmann transport equation, there is no need to

calculate the relaxation time of various scattering events in the MD simulation.

This is a major advantage with the molecular dynamics simulation. On the other

hand, MD simulations can be combined with Boltzmann equations, since

relaxation time can be extracted from the generated trajectories.

It must also be pointed out that one of the biggest challenges in fundamental

understanding of material interfaces is behavior of the atomic bond at the

interfaces. The atomic bond at the interface also greatly influences the thennal

transport efficiency across the boundaries. However, there is yet a universally

valid potential to simulate the interfacial atomic bonds that can be used in

classical MD simulations. As a result, a precise characteristiztion of the interface

bonding and the development of a set of accurate empirical interatomic potentials
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are critical to any interface related studies. The empirical potential functions are

often determined by fitting parameters to reproduce one or several properties of a

certain system from experimental measurements or ab-initio calculations.

An alternative route to study the interface problem without the need of

developing of an empirical potential is the ab-initio method. Ab—initio MD

computes the forces acting on the nuclei from electronic structure calculations

that are performed “on-the-fly" as the atomic trajectory is generated [17]. Despite

its accuracy and independence of empirical potentials, ab-initio method suffers

from the problem of only being able to simulate very limited numbers of atoms

because the "on—the-fly' calculations are very computing resource demanding.

In heat conduction of solid state materials, there exist two kinds of heat

carriers: phonons and electrons. Phonons are the quanta of the lattice vibrational

field [18]. Phonons dominate the energy transport in semiconductors and

insulators. \M'iile in metals, electrons are important energy transporters.

In this study, the phonon part of thermal energy transport across material

interfaces is studied by both ab—initio and classical MD.

1.3 Specific Research Problems and Objectives

There are several nanoscele interfacial thermal transport problems studied

in this project.

(1) ab—initio MD simulation of themial equilibration in ultra-thin layered

semiconductor superlattices.



Since the ab-initio MD can model any atomic interaction without the need of

empirical potentials, and such a method has never been used in thermal energy

transport studies, the objective of this part is to take the first step to use the

empirical potential-free ab—initio MD to simulate a simple phenomenon, thermal

energy equilibration, in silicon and/or germanium semiconductor superlattices

with layer thickness of several angstroms.

(2) Equilibrium MD (EMD) calculation of thermal conductivity and thermal

conductance ofAu-SAM-Au junctions.

SAM-on-Au substrates is one of the most studied molecular electronics

systems. A set of well established empirical potentials is available for classical MD

simulations. In this part, the alkanedithiols (’5 " ((3172),. - S ") are used

as the SAM molecules. The objective is to use classical EMD to calculate the

thermal conductivity and thermal conductance of the Au-SAM-Au junctions

utilizing the Green-Kubo method.

(3) Non-equilibrium MD (NEMD) study of thermal energy transport in

Au—SAM-Au junctions.

Different from the EMD which relies on the fluctuation-dissipation theory to

obtain thermal transport properties, NEMD mimics the experimental setup by

applying a constant heat bath to the system, and uses the resultant thermal profile

and heat current to calculate the thermal conductance according to the Fourier’s

Law of heat conduction. The objective of this part is to use NEMD to calculate
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thennal conductance, and to study the physical mechanism of thermal energy

transport across the AuSAM interfaces by analyzing the observed phenomena.

(4) DFT characterization of thief-GaAs bondings and parameterization of an

empirical potential to simulate the thiol-GaAs bondings.

SAM can be grown on GaAs substrate to form another kind of molecular

electronic system. Unlike the Au—SAM interface, there is no well established

interatomic potential for GaAs.SAM interfacial bondings. To study the thermal

transport across such interfaces, high quality potentials need to be developed to

simulate the SAM-GaAs interactions. The objective of this part is to use an

ab—initio method which employs DFT to characterize SAM molecule absorption on

GaAs [001] surfaces, and to calculate the bonding energies. The Morse potential

which models the SAM-GaAs covalent bond is to be parameterized for classical

MD simulation.

(5) NEMD study of thermal energy transport in GaAs-SAM-GaAs junctions.

Having obtained the empirical potential for the SAM-GaAs interactions,

classical MD simulations can be performed. The objective of this part is to use

NEMD to calculate the thermal conductance of GaAs-SAM interfaces, and to

study the physics of thermal energy transport across such interfaces.

(6) NEMD study of thermal energy transport across graphene-polymer

interfaces.

As graphene-polymer nanocomposite materials become increasingly popular,

10



the need of understanding the thermal energy transport across graphene-polymer

interface is urgent. The objective of this part is to provide some preliminary results

from NEMD simulations of thermal energy transport across graphene-polymer

interfaces.

11
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CHAPTER 2

THEORIES AND METHODOLOGIES

2.1 Ab-initio Molecular Dynamics

In this section, brief descriptions of ab-initio theory, approximation, and

important equations are presented. The most widely used ab-initio method -

density function theory is also introduced. The contents are abstracted mainly

from ref. [17] which has a more detailed description.

2.1.1 Born-Oppenheimer Molecular Dynamics

2.1.1.1 Theory

As we know, any material can be described to consist of nuclei and electrons.

Because electrons travel thousands of times faster than nuclei, electrons can

follow any nuclear motion with almost infinitesimal time elapse. As a result, the

electronic and nuclear motion can be decoupled since the electrons can respond

instantaneously to any change in nuclear coordinates. The many-body

wavefunction of the electron-nucleus system can be written as the product of a

nuclear and an electronic wavefunction. Since the electronic wavefunction only

depends on the instantaneous nuclear configuration, and not on time, its behavior

can be described with the time-independent SchrOdinger equation. On the other

hand, the nuclei are massive enough to be treated as classical particles,

12



responding to the electronic forces according to Newton's second law. Such a

treatment, which decouples the electronic and nuclear degrees of freedom, is

called the Born-Oppenheimer approximation. The quantum molecular dynamics

method that utilizes the Born-Oppenheimer approximation is called

Bom—Oppenheimer molecular dynamics (BOMD). In a BOMD, the

time-independent electronic structure is calculated in each MD step as a function

of the nuclear coordinates. In the following sections, important equations of

BOMD are derived briefly based on the content of reference [17].

2.1.1.2 Derivation of Equations

The time-dependent SchrOdinger equation governing an electron-nucleus

system is

. a -. ~ -' -*
lh-a7q)({n’i}’{r"’l};t) = Hq)({re,i}’{rn,l};t) (2.1)

—o

re,1 a r",1 are the electronic degrees of freedom and nuclear degrees of freedom;

(I) is the total wavefunction of nuclear-electronic system; and H is the system’s

Hamiltonian which can be expressed as

  

h2 h2

H=— V2— V.2+V F. , -'
:ZMI I 22m 1 n—e({ e,1} {rn,]})

e

 

ii2 2 _. .

=—Z 2M Vi +H.({r.,,1,tr.,,i) (22’
I I
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where V"-.. is sum of the electron-electron, electron-nuclear, and

nuclear-nuclear Coulomb interactions, He is the Hamiltonian of the electron

m
subsystem, MI is the nuclear mass and e is the electron mass.

Separate the contributions from nuclei and electrons to the wavefunction

<I>({i,,-}.{?,,,,-};t);

<1>({F.,.},r;,,.};t) z w({i.};t)z({i,.};t)exp[% jdt'Ext'n

(2.3)

where Ee is a convenient phase factor; V1 is the electronic wavefunction

and Z is the nuclear wavefunction.

Inserting equation (2.3) into equation (2.1) and (2.2) yields

.§_I,I_/___ it

that— :2

2

 VizI/l + { IdfiZ*K-eZ}I/’ (2.4)
e

i §£=—Z hz V?;(+{JdFI//*H I//}Z

0t ,- 2m ' e e

Eq. (2.4) describes the electronic degrees of freedom and eq. (2.5) describes the

 

(2.5)

e

nuclear degrees offreedom. From these two equations, we can see that given the

nuclear structue, the electronic degrees of freedom can be calculated, and given

14



the electronic structure, the nuclear degrees of freedom can be calculated.

Rewrite the nuclear wavefunction as

2015,33) = B({i';,.-};t)eXP[iS({?;,r};t)] (2.6)

where B is an amplitude factor and S the phase. Substitute (2.6) into equation

(2.5) and take the classical extreme in which it —> O , then we get

 63+2: 1 07,592+ Fermi/=0
317 , 2M, (2.7)

We write this equation as a Hamilton-Jacobi formulation

as ..

E+H({rn,1}a{VIS})=O (23)

with the classical Hamilton function

H({i.,,},{131})=T({E})+V({f;,r}) (2.9)

It appears that

131 5 V15 (2.10)

O

a...

and from Newtonian equation of motion P1 = “V1V({’11 I ) we find

B = MIrnJ (t) = TV: Idf'eW He‘l/ (2.11)

According to the Born-Oppenheimer approximation, which states that electronic

si’Stem is at the ground—state at each instance of fixed nuclear positions, equation

(2.11 ) Wes
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 He  W0 >} (2.12)

Equation (2.12) together with time-independent Schrddinger equation for an

Mr... (0 = —V, 13mm

electronic system

EoI/jo = HeWo (2.13)

define the BOMD. In each molecular dynamics step, the minimum of (He >

has to be reached. Based on the BOMD, the Car-Parrinello MD can be derived.

This procedure is carried on in the next section.

2.1.2 Car-Parrinello Molecular Dynamics (CPMD)

2.1.2.1 Motivation OF CPMD

ln BOMD, as we discussed in the last section, there are no electron

dynamics involved in solving the Bani-Oppenheimer equations (2.12) and (2.13),

so, these equations can be integrated on the time scale given by nuclear motion.

However, this means that the electronic structure problem has to be solved

self-consistently at each molecular dynamics step which introduces a relatively

high computational workload. A non-obvious approach to cut down the

computational expenses of DFT-MD, which includes the electrons in a single state,

was proposed by Car and Parrinello in 1985 [19]. The CPMD takes advantage of

the smooth time-evolution of the dynamically evolving electronic subsystem as

much as possible while it makes an acceptable compromise concerning the

16
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length of the time step which is in the nuclear motion time scale. In the CPMD, the

electronic wavefunctions are calculated as time-dependent quantities which

evolve with time elapse. However, the evolving electronic wavefunction never

drifts away from the ground-state.

2.1.2.2 Car-Parrinello Lagrangian and Equation of Motion

The basic idea of the Car-Parrinello approach can be viewed to exploit the

quantum-mechanical adiabatic time-scale separation of fast electronic and slow

nuclear motion by transforming that into classical—mechanical adiabatic

energy-scale separation in the framework of dynamics theory. In order to achieve

this goal the two-component quantum/classical problem is mapped onto a

two-component purely classical problem with two separate energy scales at the

expense of loosing the explicit time-dependence of the quantum subsystem

dynamics [17].

If a suitable Lagrangian can be constructed for the nuclear-electronic system,

the force on the nuclei can be calculated from the derivative of a Lagrangian with

respect to the nuclear positions. Similar to the nuclear degrees of freedom, the

force on the electronic orbitals can be calculated using a functional derivative with

respect to the orbitals.

The Lagrangian Car and Parrinello postulated was [19]
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1 -: 1 . .

L =Z'2'Mrr:,1+Z§#r-<¢rI¢r->
5?

I J

—<I//0 He rp0>+constraints (2,14)

C___V__J

potenfialcnetgy

where M- are the “fictitious masses” of orbital degrees of freedom.

The Lagrange equations of motion for both nuclear positions and the orbitals

L

  

can be derived from eq. (2.14):

d 6ch _ 6ch
  

 

git-651;“, _ 05;, (2'15)

d 5ch _ 5ch

— (2.16)

 

dt 6r): 5(1)?

After some manipulation, the Newtonian equations of motion can be obtained

  

  

1: a 0 .
MIr",1 (t) = - 6? ( He V10) + 6" {constramts} (217)

72,1 n,1

 

  He

 

6 .

I/l >+ ,, {constraints}
0 M (2.18)

I

.. 5

fli¢i (t) z: — 5¢* (W0

1

Similar to the thermodynamics temperature which is proportional to the
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nuclear kinetic energy (ZMIr11.1 ), a ‘fictitious temperature' that is related to the

1

electronic orbital degrees of freedom can be defined to be proportional to the

orbital ‘kinetic energy’ (Z-ui <¢i I Q) ). According to the Bom-Oppenheimer

l

approximation, the electrons are always in the ground-state which has the

minimum energy. As a result, the ‘fictitious temperature’ associated with the

electronic subsystem is always kept around the minimum energy

m1n{¢i}(i//0 He

[20] for an example). From the figure, we can see that the electronic fictitious

W0) , which is called ‘cold electrons’ (see Figure 2.2  

kinetic energy, Kr , is kept at a value far less than the nuclei Hamiltonian H] .

Thus, a ground-state wavefunction optimized for the initial configuration of the

nuclei will stay close to its ground state during time evolution if it is kept at a

sufficiently low temperature.
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For practical calculations which simulate long physical times, the

temperatures of the cold electronic subsystems are often maintained at a very low

value compared to the thennodynamice temperature using Nose-Hoover

thermostats [21,22]. In such a way, the ‘cold electrons’ will stay on the

Bom-Oppenheimer surface, and will not exchange energy with the high

temperature nuclei. This is possible if the power spectra of the electronic and the

nuclear dynamics do not have substantial overlap in the frequency domain so that

energy transfer from the “hot nuclei” to the ‘cold electrons' becomes practically

impossible on the relevant time scales.
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2.1.3 Density Functional Theory

Now that equation (2.12) for BOMD and equation (2.17) for CPMD are

obtained, the next problem is how to calculate the forces on the nuclei,

He  V1 “3’“!ch W0 >} . The total ground-state energy of the interacting

system of electrons with classical nuclei fixed at positions {rnJ} can be

obtained through the minimum of the Kohn-Sham energy

He  

. __ . KS

IBEIKV’O Wo>}-‘gf?E [{8}] (2.19)

where the Kohn—Sham energy E“ is represented as [23]

EK31{¢.11=1111¢.11+ jar Vm(?)n(F)

+£- [df V,,(r’)n(i~‘)+E,,[n] (2.20)

which is an explicit functional of the set of auxiliary functions {(0.17)} that

satisfy the orthononnality relation (r). 1%) =51,- . This is a dramatic

simplification since the minimization with respect to all possible many-body

wavefunctions {W} is replaced by a minimization with respect to a set of

orthonormal one-particle functions, the Kohn-Sham orbitals {(01} . The

associated electronic one-body density or charge density

21
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210') = 2f. | ¢.(r)l (2.21)

is obtained from a single Slater determinant built from the occupied orbitals,

where {it} are integer occupation numbers.

The first term in the KohnSham functional equation (2.20) is the kinetic

energy of a non-interacting reference system consisting of the same number of

electrons exposed to the same external potential as in the fully interacting system.

The second term comes from the fixed external potential. The third term is the

Hatree energy, la the classical electrostatic energy of two charge clouds which

stem from the electronic density. The last term is the contribution from the

exchange-correlation functional, and this term is the most intricate one. This term

is a lumped term of exchange and correlation effects. (More detailed descriptions

of these terms can be found in reference [17]). There are many schemes to

approximate the exchange-correlation function. The most popular two are the

Local Density Approximation (LDA) [23] and Generalized Gradient Approximation

(GGA) [24].

2.1.4 Plane Wave Basis

In many current density functional theory codes, plane waves are used as

the basissetinordertorepresentthe periodicpartoftheorbitals (A. The

method makes use of the reality that the ubiquitous periodicity of the lattice



produces a periodic potential and thus imposes the same periodicity on the

density.

Plane waves are originless functions, i.e. they do not depend on the

positions of the nuclei. This facilitates force calculations. It also implies that plane

waves are an unbiased basis set. By increasing the energy cutoff Ea“ the

quality of the basis can be improved. Another feature of the plane wave basis is

that derivatives in real-space are simply multiplications in G-space, and both

spaces can be efficiently connected via Fast Fourier Transforms (Ff-T). Thus, one

can easily evaluate operators in the space in which they are diagonal.

2.1.5 Pseudopotentials

In order to minimize the size of the plane wave basis necessary for the

calculation, core electrons are replaced by pseudopotentials. Psetidopotentials

are required to conectly represent the long range interactions of the core and to

produce pseudo-wavefunction solutions that approach the full wavefunction

outside a core radius rc . Inside this radius the pseudopotential and the

wavefunction should be as smooth as possible, in order to allow for a small plane

wave cutoff. In addition, it is desired that a pseudopotential is transferable, this

means that the same pseudopotential can be used in calculations for different

system under different conditions with comparable accuracy.

23



2.1.6 Limits of w-initio MD

Although ab-initio MD is accurate because of the 'on-the-fiy' feature, and it

can theoretically be applied to any system without suffering the transferability

problem, it requires a large amount of computational resources and can only

model a very limited number of atoms (up to several hmdreds) for very limited

physical timescale (up to tens of picoseconds). Such a limitation makes the

classical MD attractive in many research areas where large systems and long

physical times need to be simulated.

2.2 Classical Molecular Dynamics

Classical MD simulation is the modern realization of an essentially

old-fashioned idea in science; namely, the behavior of a system can be computed

if we have a set of initial conditions plus forces of interaction [25]. This classical

simulation method has long been used and is well developed as a tool in

statistical mechanics and chemistry [26]. In principal, the MD method can be

applied to all phases of gas, liquid and solid and to interfaces of these three

phases.

MD is a computational method that simulates the real motion of every single

atom that builds up the system of interest by employing empirical potential fields,

and then solving Newton’s equation of motion. In fact, Newton’s equation of

motion can be derived directly from the ab—initio equation of motion discussed in

section 2.1.
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From equation (2.11), the nuclei equation of motion can be expressed as

"V1V1921» = M1521 (t) = F (2.22)

According to the Bom—Oppenheimer approximation, V is only a function of

nuclei coordinates. In classical MD, the electronic degrees of freedom are

integrated out beforehand, and empirical functions are employed to express the

potential V .

Depending on the nature of electronic structure or simply bonding

characteristics, the choice of suitable potential functions is extremely important for

realistic simulations. The accuracy of the potential function limits the accuracy of

the simulation, and thus the accuracy of any information to be extracted from the

simulation. Fortunately well-tested empirical potentials are available for most of

the materials of interest in this study. These “predefined“ potentials are either

based on experimental data or on independent dz-initio electronic stmcture

calculations. These predefined potentials are the solutions to the question of how

to describe or in practice how to approximate the interatomic interactions which is

the core problem of any molecular dynamics scheme. Typically, the full interaction

is broken up into two-body, three—body and many-body contributions, long-range

and short-range terms, which have to be represented in suitable functional forms.

However, the need to devise a “fixed model potential” implies serious

drawbacks. First, the predefined potentials suffer from the transforrnability
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problem. The potential functions are always fitted to mproduce one or several

properties of a certain system under certain conditions, but when these fitted

functions are used to calculate other properties, or the simulation is carried on

different conditions, the result becomes questionable [27,28]. Secondly, if the

electronic stmcture, and thus the bonding pattern, change qualitatively in the

course of the simulation, a ‘fixed model potential” can not represent the

interactions for all time while the simulation proceeds. These disadvantages affect

the accuracy of simulations involving chemical interactions or phase

transformation. Fortunately, in this research, our simulations do not involve the

aforementioned phenomena. Moreover, classical MD is a good tool to simulate

large scale systems for a relatively long physical duration (up to nanosecond

scale), under which conditions the thermal energy transport phenomena can be

studied.

2.3 Molecular Dynamics Simulation in Thermal Energy Transport

Classical MD has become more and more popular in studies of nano-scele

and micro-scale thennal transport. Research using classical MD is mainly in two

directions: one is using the MD trajectory to investigate the physical mechanisms

of thermal transport. Studies in this category often focus on characteristics of

phonons, the main heat carriers in semiconductors, and their interactions [29-31];

the second direction is predicting the thermal transport properties. Such works

mainly focus on the thermal conductivity calculation [32-34].
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There are generally two kinds of molecular dynamics simulations in

calculating them'ial conductivity. One is NEMD, which is also called the direct

method. This method is analogous to the experimental measurement of thennal

conductivity. One approach is to impose a steady heat flux across the direction of

interest of the modeling system. A typical example of this method is shown in

Figure 2.3 [35].

Z=-Lz/2 Z=-Lz/4 2:0 Z=Lz/4 Z=Lz/2

I l I I I
 

       

J2 J2 Jz

‘— ‘I'AE ———* -A£ ‘—

Q—D <—-——>

5 / 5 \

l 2

Figure 2.3 A typical model used in nonequilibrium method to calculate

thermal conductivity [35].

To impose a steady heat bath, thermal energy A3 is added or subtracted

inathinslabofthickness 5 centeredat z=1th/4 ateachMDtimestep.

Each particle velocity in the source/sink region is scaled by the same factor such

that the resulting net kinetic energy is increased or decreased by an amount

A5 . Equilibrium between this added kinetic energy and the system’s potential

energy is expected to be reached within a typical vibrational period (<<1ps). When

the system achieves steady state, the heat flux is given by J2 = A5 / 2AAt .
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The resulting temperature gradient is then calculated from the data of the atomic

velocities (see Figure 2.4 [35]). Usually a long simulation time, about tens of

picoseconds, is needed to achieve the stationary temperature profile by using this

direct method.
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Figure 2.4 Temperature profile in Z direction [35]

It can be seen in Figure 2.4 that there is nonlinear temperature profile near

the heat source and sink. To cope with this nonlinearity, a linear fit is always

carried out, see Figure 2.5 [35].
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Figure 2.5 Linear fit of the nonlinear temperature profile [35]

Then, Fourier’s law of heat conduction,

AT

J2 = ”kE (2.23)

is used to calculate the effective thermal conductivity k.

The nonequilibrium simulation is also an effective tool to study the heat

transfer across interfaces [29,36]. However, this method has some drawbacks

such as the requirement of a large number of atoms, limitation of the phonon

mean free path and the need to impose unphysically large temperature gradients.

Another method to calculate thermal conductivity employing MD is the

so-called equilibrium approach. This approach calculates the thermal conductivity

using the Green-Kubo method. This method does not have those disadvantages

of nonequilibrium method. Instead of imposing a temperature difference or a heat

29



flux, the Green-Kubo method relies on small statistical temperature fluctuations to

drive instantaneous heat fluxes. The thermal conductivity of the system to the

disturbance can be calculated from the instantaneous heat flux autocorrelation

function according to the Green-Kubo formula [37]

 

(2.24): ndBTm2

where n is the dimensionality; k3 is the Boltzmann’s constant; V is the

o:i‘cit < .7(0)j(t) >

system’s volume; TM is the system’s average temperature;

<J(0)J(t)> (2.25)

is the heat current autocorrelation function; and the heat current vector is

expressed as

.. d _,

J :71; .- E3; (2.26)

where E, is the total energy of atom i which consists of kinetic and potential

—->

energies; ’1' is the position vector of atom i. For pair-wise potentials, equation

(2.26) can be rewritten as

J=ZEr +— 271E?” (2.27)
2i,j,j¢i

-.

where F, is the force on atom i due to its neighbor j from the pair potential.
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A problem in the Gmen-Kubo method is often caused by the very long

simulation time needed to let the heat current correlation function decay to zero

(see Figure 2.6 [351)
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Figure 2.6 Heat conelation function decay with the time [35].

The usual method to deal with the slow decay problem is to fit the heat

current autoconelation function to an exponential function and integrate it

Several studies show that such an exponential fit gives good results [32,38].

However, such an exponential fit is not always suitable. McGaughey et. al. [39]

found the fitting is not suitable for complex silica structures, and used a running

average to smooth the noisy integration profile to define a converged region to

attain the thermal conductivity values.
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CHAPTER 3

AB-INITIO MOLECULAR DYNAMICS SIMULATION OF THERMAL

ENERGY TRANSPORT ACROSS MATERIAL INTERFACES

3.1 Background and Objective

There are many different approaches to study nano-scale thermal transport

Among them, classical molecular dynamics (MD) has the potential to simulate

ultra-small and ultra-fast transport phenomena [32,33]. As discussed in the

previous chapter, classical MD is a computational method that simulates the real

motion of every single atom involved in thermal energy transport by using a

“predefined' empirical potential and then solving Newton’s equation of motion.

After a trajectory of the atoms’ motion is obtained through the simulation,

properties of the system can be calculated. Thus, if one can find an empirical

potential field model accurate enough to describe the interaction of the atoms in

the system of interest, any property related to the motion of the atoms can be

predicted through a classical MD simulation. Such empirical potential functions

are often determined by fitting parameters to reproduce one or several properties

of a certain system under prescribed conditions. When these fitted potential

functions are used to calculate other properties or when the simulation is carried

out on different conditions, the results become questionable. Not only does
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classical MD suffer from this transferability problem, it also fails to take electrons

into consideration because the “predefined' potential has already integrated out

the electronic degrees of freedom. This feature prevents its application on thermal

energy or electronic transport simulation in metallic materials where the electrons

play an important role in transport phenomena.

The reign of traditional molecular dynamics and electronic structure methods

was greatly extended by the family of techniques that is called "ab-initio molecular

dynamics” [17]. The basic idea undertying this ab-initio molecular dynamics

methodistocomputetheforcesactingonmenudeifiomelecuonicshucture

calculations that are performed “on-the-fly" as the molecular dynamics trajectory

is generated [25]. In this method, both electronic and nuclear dogmas of freedom

are considered, and any system consisting of any atom can be simulated without

suffering from the transferability problem.

There has not been any work using ab-initio molecular dynamics to model

thermal energy transport directly. In this pat of the project, an ab-initio MD

approach employing Density Functional Theory (DFT) is used to simulate the

thermal energy equilibration in different types of multi-thin—Iayers in different

temperatures. This should be considered the first step to use ab—initio method to

model lattice thermal energy transport (phonon transport). This work did not

involve explicit electron transport properties which can be calculated using

ab-initio method separately by calculate the electronic structures of a system. The
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modeling of phonon transport, electron transport and even phonon-electron

interaction are expected to be performed in future works within the reign of

ab—initio method. The results show reasonable physics and thus suggest the

possibility that the ab-initio molecular dynamics simulation is appropriate for the

simulation of nanoscele thermal energy transport.

3.2 System and Simulation

In this part of the project, the CPMD package version 3.11[40] was used.

This CPMD program is a plane wave/pseudopotential implementation of Density

Functional Theory, particularfy designed for ab-initio molecular dynamics. Visual

Molecular Dynamics (VMD) [41] is used to visualize the structure of systems.

In the thermal energy transport simulation, different systems were studied.

The simulated systems contain 64 atoms. In terms of material, Silicon—Silicon

(Si-Si) with a lattice constant of 5.431 A , Germanium—Gennanium (Ge-Ge) with a

lattice constant of 5.658 A and Silicon-Germanium (Si-Ge) thin layer

combinations were studied. For the Si-Ge system, the simulation cell size was

chosen as twice the Germanium lattice constant (i.e. 11.316A ), in which case

the silicon density is slightly smaller than its bulk density, and the germanium

density is the same as its bulk density. A geometry optimization with periodic

boundary condition showed that such a structure is stable. The reasons we chose

Silicon and Germanium for simulation are: 1) they have similar crystal structure

and 2) they are semiconductors which have well defined band gaps. Thus we do



not need to consider excited states which result in much more computational time.

Examples of the thin layer structures are shown in Figure 3.1.
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Figure 3.1 Material combinations of thin layers

(a.Si-Si; b.Si-Ge; c.Ge-Ge)
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(a)
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Figure 3.1 cont.

(b)
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Figure 3.1 cont.



Because both bulk Silicon and Germanium have Face-Centered-Cubic (FCC)

crystal structures, the three different combinations of materials were set as FCC

lattices. Geometric optimizations were perfomied and showed that FCC crystal

arrangements are stable in these three combinations.

Periodic boundary conditions were employed in both systems and in all three

(x-, y—, z-) directions as seen in Figure 3.2. The system’s periodicity in the

z-direction suggests that each layer would have thermal communication with the

neighboring two layers.

‘
v
s

¢

1
s

‘
v
‘
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‘

'0'

r,-

‘ r

I

s

V
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u

s

 Figure 3.2 Periodic boundary condition in Si—Ge system

The pseudopotential used for Silicon was the Trouiller—Martins



norm-conserving pseudo-potential [42]. A noon-conserving pseudopotential

means that outside the core, the real and pseudo wavefunctions generate the

same charge density. For Germanium, the Stumpf-Gonze—Schaeffler

pseudopotential, which is also noun-conserving, was used. These

pseudopotential are well establist and give enoug'i accuacy while not very

calculation demanding. To deal with the exchange-correlation function in the

Kohn—Sham energy (see equation (2.20)), the local density approximation (LDA)

[43] was employed for both materials.

The procedure of the simulation is as follows. First, the neighboring two

layers are set to different temperatures using Nose-Hoover thermostats [21,22].

Then, all the thermostats are removed to let the thermal energy equilibrate. Finally,

the temperature evolutions of the two layers are visualized, and the vibration

power spectra are calculated. One thing worth mentioning is that the temperature

here is defined according to the kinetic theory:

_ 2r.
T

3,93 (3.1)
 

where Ex is the mean kinetic energy over all the atoms, and thus temperature

T is used as a label indicating how much kinetic energy does the system has.

3.3 Results and Discussion

3.3.1 64-atom, Silicon-Silicon

For this system, the contacting Silicon thin layers, as shown in Figure 3.1 (a),
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are set to 100K and 50K in case (a), 300K and 100K in case (b), 400K and 100K

in case (c), and the temperatures of the two layers are maintained by thermostats

for 10000, 25000 and 30000 time steps, respectively. Then, thermostats are

released to allow the energy to equilibrate, see Figure 3.3. Then the vibration

power spectra of the two layers are calculated as seen in Figure 3.4.

For this system which contains 64 Silicon atoms, there is no material

mismatch. The thermal energy transport is as would be expected in the bulk

material. The equilibration time required was very short (around 2000

steps 200fr ). The final temperatures of each layer were equal to the average set

temperatures. From the vibration coupling point of view, see Figure 3.4, the

vibration spectra of the two thin layers overlapped almost perfectly, which resulted

in fast thermal communication and thus short equilibration time.

In Silicon, phonons are the thennal carriers. The thicknesses of the layers

are around 0.5nm which is much less than the phonon mean free path. Phonons

travel ballistically from one layer to another. We see that the time required to

transport different amounts of thermal energy are almost the same. This verifies

the ballistic transport of the phonons.
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Figure 3.3 Temperature evolutions in the two contacting thin layers (Si-Si). Dotted

lines refers to high temperature Si and solid lines represent low temperature Si
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Figure 3.3 cont.

(1:) 300K vs 100K
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Another phenomenon worth discussion is that of the temperature oscillation.

The magnitude of the oscillation should be inversely proportional to the square

root of the number of atoms included in the calculation of the mean temperature of

the ensemble. This can be expressed as

AT = ixT
osc N mean (3.2)

This expression explains why the temperature oscillations in the high temperature

layers are larger than in the low temperature layers.
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Figure 3.4 Atomic vibration power spectra (Si-Si)
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Figure 3.4 cont.

(b) 300K vs 100K
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Figure 3.4 cont.

(c) 400K vs 100K
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3.3.2 Gil-atom, Gerrmnium—Germanium

This system consists of pure Germanium atoms as seen in Figure 3.1(c).

Two contacting layers are set to 300K and 100K separately at the beginning, and

the temperature difference is maintained by thermostats for 16000 steps. Then

the thermostats are released to allow energy transport (Figu'e 3.5). The vibration

power spectra plot is presented in Figure 3.6.
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Figure 3.6 Atomic vibration power spectra (Ge-Ge)

From Figure 3.5, we see that the equilibration time required is very short

(around 1000 stepz 100fi ). This time is even faster than the Si—Si case which has

a large speed of sound. We believe the faster equilibrium is due to the larger

anharrnonic phonon contribution to the heat transfer. As seen in the pure silicon

cases, the vibration coupling is very strong according to the power spectra plot.

The very strong vibration coupling is determined by the identical properties, like

bond strength and atomic weight, of the two layers.
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3.3.3 84-atorn, Silicon-Germanium

This system consists of 32 Silicon atoms and 32 Germanium atoms, see

Figure 3.1(b). The Silicon layer and the Germanium layer were first set to (a)

100K vs 50K, (b) 50K vs 100K, (c) 700K vs 450K and (d) 1000K vs 500K in the

four simulations. The time steps, during which the temperatures are controlled in

these three cases, are 10000, 8000, 8000 and 10000, respectively. The

thermostats were then removed and the thermal energy equilibration process

began. Figure 3.7 shows the computed temperature profiles. The vibration power

spectra were calculated and are shown in Figure 3.8.
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Figure 3.7 Temperature evolutions in the two contacting thin layers (Si-Ge)
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Figure 3.7 cont.

(D) 50K vs 100K

180

  
Ge 

 

1500(1) 2000001CDOOO

TIME

50000

 
 

 

57



Figure 3.7 cont.

(c) 700K vs 450K
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Figure 3.7 cont.

(d) 1000K vs 500K
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Figure 3.8 Atomic vibration power spectra (Si-Ge)
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Figure 3.8 cont.

(0) 50K vs 100K
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Figure 3.8 cont.

(d) 1000K vs 500K
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in Figure 3.7 (a), the temperatures do not converge to a uniform temperature

as was observed in pure materials. This suggests that the two neighboring layers

have little communication from a thermal energy transport point of view, although

they have different temperatures. From the vibration point of view, due to the

mass difference and the low temperatures, as we can see from Figure 3.8 (a),

there is little spectra overlap between the two contacting layers. Also, from the

phonon point of view, at such low temperatures only the low-lying phonons were

excited, which also suggested the small overlap of the power specua. In these

ultra-thin structures, only phonons with wavelength shorter than the structue

dimensions are captured. These phonons should be acoustic phonons which can

have smaller wavelengths.

in case (b), we switched the set temperature for the two thin layers. After a

comparatively very long time (more than 20125) equilibration, the temperature

came to a uniform value. We examined the vibration spectrum and found that the

overlap was greater than case (a). From the above two cases, it is believed that in

such ultra-thin layer junctions, thermal energy transport across the interface is

affected by how the temperature difference is applied. Such behavior is similar to

a P-N junction in electron transport.

in Figure 3.7 (c) and (d), which correspond to 700K vs 450K and 1000K vs

500K respectively, the temperatures in the two neighboring layers, after long time

of equilibration, reached a uniform value. In case (0), the time required to reach
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the equilibrium state is about 140,000 steps (~14ps), while in case (d), me time

required is 50,000 steps (~ 5173 ). It is believed that the larger anharmonicity due

to the himer temperature facilitated faster thermal communication. From the

power spectra plots, Figures 3.8 (c) and (d), we see that the overlap in (d) is

greater than that in (c), which suggests a more significant vibration coupling in (d)

than in (c). The spectra overlaps of these two cases are greater than in case (a).

However, the vibration couplings in case (c) and (d) are much less than in the

pure material cases which explains why a long equilibration time is required. Also,

because the materials are different, there is an acoustic mismatch. Thus when

acoustic phonons travel from one side to another side, there will be scattering at

the interface, and only a small part of the carrier’s energy is delivered to the other

side of the interface. Apparently, the strength of the interface scattering depends

on temperature.

3.4 Summary and Conclusion

This portion of the project simulated the thennal energy transport from high

temperature nanometer thin layers to low temperature nanometer thin layers. The

transport behaviors in the different cases studied differ from each other. The

temperature range effect and material combination effect are observed. When

there is no material mismatch, which is seen in the cases in case 3.3.1 and 3.3.2,

the vibrations in the two layers coupled to each other and the thermal energy was

transported with little impedance. However, in the cases where the two layers are



made of different types of materials, the energy transport becomes quite difficult

due to the weak coupling of the atomic vibrations in the two layers. In the very low

temperature case 3.3.3 (a), due to the rare overlap of vibration power-spectra of

the neighboring layers, the energy transport across the interface is barely

observed. However, such insulation behavior also depends on how the

temperature differences are applied. In case 3.3.3 (b), where the temperatures

differences were applied in a way that the phonon spectra have more overlap,

thermal communication was stronger, although it was a very slow process. At very

high temperatures, cases 3.3.3 (c) and (d), the vibration resonance becomes

greater than that in the low temperature situation, and the increased

anharmonicity contributes more to the thermal transport The thermal energy is

successfully transported from the high temperature side to the low temperature

side, although such processes were shown to be very slow compared to the pure

material case. From the phononic point of view, the acoustic mismatch which is a

result of the material mismatch at the material interface, scatters the phonon wave

packet and thus leads to large transport impedance. The scattering rate becomes

larger at higher temperatures and thus more energy is penetrated through the

interface. But at lower temperature, the scattering is frozen at a very low rate and

thus the energy transport becomes much slower. This is another explanation for

the slow or even zero energy transport.

From this portion of the project, we can see that the DFT-MD simulation
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reflected physically reasonable thermal transport phenomena in nano-scale

structures. It also demonstrated its ability of “on-theofly' calculation, that is, no

empirical potential was needed. It is promising that the DFT-MD can handle more

complicated then'nal transport problems than the classical MD is able to handle

due to the empirical potential function limitation. Also, with the application of

DFT-MD, it is possible to include the electrons in the simulation of thermal

transport which will help solve the long-standing problem of classical MD in

simulating metallic materials.
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CHAPTER 4

Equilibrium Molecular Dynamics Calculation of Thermal

Conductivity/conductance of Au-SAM-Au Junctions

4.1 Introduction of Molecular Electronics

Organic electronics [3] is steadily emerging as a promising candidate for

low-cost information processing, storage, display, and communication devices.

Electrically conducting molecules, oligomers, and polymers can be spin coated or

self-assembled onto metallic surfaces, thus eliminating high-temperature

processes required for Si-based devices. Transistors, photovoltaic cells,

light-emitting diodes, and even diode lasers have been synthesized using such

materials [44-46]. Integrated circuits can be printed on to flexible substrates,

making them particularly advantageous over Si and Ill-V based electronics and

photonics.

One of the major challenges in high-density Si-based electronics is power

dissipation. Thermal management is slowly emerging as a key bottleneck for

pushing transistor gate lengths below 50 nm. This is despite the fact that single

crystal Si has a room-temperature thermal conductivity of about 140 WIm-K,

which is much higher than other relevant semiconductors (SiGe - 10 WIm-lc

GaAs - 50 WIm-K; lnP - 70 Wlm-K; lnGaAs — 10 WIm-K). This situation is

aggravated by the fact that low-k dielectric materials, that have then'nal
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conductivities on the order of 1 WIm-K, are now being used to electromagnetically

isolate neighboring devices.

Now consider the fact that polymers have then'nal conductivity in the range

of 0.1-0.2 WIm-K, which is much lower than other most inorganic semiconductors

and metals. This could potentially create major challenges in thennal

management of organic or molecular based electronics and photonics.

Polymers consist of chains that have covalently bonded backbone of

carbon-carbon bonds. However, chain-to-chain interactions are through weak

van der Waals (vdW) bonds, which make them mechanically soft and compliant

These interchain weak bonds also led to poor vibrational coupling, and thereby

produce low thermal conductivity [47]. To overcome this, one could use oligmers

or short chains of molecules directly bound to metals or semiconductors at either

end. Since metal-molecule binding (generally through Au—thiol or Si-cabon

bonds) is through covalent bonds, one can eliminate weak van der Waals

interactions and thereby improve vibrational coupling. This also hapmns to be the

desired configuration from the electronics view point, since charge mobility in

such molecules is geneally higher that that in polymers made of the same

molecules, which can be critical in device performance. in addition, by modifying

the chemistry, the electronic states of these molecules can be manipulated in

unique ways. This provides a huge palette of potential barrier shapes and sizes

that are difficult to create through bandgap engineering of inorganic
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semiconductors. While there are several fundamental issues about charge

transport across molecules and metal-molecule contacts that remain unresolved

[48,49] and controversial, the opportunities for novel electronic and optoelectronic

characteristics are immense, which has now made molecular electronics into an

area of intense interdisciplinary research [50-52].

While most of the focus so far has been on charge transport in such

molecular devices, charge-vibration coupling and thennal transport has been

received little attention. Although covalent coupling between conducting

molecules and the metal electrodes could improve thermal coupling, it is unlikely

to eliminate the power dissipation problem. in fact, as such devices are driven for

electrical or optical performance, the power dissipation problem is bound to

appear. Since many of the molecular configurations and isomers have low free

energy barriers, the presence of local hot spots could lead to stmctural transitions

that could seriously affect electronic/photonic performance.

There have been intensive works focused on the electronic and structural

properties of SAM-solid junctions [53-56]. However, the studies of thermal

properties of such junctions are limited, and knowledge of thermal transport in

these junctions is very important to the growing fields of molecular electronics and

small molecule organic thin film transistors. Ge et. al [57] measured the transport

of thermally excited vibrational energy across planar interfaces between water

and solids that have been chemically functionalized with SAM using the
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time-domain thermoreflectance. Wang et. al [58] studied heat transport through

SAM of long-chain hydrocarbon molecules anchored to a gold substrate by

ultrafast heating of the gold. Patel et. al [59] studied interfacial thenrlal resistance

of water-surfactmt-hexane systems by non-equilibrium molecular dynamics.

There are two typical kinds of SAM-solid junctions, one of them is the

SAM-metal junction, which has been studied a lot [60,61]. The other kind is the

SAM-semiconductor junction, which is relatively new, but has become very

popular [62]. in this work, thermal transport in Au-SAM-Au junctions with

alkanedithiols (-S -(CH2),. “'5 -) being the SAM molecules is studied

using molecular dynamics (MD). The reason such junctions are chosen is that the

structural properties, including the absorption site, tilt angle, coverage and etc,

have been studied thoroughly [6061.63.64], and a set of reliable classical

potentials for MD simulation is available [65]. in such metal-SAM-metal junctions,

the SAM-metal interfaces play important roles in thermal energy transport across

the junctions, especially when the system sizes are in the nanoscele [66].

In solid materials, there exist two kinds of heat carriers in thermal energy

transport: phonons and electrons. Phonons are the quanta of the lattice

vibrational field [18]. Phonons dominate the themal energy transport in

semiconductors and insulators while electrons play important roles in energy

transport in metals. In this work, where the metal-SAM junction exists, it is difficult

for electrons in the metal to tunnel through the SAM molecules, and thus electron
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transportislargelydepressedbythenonmetalSAM layer.Asaresult,thegoalof

this work is to calculate the lattice thermal conductivities/conductance in both

in-plane directions (x- and y-directions) and out-of-plane direction (z-direction) of

the junctions.

For lattice thermal conductivity calculations, classical MD with appropriate

potential functions has been demonstrated to be a powerful method [39,67-73].

However, to our knowledge, no work has been done to investigate the manual

transport properties of metal-SAM—metal junctions by MD simulation. The

equilibrium MD with the Green-Kubo [37] method has been applied successfully

to heterogeneous systems, such as superlattices [71] and solid-liquid interfaces

[72,73]. As a result, in the present work, equilibrium MD is chosen to simulate

Au-SAM-Au junctions, and thermal transport properties are calculated using the

Green-Kubo method.

4.2 Equilibrium Molecular Dynamics and Green-Kubo Method

Classical MD is a computational method that simulates the behavior of a

group of atoms by simultaneously solving Newton’s second law of motion

(eq.(4.1» for the atoms with a given set of potentials.

dzr

—V¢=F=MIET (4.1)

where ¢ is the potential energy, I? is force, M, is atomic mass, f is position

vector and t is time. By processing the trajectory obtained from an MD
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simulation using different statistical techniques, transport properties such as

diffusion coefficient and thermal conductivity can be calculated.

in the equilibrium method, a system is simulated in an equilibrium state. it

relies on small statistical temperature fluctuations to drive instantaneous heat

fluxes. The thermal conductivity of the system can be calculated from the heat

current autoconelation (HCAC) function according to the Green-Kubo formula

[37].

According to Green-Kubo relation, the thermal conductivity 1: can be

calculated according to eq. (2.24). Since eq. (2.26) produces heat current vectors,

thermal conductivities in x-, y-, z-directions can then be calculated by one single

simulation.

it needs to be noted that in this work, the calculated thermal conductivity in

z-direction is a combination of thermal conductivities of the materials making up

the junction. it should not be considered as a material property and its value

varies when the system configuration changes.

4.3 System, Simulation and Potential

In any MD simulation, potential functions are critical. In this work, the well

established Hautman-Klein model [65] is employed. In this model, the light

hydrogen atoms of the hydrocarbon molecules are not simulated explicitly but

incorporated into the carbon backbone. Their masses are added to the carbon

atoms which they bond to, and forming pseudo carbon atoms. The reason for
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such treatment is that the high frequency vibrational motions of light hydrogen

atoms in the hydrocarbon groups are less important than the lower frequency

movements of the carbon backbone [65]. Such a treatment has been

demonstrated to be a valid approach to simplify simulations and to give good

results [74,75]. Bond stretching, bond bending and Ryckaert—Belbmans torsion

potentials are used in alkanedithiol molecules for the bonded interactions. Morse

type interactions are used to simulate the interaction between sulfur atoms and

gold substrates [76,77] and the interaction among gold atoms [78]. The

Lennard-Jones potentials together with the Lorentz—Berthelot mixing rule

[79], gab = gagb , Gab = .2-(0'0 +0b) , are used to simulate long

distance and intermolecular interactions. The potential function and parameters

are listed in Table 1. All the parameters are from ref. [65] and [76], or as otherwise

specified in the table. in our simulations, a neighborlist with cutoff of less than

12.00 R is used to speed up the calculation (In our code, the neighborlist cutofl'

radius is compared with dimensions of the system, and it is adjusted automatically

to avoid double counting). This neighborlist is not updated alter the structure is

optimized due to the fact that there should not be large atomic displacements

other than vibrations about the equilibrium positions in the solid phase system.

For every simulation, 5 separate runs with different random initial conditions were

performed. The resulting values are averaged over the 5 runs.
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Table 4.1 Potential Functions with Parameters Used in the Simulation
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Potential Function forms and parameters

 

Bond Stretching

S -C

C—C

Us =-;—ks(r—ro)2 (a)

where

2

k, =14.00224eV/}i

r0 = 1.523 A(for C -—C); 1.315 1:.(for S - C)
 

Bond Bending

U, =%k6(l9—60)2 (b)

where

k9 = 5.388eV/rad2

6’0 =109.5(for C — C — C);

114.4(for S —C — C)

 

 

Ryckaert-

Bellemans

Torsion

S -— C —- C —C

C-C—C—C  
Q=ZeWflw (a

where

(o is the dihedral angle

a0 = 0.09617eV, a1 = 0.125988eV,

a2 = -0.13598eV,a3 = —0.0317eV,

a4 = 0.27196eV, a5 = —O.32642eV

  



Table 4.1 cor

[innard-iones ‘

1
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i

[menu-Berthelo

{imixing rule
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Table 4.1 cont.

 

Lennard-Jones

vL-fitliz—i-(f—li

 

 

with

Lorentzaeflhelo where a and a are determined by mixing rule [79]

t flexing rule for C: s = 0.00513eV,0' = 3.9143.

for S that interact with other atoms other than S :

s = 0.01086eV,0' = 3.55031

for Au: s = 0.001691e V,o— = 2.93431 [80]

for S — S interaction : s = 0.01724e V,0' = 4250.71

Morse —a(r-r ) 2

A UM =De[(1—e ”) —1.0] (e)
u-Au

Au-S where

 

De = 0.4753V(forAu —— Au)[78];

0.380e V(for Au — S)[77]

0 —1

a = 1.583 A (for Au — Au);

1

1.470 .3. (for Au — S)

rm 2 3 .0242 A(forAu — Au);

2.650 furorAu — S)
 

78

 



Figure

—S—((

sectior

ydirec

molecu

contain

ioilovrl

4.2(a)).

with the

lhusfon

Weefol

absomti

atoms a

Optimize.

equilihmJ

was rep.

"0'“ 50k

iSintired ,

”“0”th

"1 Ml



The structures of Au—SAM-Au junctions studied in this work are shown in

Figure 4.1. The junctions consist of two gold substrates with SAM in between.

—S -(CH2), —S — is used as the SAM molecule for all simulations except those in

section 4.4.7. Figure 4.1 shows systems with different cell sizes in x— and

y-directions. In this figure, (a) is a system with 4 molecules; (b) is a system with 16

molecules and (c) contains 36 molecules. in all these systems, each substrate

contains 12 layers of gold atoms. The procedures to prepae the junctions are as

follow first, one Au(111) substrate is optimized using the Morse potential (Figure

4.2(a)). Then, a number of SAM molecules are implanted on the gold substrate

with the sulfur heads placed in the three-fold hollow sites of the Au(111) surface,

thus forming a lattice with lattice constant of 4.99 A [60,64,811 (Figue 4.3). The

three-fold site was reported to be the most stable site for SAM molecules

absorption [60,81]. The molecules are then relaxed at 100K until all molecule

atoms attained their equilibrium positions (Figure 4.2(b)). Finally, the other

optimized gold substrate is imposed on top of the SAM (Figure 42(0)). The

equilibrium cell dimension in the z-direction was found to be about 68.10 it. it

was reported that the tilt angle does not change much at a temperature range

from 50K to 300K [81]. In this work, temperature effect on the tilt angle was

ignored so that the simulation cell size in z-direction remains unchanged

throughout the temperature range (50K-350K).

In MD simulations, there is a limitation on the number of atoms that can be
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handled due to the capability of the computing hardware. Thus the thickness of

the gold substrate must be limited to tens of angstroms. However, in reality, the

gold substrates are often thick (several hundred microns) and their properties are

close to bulk solids. The periodic boundary condition (PBC) in z-direction was

used to compensate the thickness limit in our simulations. The validation of this

treatment is discussed in section 4.4.2. Besides PBC, free boundary condition is

also used in some simulations for comparison. PBCs are used in x- and y-

directions with no exception. A simulation system which contains 4 SAM

molecules and 12 gold atoms in each substate layer is defined as a unit cell (see

Figure 4.1(a)). It has a dimension of 9.99 3. in x-direction and 8.652 .31 in

y-direction. The unit cell is expanded in the x- and y- directions to obtain the

simulation supercells. Supercells with sizes of 1x1, 2x2 and 3x3 unit cells, which

correspond to systems with 328, 1312 and 2952 atoms are presented in Figure

4.1.
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Figure 4.1 Simulated Au-SAM—Au systems of different sizes: (a). a 1x1 system of

328 atoms (4 alkanedithiol molecules and 288 gold substrate atoms), (b). a 2x2

system of 1312 atoms (16 alkanedithiol molecules and 1152 gold substrate

atoms), (c). a 3x3 system of 2952 atoms (36 alkanedithiol molecules and 2592

gold substrate atoms).
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Figure 4.2 Procedures of preparing the Au-SAM-Au simulation system: (a). One

gold substrate is optimized by Morse potential; (b). Alkanedithiol molecules are

implanted on the substrate and the whole system is relaxed using the potentials

specified in table 4.1; (c). The other optimized substrate is imposed on top of the

alkanedithiol molecules
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Figure 4.2 cont.

(b)
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Figure 4.2 cont.

(0)

 



Figurl

circle

Mire

Simul

lnte

Vail

4.4



 

 
Figure 4.3 Absorption sites and tilt directions of SAM molecules on Au(111)

surface [81] (Open circles are gold atoms on the surface of substrate. Filled

circles are sulfur heads which are absorbed on the substrate surface. Arrows

represent tilt directions of SAM molecules. Dashed lines form the boundary of the

simulation system and dotted lines represent SAM lattice constants.)

The simulation procedure is as follow: (1) All atoms started moving from

their equilibrium positions with random initial velocities. (2) Nose-Hoover

thermostats were applied to the system for a long time (> 25ps) to make sure that

the system reached the target temperature. (3) Thermostats were then released

and an equilibration period of 150ps was performed. (4) A production run was

performed in which the HCAC function was calculated. (5) HCAC function was

integrated and the resulted thermal conductivity was plotted to find a convergence

value.

4.4 Results and Discussion

4.4.1 Defining the Value of Thermal Conductivity

A typical normalized heat cunent auto-conelation (HCAC) function profile is
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presented in Figure 4.4. It can be seen that fast fluctuations are imposed on the

overall profile, which make the integration in eq. (2.24) non-trivial. The fast

fluctuations are believed to be from the optical phonons [39, 74]. Since the bulk

gold will have only acoustic phonons [82], the optical phonons are the results of

the presence of SAM molecules which has optical branches in the phonon

dispersion [40]. The calculated thermal conductivity profiles are different in

different simulations (see Figure 4.5). For thermal energy transport in the

out-of-plane direction with free boundary conditions, phonons traveling across the

junction will be scattered at two Au-SAM interfaces, and they will also be

scattered at the free Au surfaces at the ends of the simulation cell. Then this will

further reduce the out-of-plane thermal conductivity. However, in the in—plane

directions, no such scattering exists, and the thermal conductivity exhibits a

smoother profile in these directions. To get the thermal conductivity from different

profiles, different methods were used to find the convergence areas. The thermal

conductivity profile in Figure 4.5(a), where a flat area exists, are encountered in

some integrations for z-direction thermal conductivities. Similar thermal

conductivity profiles were also found by McGaughey et al.[39], who used a

running average to define the convergence region. In this work, since the flat area

is obvious, we define the convergent thermal conductivity values by directly

averaging the values over the flat area. For profiles like Figure 4.5(b), which

appeared in many z-direction integrations, a convergence area is chosen where
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the overall profile fluctuates around a mean value, and the overall fluctuation

(overall fluctuation refers to the fluctuation with lower frequency compared to the

high frequency fluctuations) magnitude becomes a minimum. Such a

convergence area was similar to the “neck region” found in ref. [39]. Thermal

conductivities are found by averaging values over the convergence area For

systems with free boundary conditions in z-direction, the integration profiles are

shown to be like Figure 4.5(c), where the value converges to 0. For profiles seen

in Figure 4.5(d), which are found in most integrations in x—, y-directions, the

averaged value around the first overall peak is used. Such a method is similar to

the ‘first-dip’ method [70] which was found valid for the thermal conductivity

calculation for crystalline p—Sr'C. In all the different profiles except 4.5(c), the

data is averaged over no less than 5000 steps, which equals to 2.5 ps.
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Figure 4.4 A Typical Normalized Heat Current Auto—Correlation (HCAC) Function
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Figure 4.5 Different thermal conductivity profiles obtained from the calculations:

(a). profile that has a flat area; (b). profile that has an overall fluctuation minimized

area; (c). profile whose value fluctuates about 0; (d). profile with a first overall

peak.
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Figure 4.5 cont.
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Figure 4.5 cont.
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4.4.2 Boundary Conditions

As seen in Figure 4.5(c), the simulation with the free boundary condition

gave thermal conductivities which were approximately 0. There are two possible

reasons for such results: (1) the free boundaries add very large boundary

resistance to the entire Au-SAM—Au junction which makes the conductivity of the

junction very small; or (2) the ultra thin (2-5nm) substrates depressed the

excitation of many phonon modes so there were only very limited modes available

for thermal energy transport. However, in practice, the substrates are not as thin

as several tens of nanometers. To make our simulation reflect greater reality, P30

is used in z-direction. With P80 in z-direction and an appropriate neighborlist

cutoff (less than 12 Kin this work), the gold atoms in one substrate can interact

with the image gold atoms of the other substrate while they do rid interact with the

image SAM molecule atoms if the interaction cutoffs are smaller than the

substrate thickness. In this sense, the gold substrates are not isolated thin layers

with free surfaces at the junction ends, but rather, they work as thick chunks of

gold.

4.4.3 Finite Size Effect

In MD simulations, the sizes of the simulation cells usually affect the results.

To investigate the finite size effects in x- and y-directions, thermal conductivity

calculations were performed at 100K on 1x1, 2x2 and 3x3 systems with 12 layers

of gold atoms on each substrate. Both P80 and free boundary condition were
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used in the z-direction. PBCs are used in the x- and y-directions for all cases. The

results are listed in table 4.2. The results from 2x2 and 3x3 systems do not differ

from each other significantly when the errors are taken into account This means

that, in x- and y-directions, the 2x2 system is sufficient for our simulations. In the

rest of the work, all simulations use the 2x2 system.

 

 

 

 

 

  
      
 

System Size 1x1 2x2 3x3 2x2 3x3

Boundary me me me Free Free

condition in

z-dircction

# of atoms 328 1312 2952 1312 2952

kx (W/m.K) 4.9110 17613.0 22517.4 12512.7 13812.7

ky(W/,,,.K) 4.6110 19.4134 l4.6:l:3.3 10.8116 9.5117

kz(W,m,K) 1210.2 1310.3 1.8104

Table 4.2 Finite Size Effect on Thermal Conductivities

4.4.4 Substrate Thickness Effect

In the simulations, the z-direction is a special direction since it is the cross

direction of the Au-SAM-Au junction. Energy transport has to cross two Au-SAM

interfaces in this direction. In order to investigate thermal transport across the

interfaces, the influence from the limited thicknesses of the substrates should be

minimized. The substrate thickness effect on thermal conductivities/conductance
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for a 2x2 system was studied by changing the number of gold layers in the

substrates. All the following cases have P808 in all three directions and all

simulations are carried out at 100K To investigate the effect of SAM molecules on

the substrate in—plane thermal conductivities, the system without SAM molecules

is studied. The results are presented in Table 4.3.

 

 

# of gold layers 6 12 18 24 36 12(no

SAM)

thickness L of the 39.42 68.10 96.73 125.67 182.90 68.10

0

junction (A )

 

k (W/mx) 9.1115 17613.0 23915.6 27.9143 36.3183 18.6116
x

 

kyrwmx) 7.8111 19413.4 23.514.319.8162 25317.4 19814.7

 

k(W/,,,.K) 1310.2 1810.3 2510.6 3.8112 4.9105 0
Z  
 

       
 

G 327158 261146 258166 302195 268130

(MW / m2K )

Table 4.3 Substrate Thickness Effect on Thermal Conductivities and Thermal

Conductance

To compare the z-direction results, thermal conductance should be the

property to be compared, as it is mentioned in section 4.2 that the thermal
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conductivity kz is structural dependent rather than an intrinsic property of the

junctions. Thermal conductance, G, is defined by q=GoAT where q is the

heat flux normal to the junction interfaces, and AT is the temperature difference

across the junction. G is related to k2 by

G = k2 / L (4.1)

where L is the thickness of the junction. In Table 3, the thermal conductance

does not emibit monotonic decrease when the substrates are thickened from 6

layers to 36 layers of gold as one would intuitively expect It is believed that the

discrepancies of thermal conductance among systems with different Au

thicknesses are not from the thickness size effect but from other factors such as

the difficulty of defining the convergence thermal conductivity value and the

limited number of runs used to get the mean values. The effects of these factors

are reflected in the error bars. The total thermal resistance of the junction can be

written as a serial combination of resistances of different parts that make up the

junction:

Rtotal = 2 x Rsubstrate + 2 X Rinterface + RSAM (4.2)

Consider the relation between resistmce and conductance

G =1/R (4.3)

Eq. (4.2) becomes
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1 1 1 1

= 2x +2x +———

Gtotal , Gsubstratc Ginterface GSAM

Due to the large conductance of gold substrates, the first term, MGM”,

 
 

 

(4.4)

becomes negligibly small. (In reality, bulk gold has a thermal conductivity of

318W/m-K , which leads to a conductance G of about

1.2x105MW/m2-K for a substrate with thickness of 26.2 It. The

corresponding resistance R is 8.3x10'6m2-K /MW and it is negligible

compared to other terms. As stated in section 1, the electron trmsporl

contribution to the thermal transport is ignored since it is hard for electrons to

tunnel through the SAM molecules. Due to this and the substrate thickness effects,

the Au lattice thermal conductivity should be smaller than 318 W/m-K. However,

even if the calculated thermal conductivities (~20 W/m-K ) in the x- and

y-directions are used, the resistance comes out to be

~1.3x10‘4 mzoK /MW , which contributes only 3% of the total resistance).

Wang et al [6] found that the energy transport along the SAM molecule chains

was ultrafast (0.95nmlps), which suggests that the thermal resistance inside the

molecule itself is very small. Henry et. al. [83] also found that a single

polyethylene molecule has a thermal conductivity is higher than 100 W/m-K

along the chain using an equilibrium molecular dynamics simulation with

Green-Kubo formula. Therefore, the junction thermal resistance is dominated by

the SAM-Au interfaces. Since there are no strong inter-molecular interactions
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among the discrete SAM molecules, the energy transport from one molecule to

another should be weak Comparing the results of the systems with and without

SAM molecules (the 6‘h case in Table 4.3), one can see that the existence of SAM

molecules does not affect the in-plane thermal transport. It is also found that for

the system without SAM molecules connecting the two Au substrates, the

out-of-plane thermal conductance becomes 0 as expected. We then believe that

the in-plane (x-, y—direction) thermal transport mostly happens in the crystalline

gold substrates and SAM molecules present channels for out-of-plane thermal

conduction. From Table 4.3, it can be seen that in the x-, y-directions, the

supercell with thickness of 68.10 A still suffers from the finite size effect for the

in-plane thermal transport. However, if the dimension in z-direction is too large,

the mlculation becomes too demanding to handle with the current code. For the

junctions in our work, what is really important is the out-of—plane (z-direction)

thermal transport, and the 12 layer substrates have shown to be thick enough to

ignore the thickness effect on the thermal conductance in z-direction (see Table

4.3). As a result, substrates with 12 gold layers are used in all the rest simulations.

4.4.5 Temperature Effect

One of the topics investigated in this work is the temperature dependence of

thermal conductivity/conductance. Figure 4.6 shows the in—plane results of a

system with free boundary conditions. The solid lines are power fits to the discrete

data. Data for simulations that use P80 in the z-direction are shown in Figure 4.7.
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From the fitted line, the temperature dependence of the calculated lattice thermal

conductivities in the in—plane directions (x-, y-directions) shows the same trend as

that found in simulations with free-bounday conditions (Figure 4.6), which

declines with increased temperature, and the same trend is found in thermal

conductivities of crystalline solids [70,34]. For thermal conductance in the

out-of-plane direction (Figure 4.7(b)), a comparison with Wang et al [84]

experimental data on Au-SAM-GaAs junctions was done (see Figure 4.10). In

Wang’s work, Au-alkanedithiols—GaAs junctions were studied which are different

from the Au-alkanedithiols-Au junctions studied here. In practical experiments, the

alkanedithiols lattice on the GaAs substrate is not as perfect as that on the Au

substrate in our work, and the molecules are not always upstreight while some of

them lay down. As a result, the effective molecule-substrate contacts are not as

good as the ones studied in this paper which are perfect contacts [85]. So, it is not

a surprise that our data are much larger than Wang’s experimental data. Although

the absolute values are not comparable, the trend of the discrete data is similar.

The mean thermal conductance increases at low temperatures as the

temperatures raises, and becomes almost unchanged at higher temperatures

(>150k). We are not aware of any experimental thermal conductance data on

exact the same junction that is studied here at a temperature range from 50K to

350K However, for metal-nonmetal interfaces, the experimental thermal
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conductance is reported to be 8 < G < 700 MW/(mzK) [86-88]. In our work,

as can be seen in Figure 4.7(b), the thermal conductance ranges from

200—300 MW/m’K which falls in the above range. Ge et al [57] reported

Au-(hydrophobic SAM)«water interface to have thermal conductance of

5015 MW/(mzK) and a conductance of 100120 MW/(m’K) for Au—(hydrophilic

SAM)-water interface. Wang et. al. [4] reported a thermal conductance of

2201100 MW/(m’K)foraAu-SAM junction. ltcanbeseenthatourdataisonthe

same order of available experimental data.
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Figure 4.6 Temperature Dependence of ln-plane Thermal Conductivities

of Systems with Free Boundary Condition in z-direction
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Figure 4.7 Temperature Dependence of Thermal Conductivities and Conductance

of Systems with P80 in z-direction

105



(a) Thermal Conductivities in x-,y-,z-directions
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Figure 4.7 cont.

(b) Thermal Conductance of the Au-SAM-Au Junction
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4.4.6 Simulated Nonnal Pressure Effect

The external normal pressure effect on the thermal conductivity/conductance was

simulated by decreasing the dimension of the simulafion cell in z-direction at 100K

because there is no way to apply forces on the free surfaces of the Au substrates

when P80 is used in the z-direction. In this way, the junction would feel 'pressure"

as the junction is compressed by the decreased cell dimension in z-direction. The

z-direction dimension is decreased by 1 i. with an interval of 0.2 it. The 0.2 .1

decrease of dimension corresponds to pressure increases ranging from 10 to 350

MPa. The calculated results are shown in Table 4.4 and Figure 4.8. In Figure 4.8,

where the z-direction thermal conductance presented, no pressure dependence

was observed when error bars are considered. The reason for such a result could

be that the SAM-Au interface resistances are the dominate factors which impeded

the thermal energy transport across the junction (detailed discussions were

presented in section 4.4.4). Although the junction is under pressure, due to the

flexibility of the chain-like alkanedithiol molecules, the structure will adapt itself to

the small dimension change in z-direction and thus the local dynamics around the

SAM-Au interface does not change much. As a result, the interface resistance is

not affected much. The thermal conductivities in x- and y- directions do not show

any pressure dependence (see Table 4.4).

108



‘. thickne

167.30

167.70

(67.10

 

F'Ql



 

 

 

 

 

 

  

Thickness k k k G(MW/(m2K))

x (W/nr-K) y (W/m-K) z (W/m-K)

(R)

68.10 22213.4 16413.0 1810.3 265144

67.90 14.5148 21.81102 2010.6 295188

67.70 15913.2 21716.5 21104 310159

67.50 14.7166 18.1163 22103 326144

67.30 18114.6 17314.0 23102 342130

67.10 18318.0 18117.2 2210.2 328130    
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Table 4.4 Simulated Pressure Dependence of Thermal

Conductivities/conductance in x-, y- and z-directions
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Figure 4.8 Out-of-plane Thermal Conductance vs. Simulation Cell Thicknesses
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4.4.7 Chain Length Effect

Systems with different alkanedithiol molecule chain lengths were also

studied. The thermal conductivities of junctions with —S—(CH2)8 --S -,

“S‘(CH2)9 ‘S" . “S’(CH2)10 “S“ were calculated at

temperatures ranging from 50K to 350K The in-plane thermal conductivities at

100K are tabulated in Table 4.5, and they do not exhibit any chain length

dependence. The out-of-plane thermal conductance is plotted in Figure 4.9. Solid

 

 

 

lines are power fits of discrete data.

Chemical S2 (CH)8 S2(CH)9 52(CH)10

Formula

kx 17.6130 14914.1 22.1182

(W/m-K )

ky 19413.4 19313.4 16311.7

(W/m-K )      
Table 4.5 Chain Length Effect on Thermal Conductivities in x-, y-directions at

1 00K
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Considering the errors, the thermal conductance values of junctions with

different chain lengths are not very different from each other. However, the mean

values revealed weak chain-length dependence: as the chain become longer, the

out-of-plane thermal conductance decreased slightly. This makes sense if one

considers the extreme cases of chain lengths equal to 0 and infinity. ‘lhe thermal

conductance should decrease from the maximum value for junctions with no SAM

to 0 when the substrates are separated by infinitely long chains. Such a trend

coincides with the experimental measurements of Wang et. al [84] on

Au—SAM-GaAs junctions (see Figure 4.10). The reason that there is no obvious

thermal conductance change should still be that the SAM-Au interface resistance

dominates the energy transport ability in z-direction while the chain—like molecules

themselves have very small resistances. It can be concluded that the limited chain

length Change (from-S—(CHQ, "S“ to TS“(CH2)10 ’S“) does "01 have

significant effect on thermal transport ability of the junctions.

4.4.8 SAM Molecule Coverage Effect

To change the molecule coverage on the Au substrate, the number of

molecules attached to the substrate surface was changed. Wlth P805 in x- and

y-directions, every alkanedithiol molecule is equivalent. Molecules were deleted

symmetrically so as to keep symmetries. Thermal conductivities/conductance of

systems with 16, 14, 12, 10, 8 alkanedithiol molecules were calculated and

presented in Table 6.
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Coverage kx ky [(2 G

(# of thiolsl (W/m-K) (W/m-K) (W/m-K) (MW/(mzK))

simulation

cell)

16 17613.0 19413.4 1.8103 261146

14 13.1116 10.6122 1.8103 257148

12 20914.0 13.7148 1.6102 233126

10 14514.7 15814.] 1.3102 185126

8 17.3165 17.8142 1.010.] 148119      
Table 4.6 Molecule Coverage (refers to number of alkanedithiols in a 2x2

simulation cell) Dependence of Thermal Conductivities and Thermal Conductance

From Table 4.6, no trend of in—plane thermal conductivities is found. The

mean value of out-cf-plane then'nal conductivities/conductance decreases with

decrease of coverage as expected. In Au—SAM-Au junctions, thermal energy is

transported from one substrate to another through the discrete alkanedithiol

molecules. These molecules are like channels through which energy passes.

When the number of molecules decreases, energy transport channels are

decreased. As a result, thermal energy transport Mcomes more diflicult and

conductance becomes smaller.

4.4.9 Vibration Coupling Analysis

To investigate how efficiently the thermal energy is transported from the
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substrate to the discrete molecules, the vibrational power spectra of Au atoms in

the substrate, sulfur atoms and carbon atoms in the alkanedithiol molecules were

calculated (see Figure 4.11). The calculations were done by performing Fourier

transforms of the velocity autocorrelation functions. Two layers of Au atoms and

16 sulfur heads which form an interface were chosen as the samples from which

the velocity autocorrelation functions were calculated. Trajectories of 16 carbon

atoms bonded to the sulfur heads were sampled to calculate the vibration power

spectra of the carbon atoms. It can be seen that the vibration power spectrum of

the Au substrate atoms has broader peaks than the sulfur, while the spectrum of

the sulfur atoms has many discrete spikes. The overlap of these two spectra is

limited to frequencies lower than 10THz. It is believed that the relatively large

coupling is due to the strong Morse interaction between the Au and S atoms.

Although the vibration coupling between Au and S appears to be strong, the

discrete SAM molecules limit the number of channels available for thermal energy

transport, and thus they significantly influence the heat transfer efficiency. As a

result, the Au-SAM interface presents a large resistance to the junction. It also can

be seen that the overlap of S and 0 spectra spans over frequencies up to about

22 THz, which facilitate the thermal transport inside the molecule chains. The

calculated thennal conductance values in this work are close to those of the

interface conductance values of water-surfactant heads (300140 MW/(m2K) ),
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hexane-surfactant tails (370140 MW/(m2K)) and benzene-sufactant tails

(200130 MW/(m2K)) which also have Iago vibration coupling [59]. The

C84-orgnanic solvent interface thermal conductance found by Huxtable et. al. [89]

(10— 20 MW/(m2K)) has almost no vibration spectra overlap, and is much lower

thanourdata.
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Figure 4.11 Normalized Vlbrational Power Spectra ofAu Substrate, Sulfur Heads

and Carbon atoms

4.5 Summary and Conclusion

L

This portion of project calculated thermal conductivity/conductance of

Au-SAM (alkanedithioI)—Au junctions using equilibrium classical MD with

Green-Kubo method. PBCs were used in x- and y-directions. Both free boundary
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condition and P80 were used in the z-directicn. The effect of simulation finite size

was investigated. Vlbration comling was analyzed to explore the mechanism of

thermal energy transport between gold substrate and SAM. Due to the limited

thermal transport channels presented by the discrete SAM molecules, thermal

energy transport across the interface is not efficient even though the Aues

vibration coupling appears to be strong, and thus the interface resistance is large.

From the phononic point of view, the Au-SAM interfaces present scattering sites

which scatter and reflect the phonon wave packets. Only a part of the phonon

energy is transmitted througt the interfaces and this leads to interface resistance.

Temperature dependence, molecule chain length dependence, substrate

thickness dependence, pressure dependence and alkanedithiol molecule

coverage dependence of thennal conductivities/conductance were studied. The

results show that the thennal conductance in the out-cf-plane direction

(z-direction) increases with temperature increase at temperatures below 150K

and remains almost unchanged at temperatures above 150K The in-plane

thermal conductivity displayed a bulk crystal lattice thermal conductivity behavior

which decreases with the increase of temperature. It was also observed that the

junction thermal conductance does not have obvious molecule chain length

dependence (chain length from-S-(Csz -S- to ‘S-(CH2)10 -S-).

Substrate thickness does not seem to affect the thermal conductance across the

junction. Pressure dependence is also not obvious in Au-SAM—Au junctions.
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These three observations demonstrate that it is the Au-SAM interface that

dominates the thermal transport across the junction. Alkanedithiol molecule

coverage has an effect on the out-of-plane direction thermal transport The

thermal conductance decreases obviously with coverage decrease due to the

reduced number of energy transport channels. All the calculated thermal

conductance values are between 200 and 300MW/m‘2-K which is inside the

experimentally measured range of metal-nonmetal interfaces.
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CHAPTER 5

NON-EQUILIBRIUM MOLECULAR DYNAMICS SIMULATION OF

THERMAL ENERGY TRANSPORT IN AU—SAM-AU JUNCTIONS

5.1 Non-Equilibrium Molecular Dynamics and Simulation System

In a NEMD simulation for thermal conductance calculation, either a constant

temperature difference [90-93] or a heat flux [59,93-97] is imposed by altering the

atomic dynamics in localized heat sink and source regime. In the constant

temperature diflerence method, the temperatures of the sink and source regions

are themostated at the target values by rescaling the atom velocities in these two

regions. The energy differences before and after the velocity rescaling processes

in both the sink and source regions generate heat fluxes. Although the velocity

rescaling is an abrupt disturbance to the simulation system, it was proved to be a

valid algorithm which does not significantly modify the local thennal equilibrium of

the sink and source region [90,92,98]. In the method which imposes an energy

flux to the simulation system in this work, the velocities of the atoms in the sink

and source regions are rescaled so that the same amount of energy is added to

the source and taken out from the sink. The amount of energy difference before

and after the rescaling is determined by the energy difference between the fastest

atom in the sink region and the slowest atom in the source region. In this portion

of project, the second algorithm was mainly used while the first one was also used
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for comparison purpose.

In a NEMD, after the simulated system reaches a steady state, the thermal

conductance can be calculated by Fourier’s law (eq. 5.1).

J = GoAT (5.1)

where AT is the temperature difference of the heat sink and the heat source, J

is the heat flux which is defined as the amount of heat energy transfer rate per unit

area perpendicular to the direction of the heat flux and G is the thermal

conductance in the heat flux direction.

A typical set-up of the simulation system in this work is shown in Figure 5.1.

The simulation system consists of three Au substrates with SAM connecting them.

The SAM is made of alkaneditiols (“S " (CH2 )n "’ S "" ). Periodic bounday

conditions (PBC) are used in all three spatial (x-, y-, z-) directions. Wlth P30 in

z-direction, the left substrate and the right substrate make up a united substrate

which is exactly the same as the substrate in the center. Four Au layers at the

center are chosen as the sink region and two Au layers at each ends are chosen

as the source region. Atoms in these two regions are subject to velocity rescaling

while all the rest atoms move freely.

For the system shown in Figure 5.1, eq. (5.1) can be expressed as

dE
J =

ZA-At

 =GAT (5.2)

where Ar is the time interval between two consecutive velocity rescalings, A is
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the area of the system perpendicular to the heat flux and dE is the energy taken

out from the heat sink and put in to the heat source. Calculation errors are

obtaimd by analysis the error propagation relation through eq. 5.2:

e6 = "lo'dEIZ +|0'M|2 xG (5.3)

where eg istheabsolute errorof G, 0'“! and 0M are relative errorsof (E

and AT respectively.
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Figure 5.1 ATypical Set-up of the Simulation System

In this part, the same unit cell is used as defined in chapter 4 section 4.3.

The simulation supercells are obtained by expanding the unit cell in x and y

directions. The system in Figure 5.1 is a 2x2 system.

The potential functions and parameters are the same as those in chapter 4

section 4.3.

The simulation procedure is as fOIIOWZ (1 ) All atoms started moving from their

equilibrium positions with random initial velocities. (2) Thermostats were applied

to the whole system to make sure that the system reached the target mean
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temperature. (3) Thermostats were then released and an equilibration period was

performed. (4) Thermostats for heat sink and source were switched on. (5) After

the system reached a steady state, a production period during which the heat

cunent and temperatures at different 2 coordinates are recorded. (6) Thermal

conductance was calculated according to eq. (5.3). For all the simulations,

neighboriists with radii less than 12 A were used to speed up the calculation and

the time step was set to 0.5 is.

5.2 Results and Discussion

5.2.1 Finite Size Effect

To investigate the finite size effect in all three directions, interfacial thermal

conductance values of systems with different cross section sizes and different

substrate thicknesses are calculated. Twle 5.1 shows the results from

calculations using the constant temperature difference method, and Table 5.2

shows results from calculations with the heat flux method.

121



Table 5.1 Thermal Conductance of Systems with the Constant Temperatures

Method

122



 

 

 

 

 

   

Source Sink Cross Cross section Junction G

temp. temp. section waxy?) lmd) (MW/(01216))

(K) (K) size

130 70 2x2 19.98 x 17.30 136.20 340

130 70 2x2 19.98 x1730 251.34 352

130 70 3x3 29.97 x 25.95 136.20 344

140 60 2x2 19.98 x1730 136.20 330

150 50 2x2 19.98 x1730 136.20 342     
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Table 5.2 Thermal Conductance Systems with Heat Fluxes Imposed
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Cross Cross Junction G

section section area length (,1) (MW /(m2K))

Size (Ax A)

2x2 19.98 x17.3i 136.20 348 :1: 80

2x2 19.98x173i 251.34 360185

3x3 29.97 x 25.95 136.20 352 :l: 80   
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In Table 5.1, the interfacial thermal conductance values from systems with

different sizes are close to each other. For case 1 and 3, which are only different

in cross section area, the interfacial thennal condumnce values are almost the

same. This suggests that the finite size effect is not important in the x- and

y-directions for the 2312 systems. The steady state temperature profile of case 4 is

shown in Figure 5.2 (a). For case 1 and 2, which are only diflerent in substrate

thicknesses, the interfacial thermal conductance of the system with thicker

substrate has a slightly higher value.

Since thicker substrates allow phonons with larger mean free path to be

excited in the simulation, more phonons are involved in thermal energy transport

in the system with thicker substrates than that with thinner substrates. However, it

is also found that the thermal conductance difference between case 1 and 2 is

only 3.5%. As a result, we can imore the substrate thickness effect when the

systems have lengths of 136.21. In Figure 5.2 (b), which shows the steady state

temperature profile of case 2, the substrate temperature profiles away from the

heat sink and sorrce or the SAM-Au interfaces are very flat. Such an observation

suggests that the thermal conductance in the Au substrates is very large

compared to the thennal conductance of the Au-SAM interfaces where large

temperature gaps exist. The temperature profiles are nonlinear near the sink and

the source regions due the artificially altered dynamics by the velocity scalings.

Also, the temperature profiles become nonlinear near the interfaces which
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suggesttl'latthedynamicsoftheAuatoms neartheinterfacesaredifferentthan

those inside the substrate due to the surface effect. It should be noted that the

temperature nonlinearities in Au substrates do not affect the validity of applying eq.

(5.2) on the Au-SAM interface since only the temperature difference between two

points are involved to calculate the interfacial thennal conductance.

Simulations with different heat sink and source temperatures were also

perfomd (see case 1, 4 and 5), and the calculated thermal conductance values

are not very different fiom one another. This suggests an almost linear relation

between the heat flux and the interfacial temperature difference, which

demonstrates the validity of the Fourier’s law on the AuSAM interface. The

simulations with the heat flux method yield results (Table 5.2) that are similar to

those from constant temperature difference method. Although these two

nonequilibrium algorithms yield similar results, the large fluctuations of heat fluxes

in the constant temperature difference method (Figure 5.3 (a)) lead to relative

errors larger than 1. Moreover, it is very diflicult to make sure that the simulation

system reaches a state in which the mean energy taken out from the heat sink

equalsthatputintotheheatsomce. 'Iheheatfluxmethoddoesnotsufferfromthe

above two problems (Figure 5.3(b)), and thus the rest of the work uses the heat

flux method. As discussed above, a 2x2 system with thickness of 136.20 A is

enough to ignore the finite size effect, and such systems are used throughout the

rest of the simulations.
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Figure 5.2 Steady state temperature profiles: (a). Temperature profile of a 2312

0

system with a junction thickness of 136.20 A. (b). Temperature profile of a 2x2

0

system with a junction thickness of 251.34 A .
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Figure 5.2 cont.
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Figure 5.3 Heat fluxes: (a) heat flux of heat source and heat sink in a simulation

with constant sink and source temperatures, (b) heat flux of a simulation with the

heat flux method.
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Figure 5.3 cont.
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5.2.2 Temperature Effect

For NEMD simulations in which there are temperature difierences, an

equilibrium temperature of the system is not defined. Systems with different mean

temperatures are studied. The thermal conductance values are plotted against the

mean temperatures, as shown in Figure 5.4.
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Figure 5.4 Au-SAM interfacial thermal conductances at different mean

temperatures.

The interfacial thermal conductance increases with temperature increase

when the mean temperatures are below 250K The thermal conductance values

do not have significant changes at temperatures above 250K Such a trend of
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thermal conductance is similar to that found in the experiments by Wang et. al. [84]

on GaAs-SAM—Au junctions and from our previous EMD study of the same

Au-SAM-Au junctions [99]. The plateau in Figure 5.4 appears at a higher

temperature than those in the aforementioned two references. it should be noted

that in the nonequilibrium steady state, the two inner Au-SAM interfaces are at

temperatures lower than the system mean temperature, while the outer two

interfaces are at temperatures hidier than the system mean temperature (see

Figure 5.2). As a result, we estimate that the thermal conductance stops

increasing with temperature at a temperature around 200 K, which is close to that

found in the EMD study [99]. it should also be noted that the GaAs-SAM junctions

and the Au-SAM junctions have different degrees of anharmonicity. Since the

anharmonicity is a factor that will counter afiect thermal transport across the

junction (will be discussed in the next paragraph), it is easy to understand why the

plateau appears at different temperatures in different junctions. In the experiment

on Au.SAM junctions, which was concluded by Wang et. al [4], an estimated

interfacial thermal conductance of ZZOiIOOMW/(mzK) at 800 °C was

reported. Considering the approximations made in estimating the thermal

conductance in ref. [27], our high temperature data (400 :t 120MW /(m2K) ) are

in reasonable agreement with their estimated value. If we assume that the thermal

conductance of the Au-SAM-Au junction is dominated by the Au-SAM interfaces,

the junction thermal conductance in this work is approximately
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a200i60MW /(m2K) at high temperatures. In ref. [100] by Segal et. al., where a

quantum mechanical model was used to predict the thermal conductance of an

alkane chain attached to two electrodes, a thermal conductance of about

3.5xlO'“W/K per alkane chain at 300K was reported. Considering the area

per chain to be 2.l6><lO-19m2 in our simulations, the thermal conductance

per chain of our study is about 4.3x10'1'W/K, which is in good agreement

with the prediction by Segal et. al [100].

To further analyze the thermal energy transport in the Au-SAM-Au junctions,

VDOS’s are calculated by performing Fourier transform of the velocity

autocorrelation functions (VAF) [26] according to eq. 4.

Da(a)) = j1“,, (t)cos(a)t)dt (5.4,

where a) is frequency, a refers to different elements, Dar (0)) is the VDOS

at frequency w, and For (t) , which is give in eq. (5.5), is the VAF of element

a .

Pa (1) = <V(t)’V(O)> (5.5)

The VDOS’s of surface Au (the top layer of Au substrate at the Au-SAM surface),

3, c1 (the 1" carbon atom from the sulfur head), c2 (the 2"cl carbon atom from the

sulfur head) and C4 (the 4‘“ carbon atom from the sulfur head) atoms at

temperatures of 50K, 150K, 250K and 350K The VAF’s are obtained from
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equilibrium runs at the aforementioned temperatures.

The results are presented in Figure 5.5. The VDOS’s are not only

proportional to the population of vibration modes but also proportional to

temperature since they are proportional to the square of the velocity [101]. To

make the VDOS’s of different elements comparable, VDOS’s of different elements

are weighted by their respective mass.
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Figure 5.5 vooss of surface Au (1" column), s (2“I column), 01(3'“ column),

02(4th column) and 04(5‘h column) atoms at temperatures of 350K (top row),

250K (2"d row), 150K (3" row) and 50K (bottom row). C1 refers to the 1" carbon

atom from the sulfur head, C2 refers to the 2"L1 carbon atom from the sulfur head

and C4 refers to the 4‘" carbon atom from the sulfur heads
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It can be seen that the populations of vibration modes at all frequencies of all

elements grow with temperature increase. As a result, more phonons are involved

in thermal energy transport, which leads to the increase of thermal conductance

with temperature. However, this does not explain why the thermal conductance

stops increasing at high temperatures. To facilitate analysis, we divide the

molecular (including 8 and C atoms) vibration modes into three regions:

low-frequency (LF) modes ranging from 0 to 15THz, intermediate-frequency (IF)

modes ranging from 15 to 30THz aid high-frequency (HF) modes with

frequencies higher than 30THz It is found that the HF modes are not excited at

temperature up to 400K, so only the LF and IF modes are visualized. In Figure 5.5,

both the substrate Au atoms and the SAM molecule atoms have largely populated

LF modes, leadingtoaresonancetypeofthennaltlmsportbetweentheAu

substrates and SAM molecules. It also can be seen that the LF modes extend

overall all the molecular elements, suggesting a highly delocalized feature of

thesemodes. ThelFmodescouldalsotransportthermal energy, however, the

direct coupling between the IF modes to the Au substrate is not possible since

there are no vibration modes in the Au substrate with frequencies ranging from 15

to 3OTHz. However, the anharmonicity makes the LF and IF phonon-phonon

interactions possible, and thus felicitates energy communication between LF

modes and the IF modes.

One can picture the following themlal energy transport mechanism: some
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energyoftheLFmodesistransferredtolFmodesatoneinterfacedueto

phonon-phonon interactions. Then IF modes carry the energy through the SAM

molewlesandreleasetheenergytoLFmodesattheotherinterface. Sucha

tunneling-like transport decreases exponentially with chain-length increase [100].

However, in chapter 4, EMD simulations on Au-SAM-Au found that the themial

conductance did not depend on molecule chain-length, which suggests that the

tunneling-like transport does not play an important role in the thermal transport

through the Au-SAM-Au junctions with SAM molecular chain-length of 8 or more

carbon atoms. To increase the thermal conchctance of the solid-SAM junctions,

using substrate materials which can utilize the IF vibration modes for resonance

type transport should be an effective strategy.

In our model, the potentials used to describe the SAM intramolecular

interactions are mainly harmonic interactions (see Table 4.1). Although the LJ and

Ryckaert-Bellemans Torsion potential could result in anharmonicity, the effect is

believed to be small because these interactions are very weak Segal et. al [100]

compared the full alkane force field (with anharmonicity) and the pure harmonic

model, and it was found that the limited anharmonicity does not affect the thermal

transport along the alkane chain. So, we believe themlal energy transport inside

the SAM molecule is dominantly harmonic (ballistic transport), which transports

thermal energy efficiently. This explains why the temperature difference inside the

SAM molecule is very small (see Figu‘e 5.2). However, the Morse bonds, which
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are used to describe the Au-Au and Au—S interactions, are not harmonic, resulting

in anharmonicity. The anharmonicity which scatters phonons counter affects the

thermal energy transport from Au into SAM molecule [102]. It should also be

noted that the anharmonicity increases with temperature increase, and this

explains why the thermal conductance does not keep increasing at high

temperatures.

From Figure 5.2, we can see that the largest temperature drops exist at the

Au—SAM interfaces. We can also see from Figure 5.5 that there are strong

couplings between LF molecule modes and the Au substrate. It should be noted

that the ratio of the number of the Au substrate atoms to the numbers of the SAM

molecule atoms is 3.6. As a result, the SAM molecular spectra work as

bottlenecks, which have much smaller vibration modal populations compared to that

of the Au substrate (one could imagine multiplying the Au spectra by 3.6 and

examining the overlap between Au spectra and SAM molecule spectra). As a

result, the populations of the SAM molecular LF modes that can resonate with the

substrate vibration modes are limited, and this leads to relatively large interfacial

thermal resistance compared to the resistances of Au substrates and SAM

molecules.

5.2.3 Simulated Pressure Effect

The normal pressure effect on the thermal conductance is simulated in this

study by decreasing the dimensions of the simulation supercells in the
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z-directions. in this way, the junction would feel “pressure” as it is compressed by

the decreased cell sizes. Simulations were performed at mean temperatures of

100K and 300K The calculated Au-SAM interfacial then'nal conductance values

are plotted in Figure 5.6. It is found that the then'nal conductance does not depend

on the simulated external pressue. From structural point of view, although the

junction is under pressure, due to the flexibility of the chain-like SAM molecules,

the structure can adapt itself to the small dimension changes in the z-direction so

that the dynamics at the SAM-Au interface are not changed much. Thus, neither

the vibration modes nor the strength of the anharmonicity should change much.

As a result, the phonon transport in the junction remains the same, and this leads

to the same thermal conductance.
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Figure 5.6 Interfacial thermal conductance versus simulation supercell

thicknesses.
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5.2.4 Coverage Effect

The SAM molecular coverage effect on thermal conductance is also studied

by changing the number of alkamdithiol molecules on the substrates. Wlth PBC

in x- and y-directions, every alkanedithiol molecule is equivalent in position.

Molecules are deleted symmetrically so as to keep symmetries. Au—SAM

interfacial thermal conductance of the M systems with 16, 14, 12, 10, 8

alkanedithiol molecules in each SAM are calculated at a mean temperature of

100K and the results are presented in Figure 5.7.
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In Figure 5.7, it is seen that the thermal conductance increases when the

number of the SAM molecules increases. In the Au-SAM-Au junctions, thermal

energy is transported from one substrate to mother through the SAM molecules.

These molecules work as “channels" through which energy passes. When the

number of molecules decreases, the number of thennal transport channels

decreases. Due to the weak intermolecular interactions (van de Waals (vdW)

interactions), the intermolecular thermal energy transport is difficult. This makes

the "channels' relatively isolated. Since each molecule has equal capacity of

transporting themlal energy, the thermal conductance is almost a linear function

of the number of molecules. The observations in Figure 5.7 can also be explained

from the vibration point of view. As discussed in Section 5.2.2, the populations of

LF molecular vibration modes work as bottlenecks which limit the thermal

transport efficiency. As the number of molecules decreases, the total population of

the LF molecular vibration modes to couple with Au substrate decreases, leading

to the decrease of thermal conductance.

5.2.5 Au-SAM Bond Strength Effect

As discussed in Section 5.2.4, each SAM molecule works as an isolated

themlal transport 'channel”. As a result, the contacts of the molecules to the Au

substrate are important parameters which could influence the energy transport

efficiency of each “channel". To study the effect of the Au-SAM bond strength on

thethennalenergytransportacrosstheinterfaces, thebindingenergy(De)ofthe
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Morse potential, which describes theAu—S bond, was increased by 10%, 20% and

30%. The calculated interfacial thermal conductance data are plotted in Figure 5.8.

It can be seen that the interfacial thermal conductance increases as the Au-SAM

binding energy increases. The VDOS’s are calculated for the surface Au atoms

and the S atoms from the MD run with the original bond strength (l-De) and that

with 1.3-De (Figure 5.9). It can be seen, that the vibration modes in the Au

spectra with frequencies lower than 5THz shift to the left and those with

frequencies higher than 5THz shift to the right when the bond strength is

increased. The 8 spectra also exhibit similar trends. It is easy to understand the

spectra shifts to the higher frequencies due to the increased bond strength, but it

is not intuitive to believe that some modes should shift to lower frequencies. The

spectra shifts can potentially change the LF modes resonance between Au and S

atoms, and thus change the interfacial thermal conductance. However, because

the shifts are so tiny, the thermal conductance change due to the spectra shift is

expectedtobesmall. Ontheotherhand, duetotheincreasedbondstrengths, the

motions of the surface Au atoms and the S atoms are more confined around the

potential minimum (equilibrium position), and thus the anharmonicity at the

interface is decreased. This leads to smaller phonon scattering at the interface

due to the anharmonicity, hence higher them'lal conductance. As a result, we

believe that the thermal conductance change due to bond strength change is

mainly because of the change of the anharmonicity from the Au-S bond. Some
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modesshiflingtolowerfrequenciescouldalsobearesultoftl'lechangeofthe

anharrnonic scattering at the interface.
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Conductance at 100K De is the binding energy of the original Morse potential.
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Figure 5.9 VDOS’s of the surface Au atoms and the S atoms for the original

binding energy and 130% binding energy.

150



151

<
o
o
m
3
.
2
5
5
:
1
5

1 0000

w
0

0
0

0
0

m
m

m
m

m

o
_
_
_
d
d
—
—
fi
i
_
_
j
d
d
_
—
_
+
_
_
_
_
+
d
4
q
4
d

I

 
 

     
.

I

I
I
.

l
l
e
~
‘
~
5
e
e
e
|
I
I
I
I
I
I
I
I
"
-
-
-
-
.
.
.
.
.
.
.
.

E
I
l
L
N
.

-
.
.
-

l
.

n
.
u
.
.
.
-
3
.
.
.
.
.
.
u
u
u
u
u
u
u
-
n
z
u
z
z
e
-
u
e
:
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e

 
 
 

  
  
 

 1 I I
l
l
i
r

.
"
.
m
m
m
m
%
~
\
~
%
%
.
.
s
.
=
o
.
.
.
.
.
.
.
.
.

.
.
.
.
1

r
1
.
.
.
.
.
.
.
.
.

.

-
-
-
.
.
l
l
t
t
-
l
l
l
l
.
t
l
-
.
.
r
.
.

-
.
.
-
l
t
.

-
.

I

I
.

10

 

 

S

15

Frequency (THz)

T

inal..0rin

- s_+30%_De

 

20

 

 
 

I
!

I
I

J

l
—
b
_
p
—
_
_
P
F
I
—
r
[
1
_
_
r
.
_
b
—
b
b
F
_
—
L
1
_
F
 

 
z 9

<
0
9
»
.
6
3
:
8
2
5
.
5

 .
W

W

4
 

 

6

 
Frequency (THz)

Au_origml

-------- Aq_+30%_De

  
 



5.2.6 Heat pulse

To study the thermal energy dissipation in the Au-SAM-Au junctions, a heat

pulse is introduced to the source region after the system reached equilibrium state

at 100K The heat pulse is imposed by sealing the temperature of the source

region to 800K To visualize the temperature profiles at different instaices while

minimize the influence of temperature fluctuations, time steps are divided into

blocks with each block containing 1000 time steps (=500fs), temperatures a‘e

then averaged over the 1000 steps. Snapshots of temperature profiles are

presented in Figure 10, and the time block in which the heat pulse was imposed

was set to t=0.
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Figure 5.10 Snapshots of Temperature Profiles
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From Figure 5.10, it can be seen thatthetime requiredforthe heatto spread

over the Au substrate is less than 1.5 ps. The time required for energy to cross the

interfaces is much longer, which is betwmn 36.5 ps and 74.0 ps. Temperature

gradients inside the SAM molecules are always small in these snapshots,

suggesting fast heat dissipation inside the SAM molecules. These observations

prove that thermal resistances of the Au substrates and the SAM molecules are

much smaller than the Au-SAM interfaces resistance.

5.2.7 Further VDOS Analysis

VDOS’s are also calculated for the Au atoms at the Au—SAM interface and

those locate inside the substrate (Figure 11). To identify the locations of the Au

atoms, the 12-layer Au substrate is divided into 6 slices with the first slice being

the source region. The VDOS’s of the Au atoms of the third (Au_3) and the fourth

(Au_4) slices are calculated, representing the inside atoms. The VDOS’s of the

single layer Au atoms at the interface are calculated as the surface atoms. The

VDOS’s are calculated from the trajectories from an equilibrium MD run at 150K

By comparing the spectra, it can be seen that the vibrational features of the inside

Au atoms are almost the same (Au_3 and Au_4), while the dynamics of the Au

atoms at the interface are obviously different. Compared to the VDOS’s of the

inside Au atoms, the VDOS of the surface Au atoms has two obvious peaks

around 2THz, and the modal populations from 3 to 6THz decreased. Overall, the

VDOS moved to the low frequency side when the Au atoms are at the interface.
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Theeffectivetotal bondstrengthsofthesurfaceAuatomsare reducedduetothe

redumd number of bonds compared to the atoms inside the substrate. This leads

to the reduced intensity of higher freqmncy vibrations and the emphasis of the

lower frequency vibrations. Such change of spectra leads to additional boundary

thermal resistance, and this is reflected in the nonlinear substrate temperature

profiles near the interfaces in Figure 5.2.
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Since the areas under the VDOS lines are proportional to the temperatures,

wecan comparetl'ietemperaturesoftheLFmodesandthelFmodesofthe SAM

molecules separately. Such a frequency dependent temperature of a certain

species a is defined in the same way as described in ref. [101]:

w+Am

I Dame (a) )da)

Ta,eq 0+Aa)

5.6

Da3,4 (a))da) ( )

 

T(0))=

a)

Da,ne (0)) and Da,eq ((0) are the VDOS’s from non-equilibrium

and equilibrium runs, 121(0) is the frequency dependent temperature of the

non-equilibrium system, and Ta,eq is the temperature in an equilibrium run.

The temperature of the LF modes is obtained from eq. (5.6) with integrals taken

from O to 15THz, and the temperature of the IF modes is the integral from 15THz

to 30THz. The non-equilibrium VDOS’s are calculated from a run with a mean

temperature of 100K The temperatures are calculated for the C atoms in the SAM

molecules, and the results are shown in Figure 5.12. The x-axes represent the

numbering of the C atoms which is defined in the way as described in Section

5.2.2.

It is very interesting to find that the temperatures of the LF modes have a

symmetric profile with a convex at the center. The higher temperatures of the
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centralCatomssuggestanextraheatsourceattl'iesepositions.Thisshouldbe

the result of the delocalized LF modes which is reported to delocalize over four to

five carbon segments [4,100]. As a result, we believe some energy is transported

to the central C atoms of the SAM molecules directly from the Au substrate

without passing through other atoms in the molecule. Wang et. al. [4] also

concluded that Au layer did not transfer its heat to an individual atom at the base

of the SAM. However, we cannot confirm such a finding given the information from

Figure 5.12.

In the IF modal temperatures, the atoms that are closer to the hot substrate

(solid line) have slightly higher temperatures than the atoms close to the cool

substrate (dashed line). It seems that the temperatue of the IF modes are weakly

influenced by the substrate temperatures. Since there is no direct coupling of

these modes to the substrate, the aforementioned finding is believed to be related

to the different strengths of the anharrnonicities of the two substrates. Overall,

both temperatures of the LF modes and the IF modes are largely decoupled with

the substrate temperatures. This is because that the ballistic energy transport

inside a SAM molecule has a much faster rate than the interface energy transport.

One could picture the thermal transport across the Au-SAM-Au junction as follow:

thermal energy from the high temperature substrate is transported to the low

temperature substrate through the SAM molecules (not necessarily along the

molecule chains), meanwhile, energy redistributes inside the SAM at a much
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faster rate.
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Figure 5.12 Frequency dependent temperatures of the LF and IF modes of the C

atoms in the SAM molecules. The solid line is the surface temperature of the high

temperature substrate and the dashed line is the surface temperature of the low

temperature substrate.

5.3 Summary and Conclusion

The present work studied interfacial thermal conductance of

Au-SAM(octanedithiol)-Au junctions using NEMD simulations. Temperature

dependence, -simulated pressure dependence, SAM molecule coverage

dependence and bond strength dependence of the Au-SAM interfacial thermal

conductance were studied. It was found that the thermal conductance increases
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with temperature increase at temperatures below 250K, and it did not change

much at temperatures from 250K to 400K The increase of thermal conductance

was due to the increased populations of phonons which were involved in the

thermal energy transport While at high temperatures, the anharmonicity

depressed the further increase of the thermal conductance. Pressure dependence

was not found for the interfacial thermal conductance. Changing SAM coverage

was found to be an effective way of changing the efficiency of mermal energy

transport across the Au-SAM interfaces. The thermal conductance decreased

obviously with coverage decrease due to the reduced number of SAM molecules,

which acted as energy transport “channels”. Bond strength also had an impact on

the interfacial thermal transport. Stronger Au-S bonds lead to smaller

anharmonicity at the interface, and thus facilitate thermal transport. VDOS’s were

analyzed to explore the mechanism of the Au-SAM thermal energy transport and

energy transport inside the SAM molecules. The low VDOS’s of the SAM

molecules worked as bottlenecks, and thermal energy transport from Au to SAM

molecules was not efficient. Thus the interfacial resistance was large. The

VDOS’s also showed that the vibration modes were largely delocalized in the

SAM molecule, and the harmonic (ballistic) transport redistributed energy

efficiently inside the molecules. The junction response to a heat pulse

demonstrated that the heat dissipation inside the SAM molecules and inside the

Au substrates were very fast, but the energy transport across the Au-SAM
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interface took a much longer time. These observations indicated that it was the

Au-SAM interface that dominated the thermal transport across the junction. Our

calculated thermal conductance agreed reasonably well with available

experimental data and other theoretical predictions. All the calculated thermal

conductance values were between 150 and 450MW/(m2 -K), which was inside

the range of the experimentally reported thermal conductance of metal-nonmetal

interfaces 8 < G < 700MW/(m2K) [86-88].

161



CHAPTER 6

DENSITY FUNCTIONAL THEORY STUDY OF THIOL ADSORPTION

ON GAAS(001) SURFACE

6.1 Introduction

In the previous two chapters, thermal energy transport in AuSAM

(dithiol)-Au junctions was studied using classical MD. The prerequisite of such

classical MD simulations is a set of reliable empirical potential functions. Besides

SAM on Au substrate, another popular molecule-solid junction is SAM on GaAs

substrate. However, the MD simulation of thermal energy transport across

SAM-GaAs interfaces is cumbered by the lack of a reliable empirical potential to

describe the SAM-GaAs bond interactions.

As discussed in chapter 2, the ab-initio method employing DFT is able to

simulate any system without the need of empirical potentials, because the forces

acting on the nuclei are calculated by solving the structures of the electronic

systems. Ab-initio method can calculate the bond interactions with great accuracy.

It has also been pointed out that the drawback of such a method is the demanding

computational load. Such a disadvantage makes the ab-initio MD unsuitable to

simulate thermal energy transport in large systems (thousands of atoms).

Although there have been many experimental studies focusing on the thiol
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adsorption on the GaAs (001) surfaces [103,104], theoretical simulation on the

thiol-GaAs interaction is very limited. Only available theoretical simulation is by

Voznyy et. al. [105], who used the DFT to study the structu‘e, bonding nature md

binding energy of thiols on As-rich GaAs(001) surfaces.

In classical MD simulations, the potential functions are usually chosen

empirically, and the parameters are often fitted to either experimental data or

results from higher level calculations, like drinitio calculations. However, the

bonding data for thiol-GaAs from experiments are not readily available. Although

the ab-initio study by Voznyy et al. [105] is thorough, their data are not enough for

empirical potential parameter fittings. As a result, the purpose of this chapter is to

use the ab—initio method with DFT to characterize the bonds between thiols and

the GaAs (001) surface, and to construct an energy hypersurface so that a set of

empirical potential parameters can be established.

6.2 System and Simulation

In this work, the DFT method is employed to study the GaAs (001) surface

reconstruction and thiol-GaAs bonds using the QUANTUM-ESPRESSO package

[106]. The Vanderbilt ultrasoft pseudopotentials [107] and planewave basis are

used, which are common methods used to reduce the computational load of

ab—initio calculations.

Both local density approximation (LDA) [108] and generalized gradient

approximation (GGA) with either Perdew-Burke-Ernzerhof (PBE) [109] or
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PW91 [110] exchange-conelation functionals are tested. It has been reported that

both PW91 and PBE generally overestimate lattice constants relative to

experimental values [111], while LDA underestimates them [112]. It is also

reported that PBE is better in description of polar surfaces, which is the case for

the GaAs (001) surface. Another advantage of GGA exchange-correlation

functionals over the LDA is that they usually predict the binding energy with higher

accuracy.

A planewave cutoff energy of 60Ry is used for all geometry optimization, and

it is increased to 100Ry in the binding energy calculation to converge the binding

energy better than 0.01 eV. 2x2x2 Monkhorst-Pack [113] K-points grids are used to

converge the energy calculation better than 0.001 eV. Spin polarization is used in

all binding energy calculations.

In the simulations, an 8—layer GaAs substrate is first optimized (see Figure

6.1). PBCs are used in all three directions. The simulation box has a dimension of

35 .3. in the z-direction, leaving a vacuum gap of about 15 it between the

topmost and the bottommost layers to avoid any interaction between the system

and its image in the z-direction. The dimensions in the x- and the y-directions are

chosen to be 2 times the lattice constant. The 8-layer substrate is chosen to make

sure that the two surfaces in the z-directions are decoupled with each other. In the

optimization, the bottom two layers are fixed, and the rest of the atoms are

relaxed.
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Figure 6.1 An 8-layer GaAs system (green-Ga; white-As)

After the optimization, the bottom 4-layer atoms are removed, leaving the top

4-layer atoms. The bottommost Ga atoms are then saturated with H atoms. The

hydrogen saturation is necessary because the polar nature of the bottom surface

will influence the behavior of the top surface. Then the whole system is relaxed

again (see Figure 6.2) except that the botlornrnost Ga atoms are fixed.

W

  
.1.

Figure 6.2 GaAs substrate with H terminated on the bottom (green-Ga; large

white-As; small white-H).

After attaining the optimized GaAs substrate, thiol molecules are placed on

top of the substrate. The whole system is then relaxed until its geometry is
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optimized (see Figure 6.3).

 

Figure 6.3 Thiol on GaAs (001) substrate (green-Ga; large white-As; blue-C;

yellow-C; small white-H).

6.3 Results and Discussion

6.3.1 GaAs Bulk Property Reproduction

To test different exchange-correlation functionals, bulk properties, including

lattice constant, bulk modulus, and specific heat are calculated. These results are

presented in Table 6.1. By comparing the results calculated using PBE, PW91 and

LDA, it can be seen that both PBE (5.740 A) and PW91 (5.736 A) overestimate

the lattice constant, while LDA (5.548 A) underesfimates the lattice constant

compared to the experimental value of 5.653 A. These findings coincide with the

findings from other references [111, 112] mentioned in the previous section. The

bulk modulus predicted by PBE and PW91 is smaller than the experimental value

while LDA predicted a bulk modulus very close to the experimental datum. All

three functionals produce almost the same specific heat values which are very



close to the experimental value. It is seen that all the functionals have their own

limitations. Since PW91 is a more recent version of GGA, and it produces almost

the same results as PBE, PBE is dropped and PW91 is uwd to represent the

GGA exchange-correlation functional. Since the GGA is better in simulating polar

surfaces and polymer structures [105], PW91 is used in all binding energy related

 

 

 

 

calculations.

PBE PW91 LDA Reference

WoeCom(3) 5.740 5.736 5.548 5.653 [114]

Bulk Modulus (Ch) 59 61 78 74.8 [115]

Specific Heat (J /(g-K)) 0.317 0.316 0.320 0.33 [116]       
Table 6.1 Calculated bulk properties using different exchange-correlation

functionals.

6.3.2 GaAs(001) Surface Reconfiguration

To study the thiol adsorption on the GaAs(001) surface, it is important that

the simulation produces the correct surface configuration. The surface could be

terminated by either As atoms or Ga atoms, or the combination of these two types

of atoms. The surface reconfiguration also depends on the initial states of the

surface in the simulations. For example, the As-terminated surface

reconfiguration can be either the case in Figure 6.4 (a) or (b). For convenience,

the configuration in Figure 6.4 (a) is designated as the type I surface, and that in

(b) is designated as the type II suface. The surface mometry optimizations are
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carried out on the 8—layer systems (see Figure 6.1).

  
(a) (b)

Figure 6.4 As-terminated GaAs(001) surfaces: (a) surface type I; (b) surface type

II (white-As; green-Ga. Note: only the atoms in the top two layers are visualized

for clearer view)

Both As-terminated and Ga-terminated GaAs(001) surfaces are studied with

initial configurations close to both type I and type II surfaces. The final total

energies of the optimized surfaces are listed in Table 6.2. It is found that the

As-terminated surfaces are much more stable than the Ga—terminated surfaces

(see Table 6.3). It has been shown that standard etching procedures used for thiol

deposition on GaAs result in an excess of As on surface, and XPS also shows

that sulfur binds to As rather than to Ga [117,118]. Our calculated energetics

reflect the physics of these experimental findings. It is found after the geomeb'y

optimization that the Ga-terminated has half of the Ga surface atoms move

inwards to the surface while the other half pop out. The As-terminated surface has

uniform As surfaces. It is also seen from Table 6.2 that the two types of

As-terminated surfaces also has a relatively large energy gap (0.84 eV), making

the transition from the type I to the type II surfaces difficult. Since the
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Ga-terminated surface is much less possible in realty, the Its-terminated

GaAs(001) surface is used in the rest of the study.

 

 

 

 

 

 

Stu-face type Configuration energy (eV)

As-I 0

As-II 0.84

Ga-I 2.65

(38-11 1.76   
 

Table 6.2 Energetics of Reconfigued GaAs Surfaces (note: the energy of the

most stable surface type is set to OeV)

The final geometries of the As-terminated GaAs(001) surfaces are presented

in Figure 6.4 with only the topmost two layers shown for better viewing. The

calculated characteristic dimensions of the surfaces are listed in Table 6.3. It is

seen that PW91 and LDA produces comparable values with data from PW91

uniformly larger than LDA data. This is believed that PW91 tends to overestimate

lattice dimensions while LDA tends to underestimate them, as discussed in

Section 6.3.1. For surface type I, the distances between As atoms are,

(123 = 4.0911, d24 = 8.10A from PW91and d23 = 3.93A, (124 = 7.83131

0

from LDA. These values coincide well with the values (6123 = 4A, 6124 = 8A)

0

from ref. [105]. The values of 6124 z 3A are close to the SAM lattice constant

(3 .3.) found in ref. [62], which demonstrates that the As-terminated type I surfaces
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are achieved in the experiments. As a result, we use such a surface configuration

for the study of thiol adsorption on GaAs(001) surfaces.

 

 

 

 

 

   
 

 

 

 

  

Surface Structural

dlz d23 5124

PW91 (.31) 2-35 4.09 8.10

LDA ( R) 2.48 3.93 7.83

Tcrsofl'(:\) 2-42 3.99 7.97

Surface Structure 11

d” d23 d24

PW91 (3.) 2-57 4.35 8.12

LDA(A) 2.57 4.18 7.32

Tcrsofl'dk) 2.45 4.25 8.08     
 

Table 6.3 Characteristic Dimensions ofAs-terminated GaAs(001) Surfaces

6.3.3 Thiol Adsorption on GaAs(001) Surface

After attaining the optimized GaAs(001) surface, thiols with different chain

lengths are placed on top of the bare surfaces, and the whole system is relaxed to

find the most stable configurations. The binding energy between the thiol

molecules and the GaAs surface is calculated according to eq. (6.1)

Ebinding = GaAs + Ethiol — EthioI—GaAs (6.1)

Where EGaAS is the total energy of the relaxed GaAs(001) substrate, Ethic]

170



is the total energy of the relaxed thiol molecules, and Erma—GaAs is the total

energy of the relaxed thiol-on-GaAs system.

For the optimized S-CH3-on-GaAs (see Figure 6.5), the 8 atom locates right

on top of the As to which it bonds. The molecule backbone lies in the plane which

is determined by the As dimmers and the S atom (call it "dimmer plane” for

convenience). The As-S bond length is 2.2543, and the calculated binding

energy is 2.28 eV. When S-CH2—CH3 is optimized on the GaAs(001) surface, the

8 atom is also on top of the bonded As atom, and the molecules backbone still lies

in the dimmer plane. The As—S bond length is 2.25111, which is only 0.13%

shorter than the As-S bond of the S—CH3—on—GaAs system. The binding energy

2.32 eV is higher compared to the S-CH3-on-GaAs system. Such findings are

similar to the findings by Cometlo et. al. [119], who found that

S—CH2-CH3-on—metal systems had slightly higher binding energies and slightly

shorter S-metal bonds than those of the S-CH3-on-metal systems.

0
O. ‘

.- n".

y (J {/C/

Figure 6.5 S-CH3 adsorption on As-terminated GaAs(001) surface type I
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Beyond the S-CH2-CH3 thiol molecule, molecules with longer chains are

optimized on the GaAs(001) surfaces. Different from the location of S atoms in the

previous two systems, S atoms of the S-(CH2)2-CH3, S-(CH2)3-CH3,

S-(CH2)4-CH3 molecules are not located on top of the bonded As atoms (see

Figure 6.6 (b)). The backbones also do not lie in the dimmer plane. Franzen [120]

also found that the short-chain thiols (with 1 or 2 carbon segments) had different

equilibrium geometries and had different binding energies from longer chain

thiols.

 

(a) (b)

Figure 6.6 S-(CH2)2-CH3 adsorption on As-terminated GaAs(001) surface

type I. (a) side view and (b) top view

For better comparison, the S-As bond lengths and binding energies are listed

in Table 6.5. It is seen that both the bond lengths and binding energies have very

little changes when the thiol molecules have 3 or more carbon segments. The

S-As bond length are shorter than the S-Au (2.531) [119,121] and S-Cu (2.353.)

[119,122]. The shorter bonds also suggest stronger bond strengths and this is

proven by the binding energies calculated in this study (S-As: 2.348V; S-Au:

1.64-2.3eV [119-121,123-125]; S-Cu: 2.19eV [119,122]). It is also shown in Table



6.4 that thiols with longer chains will have shorter S-As bonds and higher binding

 

 

 

 

 

 

 

energies.

Thiol molecule As—S bond length ( 12‘) Binding enagy (eV)

S-CHB 2.254 2.28

S-CHZ-CHB 2.251 2.32

S—(CH2)2-CH3 2.238 2.34

S—(CH2)3-CH3 2.239 2.35

S-(CH2)4—CH3 2.238 2.33     
Table 6.4 bond lengths and binding energies of thiol-on-GaAs

To identify which atoms are involved in the thiol-GaAs bond, the electron

isodensity surface corresponding to 0.02 a.u. is visualized in Figure 6.7. It is seen

that at such a low density of electrons, only the 8 atom and the bonded As atom

are sharing electrons. This phenomenon suggests that the thiol-GaAs bonding is

formed mainly by the 8 head and the bonded As atoms, while other atoms do not

contribute much to the bond formation.

This argument is proven by the binding energy data in Table 6.4 which stays

almost constant when the chain length increases. It is possible that the first

carbon segment may affect the thiol-GaAs bond because S-CH3 has a slight

lower binding energy than longer chains (note that the first carbon segment of

S-CH3 is CH3 while the first carbon segments of longer chains are CH2).
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However, such a difference is so tiny that we can consider the S-As bond as the

thiol-GaAs bond.

 

Figure 6.7 Electron Isodensity Surface corresponding to 0.02 a.u. of a

S-(CH2)7-CH3 bonded on the GaAs(001) surface type I.

6.3.4 Empirical Potential Fitting

As discussed in the previous section, the thiol-GaAs bond interaction is

governed by the S-As bond, and characterization of the thiol-GaAs binding energy

is equivalent to the characterization of the binding energy of the S-As bond.

The thiol—GaAs binding energy as a function of the S—As bond length is

calculated using the S-(CH2)3-CH3 thiol molecule. The change of S-As bond

length is achieved by moving the thiol molecule in the + z-direction in a 0.2.;

interval. ‘lhe calculated binding energies are plotted in Figure 6.8 as dots.
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UM (eV)

 

7/ d (angstrom)

Figure 6.8 S-As bond energy as a function of bond length (dots: data from DFT

calculation; solid line: fitted Morse functional)

In classical MD simulations, the Morse potential [126] is often used to

describe covalent bonds. Since the thiol molecule and GaAs surface are

connected by the S-As covalent bond, the Morse potential is chosen to describe

the S—As bond. The functional form of the Morse potential is listed in Table 6.6 as

eq. (a). The equilibrium binding energy De and the equilibrium bond length rm

is prefixed to 2.35eV and 2.2393. as calculated from DFT (see Table 6.5). The

parameter a is fitted using the least-square method so that the Morse functional

reproduces the one-dimensional energy hyperspace (see Figure 6.8). The final

fitted parameters are listed in Table 6.5. It should be noted that the Morse

potential with the current set of parameter does not produce very good binding

energy when the bond length deviates away the equilibrium value greater than

1 it. However, in reality, the chance of the As-S bond to become 1 A longer than

the equilibrium value is very small. As a result, the current Morse potential should

be good enough for simulations at moderate temperatures. The quality of this
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potential is verified in the simulation of SAM-GaAs system in next chapter.

 

 

   

Potential Function forms and parameters

Mm UM = De [(1 — eat—8w) )2 — 1 .0] (a)
As—S

where

0 —1

De = 2.356V,a =1.62724A ,

rm = 2.239 .3.

Table 6.5 Functional and parameters for As-S Morse Potential

6.4 Summary

In this chapter, the ab-initio method employing DFT is used to calculate the

energetics of thiol molecules on the GaAs(001) surfaces. Different configurations

of GaAs(001) surfaces, including the As-terminated and the Ga-terminated type I

and II surfaces, are optimized. The calculated energies are compared, and the

As-terminated type I surface is found to be the most stable configuration. Such a

configuration is used for all the thiol adsorption simulations.

Thiol molecules with different chain lengths are adsorbed on the GaAs

surface. It is found that thiols with 1 and 2 carbon segments have similar

optimized geometries, but thiols with longer chains have different geometries.

Except thiols with 1 and 2 carbon segments, all adsorbed thiols have almost the

same S-As bond lengths. Thiols with 2 or more carbon segments have essentially
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mesamebindingenergywhenbmdedtomeGaAqomnwfaceThidwifllufly

1 carbon has a slightly lower binding energy. A0.2 a.u. electron isodensity suface

is visualized, and it is found that the thiol-GaAs bond is downated by the S—As

bond.

To simulate the S-As bond using an empirical potential, an energy

hypersurface is constructed for the S-(CH2)3—CH3-on—GaAs system using

ab-initio calculations. A Morse potential is then fitted to the energy hypersurface,

and a set of parameters is attained.
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CHAPTER 7

NEMD STUDY OF THERMAL ENERGY TRANSPORT IN

GAAS-SAM-GAAS JUNCTIONS

7.1 Introduction

Besides the SAM-on-metal, SAM-on-GaAs is another type of emerging

molecular electronics. Different from the thiol-Au interface, there are no empirical

potentials directly available for thiol-GaAs bonds. However, an accurate empirical

potential for the thiol-GaAs interaction is necessary for an MD to be carried out on

the system so as to study the thermal energy transport across the interface. Such

a potential has been successfully determined in the previous chapter by fitting a

Morse potential functional to an energy hypersurface created in DFT calculations.

In this chapter, this fitted Morse potential together with other potentials is

employed in the NEMD to study the thermal energy transport in the

GaAs-SAM-GaAs junctions.

7.2 Results and Discussions

7.2.1 Potential for GaAs Substrate

The Stillinger-Weber (SW) potential [131] was developed to simulate bulk

crystalline semiconductor silicon. The SW potential parameters have been

expanded to simulate all the Ill-V compound semiconductors [132]. Moreover, SW

only consists of two-body and three—body potentials, which makes its

178



implementation easy, and makes the simulation fast. The SW potential is first

tested to calculate the bulk properties of GaAs crystal. The calculated bulk

properties are listed in Table 7.1. It can be seen that the SW potential reproduce

GaAs bulk properties with high accuracy.

 

 

 

 

 

 

 

sw potential Tersoff Reference

Lame Comm, ()1) 5.582 5.636 5.653 [114]

Bulk Modulus (GPa) 77.3 75.5 74.8 [115]

Shear Modulus (GPa) 40.7 48.3 32.9 [133]

Young’s Modulus (GPa) 85.6 86.6 85.9 [133]

Poisson Ratio 0.32 0.31 0.31 [133]    
 

Table 7.1 Bulk properties predicted using empirical potentials

However, it is found that the SW potential is not able to reproduce the

dimmer As surface as shown in Figure 6.4(a). Such a drawback of SW potential is

due to its nature of not considering the bonding environment at the material

surfaces.

Alternatively, a more sophisticated Tersoff potential [134,135] taking account

of the bonding environment by including the bond orders is used to simulate the

GaAs(001) substrate. The Tersoff potential functionals can be found in ref. [136]

(please note that the ,6 in eq. 6 of ref. [136] should be 7’) and parameters are

listed as follow:
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,

c = 1.226302 , d = 0.790396 h = —0.518489

n=6.317410, 5:1.560903, 7:0.357192, De =2.18,

re=2.34 , S=1.641366 , R=3.5 , D=O.1

26,, = 0.2982 , 8,, = 0.3458

The parameter mixing rule of Tersoff [134] was used. All the parameters are taken

,

from ref. [136], except that ,1. was relaxed so that the dimmerized As surface is

more stable at high temperatures as suggested by Kuronen et. al. [155]. The

calculated bulk properties using the Tersoff potential is also presented in Table 7.1.

It is seen that the Tersoff potential produces bulk properties with equivalent

accuracy to SW potentials. The Tersoff potential is also used to optimize the

As-terminated GaAs(001) surface type I and II. The optimized dimensions are

listed in Table 6.4, and it is seen that the Tersoff potential simulate the GaAs(001)

with accuracy comparable to DFT calculations. An optimized As-terminated type I

surface is presented in Figure 7.1.

 

Figure 7.1 Optimized As-terminated type I GaAs(001) surface

(white-As; green-Ga)



7.2.2 Thiol Adsorption on GaAs(001) Surface

Up to this point, all empirical potentials necessary for the thiol-on-GaAs

system are obtained. The Tersoff potential are used to simulate the GaAs(001)

substrate. The Hautman-Klein potentials [65] (see Table 4.1) are used to model

the interaction for thiol molecules. The thiol-GaAs interaction is simulated by a

Morse potential as obtained in chapter 6 (see Table 6.6). The vdW interaction is

simulated by the LJ potential. The LJ parameters are taken from ref. [65] and [80],

and they are listed in Table 7.2. The Lorentz-Barthelot mixing rule [79] is used to

combine LJ parameters for unlike atoms.

 

 

Lennard—Jones UL_J = 45119.)” —(2)6] (a)

wrth

where 6' and 0' are determined by mixing rule [79]

Lorentz-Bedhelot , , ,

for intramolecular mteractlons C2:

mixing rule

a = 0.00513eV,c = 3914.3.

for intermolecular interactions C2 :

a = 0.0046e V,0' = 34309.4: [80]

for C3: a = 0.0076eV,o = 3.9143.

for Go: a = 0.0180eV,0' = 3905.3. [80]

forAs: a = 0.0134eV,0' = 3.7693. [80]

for S that interact with other atoms other than S : s =0.01086eV,c=3.550§t
 

Table 7.2 LJ parameters for different atoms
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To test the above set of potentials, SAM consisting of S-(CH2)8-CH3

molecules are placed on the GaAs(001) surface. The potentials are successful in

predicting the geometry of thiols on GaAs(001) surface (see Figue 7.2). The tilt

angels to the surface normal of the thiols are calculated by taking the running

averages of an MD run, and the calculated value is 60°;t4°. This value is

comparable to the experimental findings of 57° :t3° [104]. It should be noted that

the core size of CZ segment is reduced (as reflected in Table 7.2) to stabilize the

thiol array for the intermolecular interactions.

 

Figure 7.2 'lhiols adsorbed on a GaAs(001) surface

7.2.3 NEMD Study of SAM-GaAs Interfacial Thermal Transport

7.2.3.1 Program Test

Since the Tersoff potential is complicated and need relatively large

computational resources, it is not practical to implement it to our own code which

is a serial program. To solve this problem, the NEMD method is implemented to



the GULP [130] code.

To test the program, a crystalline Argon system is simulated using the

modified GULP program. The thermal conductivity of the solid Argon is calculated

according to the Fourier’s law, eq. (7.1)

J
k=— 7.1. VT ( )

Since it is very difficult to guarantee a perfectly linear temperature profile, a linear

fit is used to obtain the temperature gradient (see the black line in Figure 7.3). The

calculated thermal conductivity is 0.43W/m-K'. The experimental thermal

conductivity for crystalline argon ranges from 0.14 to 2.2 W/m~K [137].

Considering the large temperature gradient, our calculated datum is comparable

to the experimental results, which shows the validity of the implementation of

NEMD in GULP program.
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Figure 7.3 System and temperature profile of NEMD on crystalline Argon
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7.2.3.2 NEMD Calculation of SAM-GaAs Interfacial Thermal Conductance

To calculate the thermal conductance at the SAM—GaAs interfaces, NEMD

simulation is performed on a GaAs-SAM—GaAs junction with SAM consisting of

octanedithiols (—S -(CH2 )3 —S - ). PBCs are used in the x- and y-directions,

and the free boundary condition is used in the z-direction. Both the heat flux

method and the constant temperature method discussed in Chapter 5 are used to

create the nonequilibrium state. The left four layers of atoms are chosen as the

heat source region, and the right four layers of atoms are chosen as the heat sink

region (see the upper portion of Figure 7.4). The velocity scaling interval is 150fs,

and the steady state temperature profile is averaged over 10ps.
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Figure 7.4 System and temperature profile of NEMD on a GaAs-SAM-GaAs

junction in (a) heat flux method (b) constant temperature method

187



8V

T
h
a
m
n
fi
m
a
C
K
)

Mac

as

woo

N8

1 lift

.1r._1rstrut.lwlnirl.
. . rebirthFrerr

..r.

[ruff->1. . wlrotvtwlrptel violator
rwmrr.

-rrfirrralr.

DiwlolovlvlolVia 1..

Mlclrel

.Olololrwlelvlrvlrtsl v

a

als-~1.-.1.i. . H .-anyratat .1a1almm“1M1

7F.1.t....+ _

irrrrrrmvrrr

olol

 

 

 -__._-..

14A-44q_-41.~_-4«—4‘~41_—-.

’
_
_
_
,
.
.

p
f
,

.h-.r_~P___.-__h.-.

qua-t.

 

Nécadafiam

 



30:3 NA 83.

AS
T
e
m
p
e
r
a
t
u
r
e
(
K
)

25

woe

Mg

1". V

A

 

mos—.8 mar

 

——-‘ _--A 4——_ __—H qudtqu_-- add-

1_ _ J - _ lq _

I

A
l
j
l
l
J
l
l
I
L
I
L
A
J
J
I
I
L
L
I
‘
I
J
J
I
I
I
I
I
A
I
J

 

I
I
I
'
I
I
l
I
'
I
I
I
l
'
l
l
I
I
'
T
I
I
I
'
l
I
I
l
'
I
fl
I
'
I
I
I

  .1111I->_h~-_—__--_Lt—_-—_--up—r--~----—F—

 

$803388

50



The thermal conductance is calculated according to eq. (5.2). The calculated

value of the left SAM-GaAs interface from the heat flux method is

4693:150MW/mth (460K) and 290i95MW/m2-K (340K) for

the right interface. The values from the consmnt temperature method is

51 lMW / m2 °K (390K) and 218W/m2 -K (280K) respectively.

Following the thermal conductance values are the mean temperatures of the

interfaces in brackets. It should also be noted that the perwntage errors are

larger than 1 in the constant temperature method as discussed in Section 5.2.1.

ltisseenthatthefliermalconductancesoftheGaAs-SAMinterfaceshave

values in the same order as that of the Au-SAM interfaces. The possible reason is

that SAM-GaAs and SAM-Au bonds have very similar strengths. Another

observation from these data is that the thennal conductance, within the same

method, has larger values when the interface is at a higher temperature. This is

consistent with the trend of thermal conductance as a function of temperature

studied in Section 5.4. The reason should be the same as discussed in Section

5.4 which says that at the higher the temperatures, more phonons are involved in

the thermal transport and thus higher thermal conductance as observed.

7.2.3.3 VDOS and Analysis

To analyze the thermal energy transport across the GaAs-SAM interfaces

from a vibration coupling point of view, VDOS are calculated according to eq. (5.4)

for atoms at different z-coordinates from an equilibrium run at 300K The VDOS of
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selected groups of atoms are presented in Figure 7.5. The Idieling scheme of

atoms is the same as discussed in Figure 5.5.

ltisseenflwatduetothebondenvimnmentchangeJhevibrationspectraof

the surface GaAs atoms are shifted to lower frequencies. This is because the

surface makes the effective bond strengths of the surface GaAs atoms weaker,

which leads to lower natural frequencies. It is also seen that C2 and C7, C4 and

CS have almost identical VDOS profiles. This is because, due to geometrical

symmetry, C2 and C7, C4 and CS have exactly the same bond environment.

For more complete discussion of the VDOS properties, the vibrational modes

are again divided into three categories (LF, IF and HF) as did in Section 5.2.2. It is

found that there is no HF mode as those found in ref. [100]. The HF modes in ref.

[100] are the results of the fest vibrating hydrogen atoms. The absence of the HF

modes is because the united atom model used in the present work does not

consider the high frequency vibration of hydogen atoms. It is also found in ref.

[100] that the HF modes are highly localized, which does not contribute much to

the thermal energy transport. As a result, the united atom model is an appropriate

model for the thermal energy transport simulation in this study. It is seen that the

LF modes are directly coupled to the GaAs phonons, and these modes are

believed to be the main carrier for thermal energy transport across me GaAs-SAM

interfaces. GaAs substrate have vibration mode with frequencies up to about

12THz. Compared to Au stbstrates, which have frequency cutoff of about 8THz
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(see Figure 5.5), the GaAs substrate provides more modes for coupling to the

SAM vibration mode. This leads to higher thermal conductance of GaAs-SAM

than Au-SAM interfaces.
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Figure 7.5 VDOS of atoms at different z-coordinates (GaAs-in: GaAs inside the

substrate; GaAs-sun GaAs at the surface; S-Sulfur, C-Carbon with the same

labeling scheme in Figure 5.5).
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The thermal energy transport inside the SAM molecule should be the same

as that discussed in Section 5.2.2 for the Au-SAM-Au junctions: both LF modes

and IF modes are delocalized, and the thennal transport is almost harmonic which

is very efficient. To better quantify the degrees of localization, the participation

N
ratio [159] part is calculated, which describes the number of atoms

participated in a certain vibration normal mode with frequency a) .

As in ref. [159], the energy moment is defined as

Mp((0) = Z [81(w)]p
7.2

atom 1' ( )

where 3,.(al) is the kinetic energy of atom 1' associated with frequency 10. As

discussed in Section 5.2.7, the mass weighted VDOS is directly proportional to

the kinetic energy. As a result, the magnitude of the weighted VDOS is used as

51(0) . The participation ratio is calculated as

Np((0)=1‘412 /M2 (7.3)

By analyzing eq. (7.3), it can be easily shown that if the mode with frequency a)

is a traveling wave (fully delocalized), Np (4)) equals the total number of atoms.

If the mode is purely localized, Np (4)) equals 1.

To investigate the level of modal delocalization among different groups of

atoms, three groups of atoms are sampled to calculate the participation ratio. In

Figure 7.6 (a), the participation ratio of a total of 14 atoms from a SAM molecule
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and the first two layers at the GaAs(001) surface are calculated (two Ga atoms,

two As atoms, two S atoms and eight C atoms). In Figure 7.6 (b), a total of 10

atoms from a SAM molecule are sampled for the participation ratio calculation

(two S atoms and eight C atoms). In Figure 7.6 (c), the eight C atoms in a SAM

molecule are sampled to calculate the participation ratio. To better compare the

effect of different atoms on the participation ratios, the ratio is normalized against

the total number of atoms sampled. As a result, the fully delocalized mode would

have a participation ratio of 1.

It is seen in Figure 7.6(c) that in pure C atoms, the modes with frequency

from 0 to 8THz and from 23 to 27THz have participation ratios near 1, suggesting

highly delocalized features. This makes both LF and IF modes have a highly

delocalized portion. These delocalized modes can transport thermal energy very

efficiently among these C atoms. As a result, the temperature gradient in the C

segment is very small (see Figure 7.4). Due to presence of S atoms, which has

only a few IF modes, the participation ratio of the SAM molecule atoms is reduced

for the IF modes (see Figure 7.6(b)). Although the participation ratio of modes with

frequency from 6 to 10THz decreased due to the spectra mismatch between S

and C atoms, the LF modes are still greatly delocalized. As a result, the

temperature difference between S and C atoms are still small (see Figure 7.4),

although not as small as that among C atoms.
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Figure 7.6 Participation ratio of (a) GaAs-SAM-GaAs junction (14 atoms), (b) SAM

molecule (10 atoms) and (c) pure carbon segments (8 atoms).
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However, when the surface atoms of the substrates are considered, the

participation ratio of the IF modes are greatly mduced due to the lack of IF modes

in the substrate (see Figure 7.6(a)). One can image that if a large number of

substrate atoms are sampled, the IF modes would eventually have participation

ratiosof0.TheparticipationratiosofLFmodesarealsoreduced,butthese

modes still have enough delocalized feature to facilitate efficient thermal transport

between the substrate and the SAM molecules.

7.3 Summary

In this chapter, a set of empirical potentials is established to simulate the

GaAs-SAM-GaAs junctions. This set of potentials is tested by optimizing thiol

geometry on a As-terminated GaAs(001) surface, and is demonstrated to produce

good results compared to experimental measurements. The GULP program is

modified to implement the NEMD method, and the program is tested to predict

thermal conductivity values of solid Argon which are comparable to experimental

data. GaAs-SAM interfacial thermal conductances are calculated at moderate

temperatures using both the heat flux method and the constant temperature

method. It is found that these values are uniformly larger than the Au—SAM

interfaces. VDOS’s of atoms from different components of the junction are

calculated. It is found that only the LF modes of the SAM molecules can directly

couple to the GaAs phonons which only have modes with frequencies lower than

12 THz. Compared to Au VDOS which has a cutoff frequency of about 8THz,
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GaAshasmaepoptflatedLFmodeswhidlresultsinbettervibrationcmlpling

between the SAM molecules and the substrates. By calculating the modal

participation ratios among different groups of atoms, the level of delocalization of

differentvibrationmodesaremeasured. Itisfoundtl'lattheboththeLFand IF

modes are highly delocalized among the C atoms, which lead to efficient thermal

energy distribution among the C segments. The LF modes are also delocalized to

s atoms, which facilitate thennal energy transport along the whole SAM molecule

chain. Due to the spectra mismatch between the substrate and the SAM

molecules, the delocalization feature of the modes is geatly mduced. The thermal

transport between the substrate and the SAM is governed by the direct LF modes

coupling to the low frequency substrate phonons.
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CHAPTER 8

NEMD STUDY OF THERMAL ENERGY TRANPORT ACROSS

GRAPHENE-POLYMER INTERFACES

8.1 Introduction

Polymer nanocomposite materials have been manufactured to enhance the

mechanical, thermal and electrical properties of pure polymers [138]. These

materials have potential applications in aerospace [139], automotive

manufacturing [140], and electronics [141]. Carbon Nanotube (CNT) polymer

nanocomposites have already received significant attention from researchers,

because CNTs have unusual mechanical and electronic properties [142].

Recently, Stankovich et. al. [143] presented a general approach for the

preparation of graphene-polymer composites via complete exfoliation of graphite.

The graphene-based composite materials have become more and more popular

because single graphene sheets have extraordinary thermal conductivity

(~ 3000W/m-K ), mechanical stiffness (tooocpa) [144), electronic transport

properties [145-149], and moreover, inexpensive cost (graphite is dollars per

pound) compared to CNTs (hundreds of dollars per pound). Since bulk polymer

has very low thermal conductivities ~ 0.2W /m . K , graphene sheets

intercalated polymers are expected to improve the thermal transport properties.
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Studies on the graphene-polymer composite have been focusing on the

structural [150-152] and electronic [153,154] properties, leaving the thermal

transport a relatively unexplored area. Since thermal conductance in bulk polymer

and pure graphene sheets are well studied, knowledge of graphene-polymer

interfacial thermal transport is critical in understanding the thennal transport in the

graphene intercalated polymer composite materials.

In this chapter, different graphene-polymer interfaces 3e constructed, and

are used in MD simulations. NEMD is applied to these interfaces to study the

thermal energy transport The ptrpose of this chapter is to provide some

preliminary results on the thennal transport across graphene-polymer interfaces

to lay a foundation for future research.

8.2 Simulation and System

The Brenner’s REBO potential [129] is chosen to simulate the bonded

interactions in the carbon system. Since the Brenner potential does not consider

the vdW interactions, LJ potentials are added to the Brenner’s model to simulate

the vdW interactions. LJ potentials are applied to intermolecular interactions, and

the intramolecular interactions for atoms apart more than 2 bonds. The

parameters for atoms in the polymer molecules are from ref. [80]. The parameters

for graphene carbon atoms are from ref. [156]. The Lorentz-Berthelot mixing rule

is used to combine the LJ parameters. The LJ parameters together with the

functional form are listed in Table 8.1.
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The polymer simulated in this study is paaflin with pure C3,,H62 molecules.

The predicted density using the chosen potentials at 298K and 1atm is 0.86 glcc,

which agrees well with experimental data of 0.87-0.91 glcc [114]. The potentials

are also used to optimize the graphene interlayer distance, and the calculated

value is 3.428513. which is very close to the experimental measurement of

3.354}. [157].
 

 

Lennard-Jones

with

Lorentz-BertheIot

mixing rule

 

U..,=4.[(g)”-(;)]
where a and 0' are determined by mixing rule [79]

for H : a = 0.0019096eV,0' = 2.571113. [80]

for C in polymer molecules:

5 = 0.0046eV,c = 3.430914 [80]

for C in graphene:

a=0.00239eV,c =3.4121}i [156]

 

Table 8.1 LJ parameters for polymer and graphene simulations.

The generation of the amorphous polymer is critical to the simulations. The

bulk amorphous polymers are constructed using the modified Markov process [26]

with bond conformational probabilities chosen to account for both intramolecular

and intermolecular non—bonded interactions.
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8.3 Results and Discussions

8.3-1 Themal Conductivity of Pure Polymer

To further validate the potential model, thermal conductivity is calculated for

a pure amorphous polymer system using the NEMD with the heat flux method.

The simulation supercell consists of 30 (3301162 molecules with periodic

boundary conditions applied in all three spatial directions (see Figure 8.1). The

heat source is set at the ends of the supercell, while the heat sink is located at the

center. Thermal energy flows in to the ends and flows out from the center. The

steady state temperature profile (after 80ps) is visualized in the lower portion of

Figure 8.1. A linear fit is used to determine the temperature gradients VT, and

the thermal conductivity is calculated according to eq. (7.1).
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Figure 8.1 Pure amorphous polymer system and the NEMD temperature profile.
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The thermal conductivity is thus calculated to be 0.40:0.09W/m-K. The

experimental thermal conductivity of paraffin wax at room temperature is around

0.25Wlm-K [160,161]. However, considering the large temperatures imposed on

the simulation system and the temperature dependence of polymer thermal

conductivities [162], our calculated result is comparable to the experimental data.

To better control the temperature range of the system, the constant temperature

method is used with source region and sink region being fixed at 350K and 250K

respectively. The calculated thermal conductivity is 0.27W/m-K which agrees

very well with the experimental value. As a result the present potential model is

capable of simulating thermal energy transport in the polymer systems.

8.3.2 Thermal Transport across Polymer-Graphene Interfaces

There are different possible topologies of polymer-graphene interfaces since

the graphene layers can take any orientation. In the present work, the interfaces

formed by paraffin polymers and graphene basal planes are studied. As

discussed in Section 8.1, the method has already been developed for complete

exfoliation of graphite [143]. This means that single graphene sheets can exist in

the polymer-graphite composite materials. As a result, the interfaces formed by a

single graphene sheet and amorphous polymer are investigated. The simulation

supercell consists of two graphene sheets and two blocks of amorphous paraffin

polymer (see Figure 8.2) with PBCs used in all three spatial directions. In this

system, each graphene sheet forms two interfaces with the polymer blocks
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surrounding it. The heat sink and source are located at the centers of the polymer

blocks.
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Figure 8.2 Single graphene sheet-polymer interface system and the steady

state temperature profile.

From the steady state temperature profile, after 80ps (see Figure 8.2), it is

seen that the largest temperature changes occur at the graphene—polymer

interfaces. The temperature discontinuity at the interfaces suggests large

interfacial thermal resistances compared to the polymer blocks. Using eq. (5.2),
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the calculated mean thermal conductance at the interfaces is

269 i“ 70MW / m2 ° K . Although the only interaction that can transfer

thermal energy between graphene sheets and polymers is the weak vdW

interaction, the calculated thermal conductance is of the same order as the

GaAs-SAM and Au-SAM interfacial thermal conductances. The reason is to be

explored in future studies.

Although complete exfoliation of graphite is possible, the possibility of

incomplete exfoliation still exists [163], leaving stacks of graphene sheets in the

polymer composite. As a result, thermal energy transport across the graphite

(made of stacks of graphene sheets)-polymer interface is studied.

The simulation setLp is presented in the upper portion of Figure 8.3, with the

source and sink regions locate in the grmhite segments. However, after 50ps of

production, the temperatures of different parts still remain closely to the initial

mean temperature of 100K which are apart from the sink and sauce

temperatures. This suggests that the thermal energy transport is impeded by the

graphene layers. It demonstrates that the gmhite interlayer interaction (vdW) is

too weak to transport thermal energy efficiently. Theoretically, it has been

predicted by Sun. et. al [158] that the thermal conductivity along the C-axis is 4

orders of magnitude smaller than in the graphite basal plane.
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Figure 8.3 Graphite-polymer interfaces and temperature profile

From these two case studied, it has been shown that the interfaces formed

by the graphite basal planes and polymers will mduce the effective thermal

conductivity due to the interfacial thermal resistance. In the two cases studied, the

interfacial interactions are only weak vdW interactions, which are not good at

thermal energy transport. Another possible configuration of the graphite-polymer

interface is formed by the edge of the graphene and polymers. In such a topology,

the graphite-polymer bond can be formed. The bonding interactions are usually

more effective in thermal energy transport as studied in previous chapters. As a

result, we believe that the improved thermal conductivity of graphite-polymer

210



composite material is due to the presence of such bonding interfaces. Thermal

energy transport across such a graphite edge—polymer system is to be

investigated in future studies.

8.4 Summary

In this chapter, a set of potentials to simulate the graphite-polymer system is

tested. This set of potentials predicts a polymer density (0.869/cc) which agrees

well with experimental results (0.87-0.91glcc). it also mproduces good graphite

interlayer distance and polymer thermal conductivity. NEMD are performed on two

different interfaces formed by graphene basal planes and polymers. It is found

that the graphene-polymer interfacial thermal conductance has a moderate

magnitude. It is also found that the graphite interlayer mermal resistance is very

large and greme impedes theWI transport in the C-axis. More work needs to

be done to explore the mechanism of thermal conductivity improvement of

graphite—polymer composite materials.
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CHAPTER 9

CONCLUSIONS

In the present study, thermal energy transport across different material

interfaces are studied using different approaches, including ab-initio MD,

equilibrium classical MD and non-equilibrium MD. The material interfaces studied

in this work include semiconductor-semiconductor interfaces, Au-SAM interfaces,

GaAs-SAM interfaces and graphene-polymer interfaces. From the different

simulation results, the following conclusions are reached:

(1). Thermal energy transport is more efficient in pure materials than

thermal energy transport across material interfaces because the interfaces scatter

energy can'ying phonons.

(2). lnfonnation contained in the atomic vibration power spectra is useful in

explaining the thermal transport phenomena. If the contacting two materials

making up the interfaces have large spectra overlap, which indicates strong

vibration coupling, thermal energy transport beMen these two materials will be

efficient. if there is little or no overiap, the thennal communication between the

materials will be difficult.

(3). CPMD simulation of thermal energy transport gives physically

reasonable results showing that it is a promising method of studying nano-scale

thermal transport phenomena and calculating thermal transport properties.

(4). Thermal conductance calculation of Au-SAM-Au junctions showed that

the Au-SAM interface has a much larger thermal resistance than the Au

substrates and the SAM molecules. The As-SAM interface is the main barrier for
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the thermal energy transport across the junctions, which was demonstrated by the

junction’s response to a heat pulse. From the vibration coupling point of view, the

low VDOS’s of the SAM molecules worked as bottlenecks, and thermal energy

transport from Au to SAM molecules influenced by the VDOS mismatch of these

two materials.

(5). Thermal transport along the SAM molecule chains is nearly ballistic, and

thus very efficient. The LP modes are delocalized which transport energy rapidly.

The IF modes are also delocalized but it does not have direct coupling to Au

substrate phonons, and thus does not contribute much in energy transport across

Au-SAM interfaces.

(6). The Au-SAM interfacial thermal conductance increases with

temperature increase at low temperatures, and it becomes almost constant at

high temperatures. The increase of thermal conductance at low temperatures is

due to the increased population of thermal transport phonons. As more phonons

are excited to participate in thermal energy transport, the transport becomes more

efficient. On the other hand, anharrnonic phonon scattering impede themial

transport efficiency across the interfaces. As temperature increases, the

anharrnonic scattering becomes stronger, and then further increase of interfacial

thermal conductance is suppressed.

(7). The Au-SAM interfacial thermal conductance is not affected by the

normal pressure exerted on the substrate.

(8). Chain length (from 8 carbon segments to 10 carbon segments) of SAM

molecules does not have an obvious effect on the thermal energy transport in the

Au-SAM-Au junctions. This is due to the fact that thermal energy transport is

dominated by ballistic transport along the SAM molecule which is thus not

sensitive to the limited length change.
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(9). SAM molecular coverage on the substrate greatly influences thermal

transport across the Au-SAM interfaces. It is found that every molecule works as

separate energy transport channels. The Au-SAM interfacial thermal conductance

is proportional to the number of available channels.

(10). Au-SAM bond strength has an impact on the interfacial thermal

transport. Stronger Au-S bonds lead to smaller anharmonicity at the interface,

which means less phonon scattering, and thus smaller interfacial resistance.

(11). All the calculated Au-SAM interfacial thermal conductance values are

between 150 and 450MW/(m2-K), which is inside the range of the

experimentally reported thermal conductmce of metal-nonmetal interfaces

8 < G < 700 MW/(mzK) [86—88].

(12). DFT calculation of GaAs(001) surface reconfiguration shows that the

As-terminated type I surface is the most stable surface structure. Such a result is

consistent with experimental findings [117,118].

(13). DFT calculation of thiol binding to GaAs(001) surface showed that

thiols with 1 or 2 carbon segments have different geometries compared to longer

chains. Except thiols with 1 and 2 carbon segments, all adsorbed thiols have

almost the same S-As bond lengths. Thiols with more than 2 carbon segments

have essentially the same binding energy when adsorbed on the GaAs(001)

surface.

(14). Visualization of a 0.2 a.u. electron isodensity surface for the

thiol-on—GaAs system shows that the thiol-GaAs interaction is dominated by the

S-As bond.

(15). A Morse potential is fitted to the energy hypersurface from DFT

calculations, and a set of parameters is attained. This set of potentials is able to
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reproduce the tilt angle of the thiols adsorbed on an As-terminated type I

GaAs(001) surface.

(16). Calculated GaAs-SAM interfacial thermal conductances by NEMD

range from 218 to SllMW/(m2 'K), which are in the same order of

Au-SAM interfacial thennal conductmces. The thermal transport mechanism in

the GaAs-SAM-GaAs junctions is believed to be the same as that in the

Au-SAM-Au junctions.

(17). Preliminary results of NEMD study on thermal energy transport in

polymer-graphene systems suggests that special bonding between graphene

sheets and polymer molecules are necessary to improve the thermal transport

ability of the graphite-polymer composite materials.

Besides all the results obtained from this study, a regime map of Tren [164]

is further completed to direct modeling of thermal energy transport (see Figure

9.1).
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Figure 9.1 Regime Map for Thermal Energy Transport
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At short length scales the Boltzmann equation describes energy transport. At

short length scales for longer time frames, the Ballistic Diffusive Equation is

reasonable, while for short times and large length scales the hyperbolic models

work reasonable well. For long times and large length scales, the classic Fourier

heat conduction models the diffusive processes very well.

At a time scale up to several hundreds of picoseconds and a length scale up

to several hundreds of nanometers, classical MD is capable of simulating thermal

phenomena. Given a set of reliable potentials, classical MD can give results with

betteraccuacythanmeBoltzmannequafionsbecauseitdoesnotrelyonflie

empirical parameters, such as mean free path and characteristic timescale, as

needed in the Boltzmann equations. At a time scale rm to several picoseconds

and a length scale up to several nanometers, the ab-initio MD can be used to

simulate thermal energy transport phenomena with even greater accuracy than

classical MD.
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CHAPTER 10

FUTURE DIRECTIONS

10.1 QMMM in Thermal Energy Transport across Material Interfaces

In this project, CPMD is proven to be a promising tool to study thermal

energy transport in nanoscele systems. However, more work needs to be done to

improve the method so that it can be used to study larger systems. A possible

approach is to employ the so called QMMM [127] (Quantum mechanics/Molecular

mechanics) method to take advantage of the accuracy of quantum mechanics and

the speed of the classical molecular dynamics.

In simulations of thermal energy transport across material interfaces, the

most difficult part to simulate is the structues and bonds at the interfaces. It is

often very difficult to find a set of potentials which can simulate the interface

behavior accurately. It is possible to utilize the QMMM towards the simulation of

interface problems. For the bulk materials that are far from the interfaces, the

atoms can be simulated by classical MD to save computational time compared to

ab-initio MD. For the atoms around the interfaces, ab-initio quantum MD can be

used to attain higher accuracy thm classical MD.

10.2 Electron-Phonon (e-ph) Interaction In Thermal Energy Transport

MD is sometimes combined with Boltzmann equations to study phonon

transport [128]. To use the combined approach to study interfacial thermal

transport, phonon mean free path and interfacial reflectivity are usually obtained

from MD calculations, and they are input to Boltzmann equations so that thermal
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transport properties can be calculated. The phonon mean free path and interfacial

reflectivity are modal dependent, i.e. phonons with different frequencies have

different mean free paths and different reflectivity.

When studying the phonon transport in an electron active system, the e—ph

interaction effects the phonon transport Due to the phonon scattering by the e-ph

interaction, phonon mean free paths are changed compared to the cases where

no active electrons are present The e-ph interaction strength an be calculated

from the ab-initio method through the QUANTUM-ESPRESSO package [106]. If a

method can be developed to relate the strength of e-ph interaction to the phonon

mean free paths, the e-ph interaction effect on phonon thermal energy transport

can be investigated.

10.3 Electron Contribution to Thermal Energy Transport

Electron current are account for the electron transport, however, at the mean

time, it can transport thermal energy, especially in metals. The electrical thermal

conductivity can be calculated according to the Wledemann-Franz Law (eq.(10.1))

[18]

ke = NLaeT (10.1)

where ke is the electrical thermal conductivity, N1, is the Lorenz number,

0e is electrical conductivity, and T is temperature.

The electrical conductivity 0'e of a junction can be calculated using the

‘pwcond’ implemented in the QUANTUM-ESPRESSO package [106].
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10.4 A More Sophisticated Potential Model for Au Substrate

In chapter 4 and 5, the empirical potential used to simulate the Au substrate

is a pair-wise Morse potential. Such a potential is used because it is simple and

easy to implement. Moreover, it reproduces Au bulk properties with satisfactory

accuracy. However, a more sophisticated empirical potential, the embedded atom

method (EAM), can be used to simulate the Au substrate. Phonon dispersion can

be calculated using both Morse potential and EAM, and the one can compare

which potential provides more accurate prediction. A potential with better

accuracy in predicting the phonon dispersion relation is expected to produce

better thermal conductivity values.

10.5 A Full Anharrnonic Potential for SAM Molecules

In this project, the potentials used to simulate the SAM molecules are mainly

from ref. [68]. This set of potentials is near-harmonic (see Table 4.1), and the

hydrogen atoms are integrated into the carbon backbones. Segal et. al. [100]

proved that even if a full mharmonic potential model is used for molecular wires,

the ballistic phonon transport inside the molecule chains are not affected

compared to the harmonic models. However, using a full anharmonic potential,

such as the Brenner’s potential [129], to study the thermal transport across SAM

is still worth doing, and it is expected to give more insight into the phonon

scattering in SAM molecules. Moreover, in the Brenner’s potential, hydrogen

atoms are explicitly modeled, which present a potential scattering source for

phonon transport.
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