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ABSTRACT

A COMPREHENSIVE ITEM RESPONSE THEORY FRAMEWORK
FOR EVALUATING STANDARD SETTING

By
Adam E. Wyse

The last few decades have seen the increased use of standard setting procedures to
set cut scores on educational and psychological assessments. These cut scores are used
for classifying students into different performance categories and for making high stakes
decisions in educational, psychological, professional licensure and certification testing
situations. The fundamental assumption behind the use of cut scores is that they represent
the achievement levels educators, policy makers and stakeholders intended when the
performance standards were formulated. That is, cut scores are assumed to be unbiased
and precise representations of the cut scores that panelists had in mind when they set
them. Although researchers recognize the importance of these properties, few procedures
exist for determining whether cut scores are unbiased.

This study proposes a comprehensive item response theory (IRT) framework for
evaluating cut scores established through a standard setting process. This new framework
includes a step-by-step process for evaluating cut scores from any IRT-based standard
setting procedure in simulated or operational situations when assessment data can be
assumed to fit an IRT model. Specifically, this framework extends Reckase’s (2006a)
psychometric theory for standard setting, which assumes that an individual panelist has a
hypothetical cut score that they intend to set when providing standard setting judgments.

Construct maps (Wilson, 2005) aid Reckase’s (2006a) psychometric theory and are used



to provide a spatial representation of the relationship between the score scale underlying
the assessment and examinee and item statistics derived from an IRT model.

Examples of how this new framework can be used to formulate indices to
evaluate cut scores established from the Angoff method with Mean Estimation and a
version of the Bookmark method known as Mapmark on the National Assessment of
Educational Progress (NAEP) are provided. Results suggest that cut score biases and
inconsistencies could impact individual panelist and group cut scores when both the
Mapmark and Angoff procedures are used. An important finding is that cut score biases
appear to be more of a concern in earlier rounds of standard setting and at the basic cut
score. Investigations of the impact of biases on the percentage of students above the cut
score suggest that biases for individual panelists could have a large impact on the
percentage of students above the cut score for them. The group panelist biases do not
appear to have a large impact on the percentage of students classified as being above the
cut score except for the basic cut score with Angoff procedure and the basic and
proficient cut scores with the Mapmark procedure.

An important outgrowth of the new framework is an explicit recognition that there
are two potential issues that can produce bias in cut score estimates. These two potential
issues include (1) the possibility for gaps in the score scale from lack of standard setting
stimuli at every score scale location and (2) the possibility for rater inconsistency. These
two issues may also work in concert to produce bias in cut scores. Important distinctions
are also made between what it means to evaluate cut scores and what it means to evaluate
standards. Finally, some limitations of the new framework as well as some areas for

future research are also identified.
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CHAPTER 1

INTRODUCTION

Over the last few decades, the focus on and scrutiny of student educational
achievement in K-12 settings has reached new heights. This ;:hange has resulted in an
increased emphasis on educational accountability and equality of educational
opportunity, which has had a resounding impact on the United States educational system
(Koretz & Hamilton, 2006). Under the Bush administration, educational performance and
accountability took center stage in the form of the No Child Left Behind Act (NCLB,
2001). NCLB emphasizes school accountability and educational equality by tracking
school and student performance in each state on high stakes educational assessments
(Linn, 2003a; Linn et al. 2003; Porter, et al., 2005). Inherent to the success of the new
educational accountability systems are the standards and corresponding cut scores
developed for measuring “continuous and substantial yearly improvement of each school
and local education agency” (Goertz, 2001) —-known as adequate yearly progress (AYP)
(IASA, 1994).

An important component of the aforementioned educational accountability
context is educational assessment standards. These are defined as achievement goals for
examinees on an assessment which are set up to classify examinees into different levels
of performance. In most cases, a standard is defined in relation to a performance level
descriptor (PLD). PLDs are written descriptions of the knowledge, skills, and abilities
that examinees at a particular level of test performance would be expected to possess if

they are to be classified at that level of performance (Cizek & Bunch, 2007; Perie, 2008).



PLDs are typically operationalized through a process called standard setting
where cut scores are derived by panels of stakeholders (Cizek & Bunch, 2007). In most
cases, PLDs are defined by the organization responsible for setting standards prior to the
use of a standard setting procedure (Cizek & Bunch, 2007; Perie, 2008). Usually, the
organization defines several PLDs that correspond to several distinct levels of
performance. For example, the National Assessment of Educational Progress (NAEP) —
an assessment administered by the federal government to track student performance at
fourth, eighth, and twelfth grade in mathematics, reading, writing, civics, history,
geography, economics, arts, and science — has three PLDs: one for basic, one for
proficient, and one for advanced levels of performance (Pellegrino, et al., 1999; Reckase,
2000; Loomis & Bourque, 2001). In other words, NAEP PLDs define three standards that
separate students into four categories of test performance: below basic, basic, proficient,
and advanced.

The terms “standard” and “cut score” are often used interchangeably, but do not
mean the same thing. As noted previously, the term “standard” refers to achievement
goals that are set up to categorize examinees into different levels of test performance and
are articulated in terms of descriptions (i.e., PLDs) of what examinees should know and
be able to do at each of level of performance. A cut score, on the other hand, is the
location on a scoring continuum (e.g., a score scale) that is used to distinguish among
examinees at different levels of performance. Therefore, the cut score is usually a single
number on the score scale. Hence, one might view the cut score as the operational

definition of the standard (Kane, 2001; Reckase, 2001). In summary, standard setting is



used for translating a standard into a cut score that can then be used to make classification
decisions (e.g., pass/fail, proficient/not proficient) based on examinee test performance.
Broadly speaking, the term “standard setting” is a misnomer because people who
participate in standard setting usually do not set standards. The standards are usually set
in advance by policy boards that create the PLDs. The individuals who participate in
standard setting are asked to interpret these definitions and translate the standard onto
some scoring continuum in the form of a cut score. In this dissertation, the term standard
setting refers to the process of translating standards into cut scores. An explanation of the

standard setting process is provided in the next section.

1.1 Standard Setting Process

The process of developing standards and their associated cut scores on large scale
assessments is a complicated and multi-step process. Depending on the selected
procedure and the amount of information deemed necessary for creating accurate and
unbiased cut scores, the process can range from five to as many as twelve steps. To
ground the discussion in a common situation in which cut scores are typically derived,
the steps involved in the NAEP standard setting processes and how NAEP completes
each step are reviewed. NAEP was chosen as an example in this dissertation because it is
a commonly used large scale assessment program used to make important educational
policy recommendations and the standard setting processes used on NAEP have received
considerable attention and scrutiny (Shepard, et al., 1993; Pellegrino, et al., 1999;

Hambleton, et al., 2000).



The steps reviewed are consistent with the ones that were undertaken to establish
cut scores in the standard setting processes that are used as examples in later sections of
this dissertation. Some of these steps overlap with the suggestions of Reckase (2000) and
Hambleton and Pitoniak (2006), while others are introduced to provide a clear picture of
the whole standard setting process. A schematic of the eleven steps used in most NAEP
standard settings is provided in Figure 1.1 and each step in the process flow will be

described below.



Figure 1.1: Steps Involved in a Typical Standard Setting Process
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1.1.1  Cadll for Standards and Definition of Policy
The first step in the standard setting processes is a call for standards and the
definition of standard setting policy by the agency responsible for creating the standards.

This first step in the process includes providing a rationale for the standards, as well as



how the standards will be used and interpreted (Reckase, 2000). Typically, the first step
in the process also involves selecting the assessment instruments, describing how the
standards will be reported, and characterizing who will be impacted by the standards as
well as the stakes attached to the standards (Reckase, 2000).

In NAEP standard setting, the National Assessment Governing Board (NAGB) is
responsible for creating the standards and defining standard setting policy. This includes
overseeing the development of the assessment instruments, defining the content that is
the focus of each assessment, and deciding on the score scales and number of
achievement levels that will be used to report results. NAGB is also responsible for
reporting results to the public after the assessment is administered.

As part of this first step in the process, NAGB also develops generic policy
descriptions and labels for achievement levels (e.g. advanced, proficient, basic) that it
applies to all content areas and grade levels. The label is a name for a level of
performance, such as advanced, proficient, or basic, on an assessment. The basic level on

NAEP is defined as follows:

Basic: This level denotes partial mastery of prerequisite knowledge and skills

fundamental for proficient work at each grade. (Reckase, 2000, p. 6).

The generic policy descriptions of each level of achievement are later refined into more
specific statements about what students should know and be able to do at each
performance level on a particular assessment in the next step in the standard setting

process.



1.1.2 Step 2: Define Performance Level Descriptors

The next step in most standard settings is the development of the PLDs by the
policy board that defines standards for a particular assessment. The PLD is the written
description of what it means to be classified at that particular level of performance on the
test. PLDs are more specific than the generic policy descriptions that are developed in the
first step of the process. They describe the specific knowledge, skills, and abilities that
students at each achievement level on each particular assessment would be expected to
have if they were classified into that performance level.

In NAEP standard setting, the NAGB brings together a panel of experts and
stakeholders to define the PLDs. NAGB develops three standards and corresponding
PLDs that are used to separate students into four levels of performance (below basic,
basic, proficient, and advanced). An example of a PLD for the basic level of the 2005
mathematics standard setting is provided in Table 1.1.

The essential part of this step is making sure that the PLDs are clear and easy to
understand because the panelists will be asked to translate them into cut scores. A
detailed discussion of how to create PLDs in standard setting can be found in Perie

(2008).



Table 1.1: NAEP 2005 12" Grade Mathematics Basic Performance Level Descriptor

BASIC
Twelfth-grade students performing at the basic level should be able to solve mathematical
problems that require the direct application of concepts and procedures in familiar situations. For
example, they should be able to perform computations with real numbers and estimate the results
of numerical calculations. These students should also be able to estimate, calculate, and compare
measures and identify and compare properties of two- and three-dimensional figures, and solve
simple problems using two-dimensional coordinate geometry. At this level, students should be
able to identify the source of bias in a sample and make inferences from sample results, calculate,
interpret, and use measures of central tendency and compute simple probabilities. They should
understand the use of variables, expressions, and equations to represent unknown quantities and
relationships among unknown quantities. They should be able to solve problems involving linear
relations using tables, graphs, or symbols; and solve linear equations involving one variable.

Number Properties and Operations:
* Perform computations with real numbers including common irrational numbers or the
absolute value of numbers
« Solve problems involving factorization and divisibility
» Estimate the results of numerical calculations including square and cube roots of numbers,
or very small and very large numbers

Measurement and Geometry:
* Recognize, define, and describe properties of two and three dimensional figures
« Estimate, calculate, and compare measures of two and three dimensional figures
* Draw or sketch a geometric figure from a description
« Use the Pythagorean Theorem to solve problems in two dimensions
* Solve problems in coordinate geometry (two dimensions)

Data Analysis and Probability:
* Evaluate a sample for bias and make inferences from sample results
* Describe the impact of outliers on measures of central tendency and variability
* Calculate, interpret, and use measures of central tendency and variability
» Understand the use of correlation coefficients to describe the relation between two data sets
* Compute simple probabilities
* Distinguish between experimental and theoretical probability

Algebra:

* Understand the use of variables, expressions, and equations to represent unknown quantities
and relationships among unknown quantities

« Solve problems involving linear relations expressed in algebraic, verbal, tabular, or
graphical forms

* Solve linear equations in one variable

» Perform basic operations on algebraic expressions

* Recognize, describe, and extend arithmetic or geometric progressions




1.1.3  Step 3: Select a Stundard Setting Method

After the policy board develops the PLDs, the next step is to select a standard
setting method. There are many possible standard setting methods that can be chosen.
Most of these methods involve collecting judgments from panelists, the people who
provide the ratings, about where they think the cut score should be set. Standard setting
procedures are often separated into examinee-centered (procedures that focus on
judgments related to examinees and their relationship to the PLD) or test-centered
approaches (procedures that focus on test content and/or test items and their relationship
to the PLD) (Jaeger, 1989, Kane, 1994; Berk, 1996, Cizek, 2001; Cizek & Bunch, 2007);
although this classification scheme has become blurred in the recent literature on standard
setting (Hambleton & Pitoniak, 2006). Most of the commonly used standard setting
methods are described in an edited book by Cizek (2001), a book by Cizek and Bunch
(2007), and a recent chapter by Hambleton and Pitoniak (2006).

NAEP has used both test-centered and examinee-centered approaches to set cut
scores in different contexts. These methods include variations of the Angoff (Angoff,
1971) and Bookmark (Lewis, et al., 1996) standard setting methods that are empirically

compared and described in greater detail in subsequent sections of this dissertation.

1.1.4 Step 4: Choose a Standard Setting Panel and Design

The fourth step involves recruiting panelists and deciding on a design that will be
used to determine the cut scores. Panelists are typically recruited from a pool of
representative stakeholders who would be influenced by the decisions made based on the

cut scores. In NAEP standard setting, the standard setting panel is selected so that 70% of



the panel represents teachers and other educators and 30% of the panel is non-educators,
such as community leaders, military personnel, and parents (Reckase, 2000; Loomis &
Bourque, 2001). These panelists are also balanced on other important demographic
characteristics such as ethnicity, age, and geographic region. Additional discussion of the
processes, qualifications, and methods for selecting standard setting participants can be
found in Raymond and Reid (2001).

This fourth step also involves selecting a standard setting design. Specifically, the
standard setting design defines how the panelists are divided and used in the standard
setting process. This includes decisions such as whether panelists are to be divided into
two or more groups in order to independently replicate the standard setting. As part of the
design, decisions also need to be made about whether and how panelists are allowed to
interact at the standard setting meeting.

NAEP has used various standard setting designs in different standard settings.
Typically, panelists in NAEP standard setting are divided into two separate groups to
replicate the standard setting. Within each group, panelists are often organized into four
or five smaller groups that work together and talk about how they arrived at their
standard setting judgments, the meaning of the PLDs and labels, and item and test
content.

Another important consideration at this stage of the process relates to the choice
of a facilitator. In most circumstances, the facilitator is an experienced psychometrician
with a good understanding of the methods and models that underlie the assessment. In
NAEP standard setting, psychometricians from ACT serve as facilitators for the standard

setting meeting. These considerations are important because as Fitzpatrick (1989) points

10



out the social interactions of panelists with each other and the facilitator have the

potential to influence the estimated cut scores.

1.1.5 Step 5: Train Panelists to Use the Standard Setting Method

Next, panelists are trained on how to use the standard setting method to make
judgments about the location of cut scores. In NAEP, this step involves giving them an
overview of the standard setting method and the procedures to follow when providing
their standard setting judgments as well as an explanation of the answer keys and scoring
rubrics, and a discussion of the test questions. An important part of this step is to help
panelists with conceptualizing examinees that just possess the knowledge, skills, and
abilities to meet the particular standard represented in the PLD, minimally competent
examinees (MCEs). In other words, when providing their judgments, panelists are trained
to conceptualize MCEs at each cut score. Coming to this common understanding of
MCEs often involves group discussions of PLDs and provides panelists with the
opportunity to refine PLDs so that they are more applicable to students with whom they
are familiar.

At this stage, panelists are often asked to take the assessment under the same
conditions as examinees would take it on the actual day of assessment. In NAEP standard
setting, panelists take one to three blocks of items from the NAEP item pool. Panelists,
then, are usually given the opportunity to practice the standard setting method on a set of
sample items similar to actual items in the operational standard setting. They typically
then are asked to discuss their experiences with the facilitator and the other panelists so

that panelists feel comfortable with all aspects of the standard setting procedure.
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Moreover, this step helps to ensure that panelists can perform the standard setting task as

it was intended by the policy board.

1.1.6 Step 6: Collect Panelist Ratings

After receiving the training mentioned above, panelists independently provide
their judgments of where they think that cut scores should be set. In NAEP, these
standard setting judgments are recorded on rating sheets by the panelists. For example, a
panelist might be asked to indicate probability ratings for a set of items for the Angoff
method (Angoff, 1971), to indicate page numbers where their bookmarks might be
located for the Bookmark method (Lewis et al., 1996), or to indicate which students
would be classified into what performance categories for the Contrasting Groups method

(Berk, 1976).

1.1.7 Step 7: Compile Panelist Ratings and Obtain Cut Score Estimates

Each panelist’s ratings are then used to determine their individual prescribed cut
score. Then cut score estimates for all panelists are aggregated, usually using the mean or
median of panelists’ ratings, and converted to an overall cut score estimate for the group
of panelists. In NAEP, the mean and median of the individual panelists have been used to
determine an overall cut score estimate for the group of panelists with different standard

setting methods.
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1.1.8 Step 8: Provide Feedback and Facilitate Discussion

After obtaining an aggregate cut score estimate, the panelists are provided

feedback on their individual ratings and those of other panelists. The purpose of this step

is to ensure that panelists are comfortable with their judgments and that there were no

egregious errors or misunderstandings. The feedback process can vary between rounds

and implementations of standard setting procedures. Reckase (2001) provides a good

summary of different feedback approaches given to panelists which are:

)

2)

3)

4)

Rater location feedback that shows the location of the panelist’s cut scores in
relationship to the cut scores of the other panelists.

Consequences data that provides information on the percentage of students
that would exceed cut scores at specific locations on the scoring continuum,
also known as the percent above cut score (PAC).

Whole booklet feedback that shows actual samples of student work at
different locations along the score scale.

Internal consistency feedback that gives panelists information about how their
standard setting judgments align with a specific level of test performance or

scoring model.

5) p-value feedback that shows the item difficulty of test items either for the

6)

whole population or conditional on their cut score estimates.
Domain score feedback that shows the expected performance of examinees in

specific content domains.
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7) Other assessment data, such as information that shows how examinees at
different grade levels would perform or where the cut scores had been set on
similar assessments.

Each of these seven types of feedback have been used in NAEP standard setting in one
form or another depending on the standard setting method that was applied.

After reviewing this information, the facilitator often leads the panelists in a

discussion about their experiences using the standard setting procedure and whether they
think the cut score estimates are reasonable. The feedback and information from the

discussion is used in the next round to make new cut score estimates.

1.1.9 Step 9: Conduct Panelist Evaluations

The last part of any particular round of the standard setting process is to conduct
an evaluation of the panelists’ experiences and to gather opinions about the ratings they
provided in that round. Typically, panelist evaluations are in form of a survey that asks
specific questions about whether panelists felt they were able to perform the standard
setting process effectively and whether the procedures were explained in sufficient detail.
In NAEP standard setting, four to seven process questionnaires are included at various
points in the standard setting meeting. These questionnaires contain many common
elements and typically include both opened-ended and Likert scale questions. An
example of questions asked on panelist evaluations as part of a standard setting can be
found in Cizek and Bunch (2007). This information serves the essential role of
documenting the standard setting process. The information can also be used to refine the

standard setting procedure for succeeding rounds.
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A round of the standard setting process involves completing steps 6 through 9
(i.e., collecting panelist ratings, compiling ratings and obtaining cut score estimates,
providing feedback and facilitating discussion, and conducting panelist evaluations).
Most standard setting processes involve several rounds of standard setting before arriving
at the final cut score estimates. Hence, the arrow connecting step 9 to step 6 in Figure 1.1
illustrates the repetition of these steps in the process. In NAEP, the standard setting

process typically uses three or four rounds of ratings.

1.1.10 Step 10: Prepare Technical Documentation and Validity Evidence

After completion of the standard setting meeting, the individuals who ran the
meeting typically write technical reports that document how the standard setting meeting
was run, the procedures used in estimating cut scores, and any problems encountered
during the process. Any information from special studies that were performed as part of
the standard setting meeting is also documented. In addition, detailed statistical analyses
of the panelist evaluation surveys are conducted and documented. In NAEP, special
studies, technical reports, and process reports are written by ACT and given to NAGB
after the standard setting meeting.

The goal of this stage in the process is to collect specific information that can be
used when attempting to make validity arguments to support or refute the cut score
estimates. This information is used to make a recommendation to the policy board about
the reasonableness of cut score estimates and whether or not these estimates should be
adopted. Since one of the main purposes of this dissertation is to propose a new

framework for evaluating standard setting, a more detailed discussion of technical
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documentation and validity evidence that has been collected as part of standard setting

processes is provided in Chapter 2.

1.1.11 Step 11: Review Documentation and Determine Final Cut Scores

In the last step, the policy board reviews the technical documentation and validity
evidence compiled from the standard setting meeting and determines where the final cut
scores should be placed. In NAEP standard setting, NAGB reviews this information and
decides whether they want to accept or change the cut estimates provided by the
panelists. The decision to adopt or reject the cut scores indicated by the panelists is a
policy decision based on information from the standard setting meeting and other
important political, economic, and social factors. One possible reason that a policy board
might choose to change the cut scores from those suggested by the group of panelists is if
they felt that too many examinees would be passing and this would be viewed as making
the test too easy. Conversely, if the cut scores would result in an unreasonably low
number of examinees passing, the policy board may decide to lower the cut scores. In

most cases, aggregated panelist cut scores are adopted and implemented operationally.

1.2 Angoff and Bookmark Methods

As explained previously, an important step in the standard setting process is
selecting a standard setting method. The focus in this dissertation is on two test-centered
standard setting methods, the Bookmark method (Lewis, et al., 1996) and the Angoff
method (Angoff, 1971). These methods are among the most popular methods for

operationally setting cut scores and have been used in various forms to set standards on
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NAEP as well as in other testing programs. These two methods can be classified as

derivatives of the original Angoff method.

1.2.1 Angoff Method

The original Angoff (1971) method is among the most researched and applied
standard setting methods (Mehrens, 1995; Brandon, 2004) and was developed from a
footnote in Angoff’s chapter in Educational Measurement. The Angoff method asks
panelists to provide a probability judgment that a minimally competent examinee
(MCE)—an examinee that just possesses the necessary skills, knowledge, and ability to
meet a specific standard— would get each item correct. Each of these probability
judgments are summed to arrive at the cut score for an individual panelist and the average
across panelists is then used as the cut score for the assessment.

Numerous variations of the original Angoff procedure have been developed in
response to the differing needs of testing and assessment programs. Some recent
variations of the Angoff method are the Extended Angoff method (Hambleton & Plake,
1995), the Yes/No Method (Angoff, 1971; Impara & Plake, 1997), the Angoff method
with Mean Estimation (described in Reckase, 2000), the Item Score String Approach
(Bay, 1998; Reckase & Bay, 1998), the Reckase method (Reckase, 1998) and the Direct
Consensus method (Sireci, et al., 2004). One might also classify the Basket Procedure
(Verhelst & Kaftandjieva, 1999) and the Jaeger Method (1982, 1989) as Angoff
derivative methods, although the conceptualization of a MCE differs between these two

procedures and some of the other Angoff variations.
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1.2.2 Bookmark Method

If one takes a general and liberal view of the Angoff procedure, one might also
classify the Bookmark method (Lewis, et al., 1996) and its variants (i.e., Item Map; Shen,
2001), Item Mapping (Wang, 2003), the modified Bookmark method (Buckendahl, et al.,
2002), the Mapmark method (Schulz & Mitzel, 2005; in press), and the Single Passage
Bookmark (Skaggs, et al.,, 2007)) as Angoff derivatives. Specifically, Bookmark
procedures can be viewed as Angoff derivatives since panelists have to conceptualize the
probability of a MCE obtaining a score point that is greater than or equal to the response
probability (RP) criterion (e.g. a probability level) when providing standard setting
judgments. The RP criterion serves two essential roles in the Bookmark procedure. The
first is to determine the @ location of the items in the ordered item booklet (OIB). In this
case, the 6 location where each item is equal to probability level specified by the RP
criterion is located and the items are ordered based these @ locations. The second use of
the RP criterion is as the probability threshold that panelists conceptualize as they move
through the OIB. That is, each panelist who performs the Bookmark procedure moves
through the OIB asking themselves the question of whether or not the MCE should obtain
that score or higher with probability greater than the specific probability level. Notice
how panelists are still required to provide a probability judgment for each item, but the
probability judgment is in relation to the threshold specified by the RP criterion.

The conceptualization of the Bookmark method as an Angoff method hybrid is
not widely held and some scholars would argue that the structure and cognitive task
asked of panelists are completely different between the two (Lewis, et al., 1996; Schulz,

2006). Scholars who ascribe to this view believe that the ordering of the items into an
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OIB, as they are in Bookmark procedures, changes the task from providing probability
ratings to locating a place along a difficulty scale when selecting a cut score (Schulz,
2006). The direct relationship between Angoff and Bookmark methods is explained in

greater detail below.

1.2.3  Overview of Angoff Derivative Methods

An overview of most of the commonly used Angoff derivative methods including
the stimulus, types of test items, conceptualization of a MCE, the rating method, and the
methods for deriving the cut scores can be found in Table 1.2. Oftentimes, “Angoff”
method is used as a label for many of the standard setting processes in Table 1.2. For
example, some researchers refer to the Yes/No method directly as an “Angoff” method
(Davis, et al., 2008). However, the original Angoff method and the Yes/No method are
different. A closer examination of any standard setting method in Table 1.2 allows one to

see how these methods compare to the original Angoff procedure.
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Each of the standard setting methods described in Table 1.2 consists of asking
panelists to provide judgments of how an examinee at a specific performance level
should hypothetically perform on test items. The main differences in each of the methods
can be described in terms of how panelists are asked to provide ratings to the test items,
whether panelists are asked to conceptualize a specific RP criterion or not, whether the
items are presented individually or as a set, whether the items are ordered (i.e., from
easiest item to hardest item) or not, the types of items that are rated (i.e., dichotomous,
polytomous, or both), and how the cut scores are determined from the ratings of the
panelists.

For example, the Bookmark method differs from the Angoff method in that it
orders items from easiest to hardest based on a particular RP criterion into a set of items
called an OIB while for the original Angoff method the items are not ordered using a RP
criterion. Instead, panelists are asked to rate the items in the order that they would appear
on the assessment. In most applications of the Bookmark procedure, a RP criterion of
0.50 or 0.67 is used (Hyunh, 2006). The decision to use a particular RP criterion is a
policy decision that is made by the policy board that sets the standards. In practice, RP
values ranging from 0.5 to 0.8 have been applied with the Bookmark method (Zwick, et
al., 2001)

The RP criterion defines the specific probability level of obtaining a score at that
particular level or higher for a MCE and it is used to order the items in the OIB. For
example, if the RP criterion is 0.67 and all the items are dichotomous, then for each item
the specific value on the score scale (the @-scale in IRT) associated with getting the item

correct 67 percent of the time would be determined.
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The items would then be placed into a booklet based on the score values that
correspond to getting the item correct 67 percent of the time from lowest score scale
value (the easiest item) to the highest score scale value (the hardest item). Panelists
would then be asked to proceed through the booklet of items asking themselves the
question of whether an examinee just above the standard should or should not be able to
answer the item correctly 67 percent of the time. A panelist places a bookmark in
between the last item that they believe a student who is just above the standard should be
able to answer correctly and the first item the student should not be able to answer
correctly at the 67 percent level. The cut score is determined by finding the score scale
value that corresponds to getting the item preceding the bookmark correct 67 percent of
the time. The panelist repeats this process for each cut score that they need to set.

Notice how, in theory, this is an Angoff procedure where the items are ordered
according to the RP criterion and the panelists make a probability judgment of whether
the probability of answering the item correctly for the MCE exceeds a threshold specified
by the RP criterion. The panelists do not actually have to indicate the probability, but in
theory they are supposed to assess whether the probability of getting the item correct
exceeds the threshold.

The focus in this dissertation is on first round of the Mapmark method where the
method is essentially the regular Bookmark procedure and the Angoff method with Mean
estimation. Each of these methods is outlined in Table 1.2. These methods are explained

in greater detail in later sections of this dissertation.
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1.3 Formulation of Problem

An inherent assumption made in the application of many standard setting
procedures is that the panelists understand the task they are asked to perform and are able
to carry out the procedure accurately. In essence, the whole system of educational
accountability is critically dependent on the reasonableness of cut scores and their
efficacy in representing achievement goals reflective of educators’ and policy makers’
conceptualizations of the knowledge, skills and abilities required by students in order for
them to be successful academically. Unfortunately, panelists do not always carry out
standard setting correctly (Cizek, 2001; Kane, 2001). In addition, the ways that some of
the methods are implemented can introduce problems in determining the location of the
cut score. These potential problems have been recognized by some researchers and have
led to pointed criticism and debate about the mechanisms and methods for determining
cut scores (Cizek, 2001).

One prominent example of a standard setting critique was of the initial methods
used to set cut scores on NAEP (Shepard et al., 1993; Shepard, 1994; Linn & Shepard,
1997). Critics argued that the methods were overly complex for panelists to use and that
in practical settings panelists struggled to understand the rating process and to provide
consistent ratings. Specifically, Shepard et al. (1993) and Shepard (1994) suggested that
panelists who used the Angoff procedure often rated different item types inconsistently.
They observed that panelists often viewed polytomous items to be more challenging than
dichotomous items and that if cut score were established using different item types there
tended to be large disparities in rater judgments. They also discovered that the probability

ratings given by panelists to individual items were not perfectly related to the difficulties
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of the test items. Their research suggested that there could be some large potential biases
and inaccuracies in cut scores when applying the Angoff procedure, although they did not
specifically quantify the potential biases.

Over the last decade, there has been additional criticism of the Angoff procedure.
Schulz (2006) agreed with Shepard et al. (1993) and Shepard (1994) that the Angoff
procedure suffers from regression to the mean of the probability scale. He also indicated
that panelists tended to round their ratings. Impara and Plake (1997, 1998) along with
Plake and Impara (2001) also argued that panelists are not good at estimating probability
in general and suggested an alternative standard setting method, the Yes/No method, that
they believe simplifies the process considerably.

Criticism of other standard setting methods has included the Bookmark procedure
(Berk, 1996), which is currently the most widely used standard setting method in state
testing programs (CCSSO, 2001; Karantonis & Sireci, 2006). Specifically, researchers
have pointed out that the Bookmark method suffers from RP indeterminacy (Haertel &
Lori¢, 2004). That is, there is not one unique RP criterion that underlies test performance.
In particular, it is possible to design the OIB used in the Bookmark method based on any
RP level between zero and one hundred. Two important observations in this context is
that there is the possibility for the order of the items in the OIB to change and for the cut
scores to be different if the RP criterion is modified (Kolstad, et al., 2001; Skaggs &
Tessema, 2001; Kolstad, 2002; Beretvas, 2004; Williams & Schulz, 2005). Cizek and
Bunch (2007) have also observed that in order for the Bookmark procedure to be accurate
there should be a large number of items in the OIB that are near the location where the

panelist intends to set their cut score.
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Much of the debate and criticism of the standard setting procedures (Shephard, et
al., 1993, Shephard, 1994; Hambleton, et al., 2000) used in NAEP and other settings are
disagreements about whether the cut scores are accurate representations of the intended
cut scores of the panelists and/or whether the evidence collected to evaluate the quality of
the standard setting actually provides indications that the standard setting procedures did
or did not work effectively. Specifically, researchers have disagreed about what criteria
and guidelines should be used to evaluate standard setting (Cizek, 1996; Kane, 1994,
2001). An important observation made in the literature is that most of the evidence
collected to date can rule out a standard setting method, but it can never rule it in
(Hambleton & Pitoniak, 2006). This observation stems from the fact that until recently no
framework had been proposed that actually allowed researchers and practitioners to
investigate the ability of standard setting methods to produce the hypothetical cut scores
that a panelist wanted to set. Consequently, until the proposal of the psychometric
framework suggested by Reckase (2006a) very few systematic investigations of standard
setting processes and methods have been performed (Engelhard, in press), and the ones
that have been preformed did not provide a clear indication of whether or not the standard

setting process was effective.

14 Purpose

Therefore, the purpose of this dissertation is to further develop a framework for
standard setting that can be used to evaluate any IRT based standard process in
operational or simulated settings for potential biases in cut scores judgments. In addition,

an application of how the new framework can be used to evaluate standard setting
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procedures is illustrated using NAEP data. In this dissertation, I will show how the
newly-developed framework, which extends Reckase’s psychometric theory (Reckase,
2006a) aided by construct maps (Wilson, 2005), can be used to create indices to evaluate
the Angoff and Bookmark procedures for potential biases since these methods are applied
most often operationally. Therefore, this study will seek to address the following research
questions:

1) How can the new comprehensive framework based on extending Reckase’s
psychometric theory be used to evaluate and improve standard setting?

2) What are the potential cut score biases produced from using the Bookmark or
Angoff methods in NAEP standard setting and how comparable are biases
between the two methods?

In Chapter 2, previous approaches to evaluating the reasonableness of cut scores
from standard setting are reviewed including approaches based on the multifaceted Rasch
model (MRM) (Engelhard, in press), making a validity argument for or against the cut
scores (Kane, 2001), and Reckase’s (2006a) psychometric theory. In Chapter 3, a new
comprehensive theoretical framework for evaluating standard setting methods is
presented that extends Reckase’s (2006a) psychometric theory in conjunction with
construct maps (Wilson, 2005). Chapter 4 demonstrates how the new theoretical
framework for evaluating standard setting can be used to develop models and indices for
evaluating the Angoff and Bookmark methods for potential biases and inconsistencies.
Applications of the new statistical models and indices to operational standard setting data
from NAEP are presented in Chapter 5. The implications of the results from the

investigations of NAEP standard setting are also discussed in Chapter S. Finally, in
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Chapter 6 the significance of the new theoretical framework for future standard setting

practice is discussed and some areas for future research are presented.

32



CHAPTER 2

LITERATURE REVIEW

An overview of the standard setting process and the standard setting methods that
are the focus of this dissertation was provided in Chapter 1. This chapter’s goal is to
review previous efforts and proposed frameworks for evaluating the quality of standard
setting. In particular, Kane’s (1994, 2001) validity framework for evaluating the
reasonableness of cut scores, Engelhard’s (Engelhard & Anderson, 1998; Engelhard, in
press) Rasch based framework for evaluating standard setting judgments, and Reckase’s
(Reckase, 2006a) psychometric theory for evaluating standard setting procedures are
explained and reviewed. These frameworks are reviewed because they lay the
groundwork for the development of the new framework developed in this dissertation.
The relationship of this study’s newly formulated framework to prior research is
explained. Finally, previous empirical comparisons of the Angoff and Bookmark standard

setting methods are reviewed.

2.1 Kane’s Validity Framework for Standard Setting

Kane’s (1992, 1994, 2001, 2006) validity framework for standard setting is by far
the most common framework for evaluating the quality of standard setting. He argues
that one of the most essential components of any psychometric or measurement endeavor
is the evaluation of how its results are used and interpreted. Kane, following the work of
Messick (1988, 1989), believes that measurement validity is critical and the goal of the

researcher or practitioner is to build an argument, in much the same way as arguments are
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built in court cases, for or against the intended uses and interpretations of the test results.
In the standard setting context, Kane’s (1994, 2001) framework for evaluating panelist
judgments is to build an argument for or against the use of cut scores in much the same
way as validity arguments are made in other areas of measurement. In his chapter in
Setting performance standards: Concepts, methods, and perspectives, Kane (2001)
suggests three types of evidence that one can collect when attempting to make a validity
argument in support of the use of cut scores. These three types of evidence include:
collecting procedural validity evidence, collecting internal validity evidence, and
collecting external validity evidence from the standard setting. These same three
categories of validity evidence are described in a dissertation by Pitoniak (2003) and a
review chapter by Hambleton and Pitoniak (2006). The review of these three types of
validity evidence and how they can be used to evaluate standard setting follows from the

work of these authors.

2.1.1 Procedural Evidence
Procedural validity evidence consists of collecting information about the
procedures used in establishing the standards and the corresponding cut scores. Examples
of procedural evidence include:
1) Explicitness - collecting information about the degree to which the standard
setting was clearly defined prior to implementation (van der Linden, 1995),
2) Practicability - collecting information about how easy it was to conduct the
standard setting procedure and how much the procedure makes sense to the

general public (Berk, 1986),
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3) Implementation of Procedures - collecting information about the extent to
which the procedures were systematic and thorough (Kane, 1994; 2001),

4) Panelist Feedback - collecting information about the extent to which panelists
felt comfortable with the process and the result of the standard setting (Kane,
1994; 2001), and

5) Documentation - collecting evidence of how well the standard setting methods
and procedures are documented for evaluation purposes (Cizek, 1996;

Hambleton, 1998, Mehrens, 1995).

Collecting this information is important when examining a standard setting
process since it would be difficult to justify the cut scores produced if the procedures
used to derive them were unsystematic, poorly documented, and hard to understand.
However, it easy to see that these types of evidence by themselves do not establish the
correct functioning of the standard setting process or the reasonableness of cut scores. For
example, panelists may feel comfortable with the standard setting procedure, but they
could be performing it in a manner that results in unreasonable cut scores. The standard
setting procedure could also be well documented, explicit, and practical, but not produce
reasonable cut scores. Clearly, even though this information is important to collect as part
of standard setting process, it is not sufficient for evaluating the quality of cut score

estimates.
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2.1.2  Internal Evidence

Internal validity evidence of standard setting quality is established by collecting
evidence to support or refute the consistency of cut scores and panelist ratings during
standard setting. Examples of internal evidence include:

1) Consistency within Method - collecting information about how well the cut score
estimates would compare to each other if the standard setting was replicated
(Cizek, 1996; Kane, 1994, 2001),

2) Intrapanelist Consistency - collecting evidence of each panelist’s ability to
consistently rate item difficulties across standard setting rounds (Berk, 1996;
Cizek, 1996, van der Linden, 1982),

3) Interpanelist Consistency - collecting evidence of item rating and cut scores
consistency across panelists (Berk, 1996; Cizek, 1996; Jaeger, 1989),

4) Standard Error of the Cut Score - examining cut score precision (Kane, 2001), and

5) Other Measures - examining cut score consistency across item types, content

areas, and/or cognitive processes (Kane, 1995, Shepard, et al., 1993).

These types of internal validity evidence provide an indication of panelists’ ability
to provide systematic ratings in standard setting. These systematic ratings are desirable
because they can indicate whether a panelist or group of panelists have provided erratic
and inconsistent judgments, which may impact the meaningfulness of the cut score that is
estimated. However, one issue with these types of evidence is that the consistency or
precision of a panelist or group of panelists is not conceptualized in terms of the cut

scores that the panelist or group of panelists had in mind when they provided their

36



standard setting judgments. Without this link, there is the possibly for panelists to be
precise and consistent, but the precisely estimated cut score may be different than the cut
score that a panelist had in mind when providing their standard setting judgments. For
example, it is possible for panelists to estimate similar cut scores (which would be
viewed as high quality interval validity evidence), but the cut scores could be biased in a
similar fashion from panelists making the same type of errors in the standard settings.
Again, this information is highly informative but a clear link between this evidence and

the quality of the cut scores is often nonexistent in the evaluation.

2.1.3 External Evidence
External validity evidence of standard setting quality consists of examining the
relationship of the cut scores to other important external criteria (e.g., student grades,
performance on other assessments, other research studies). Examples of external evidence
include:
1) Comparisons to Other Standard Setting Methods - collecting evidence of the
similarity of cut scores when applying different standard setting methods (Jaeger,
1989; Kane, 1994, 2001),
2) Comparisons to Other Sources of Information - examining the relationship of
decisions made based on the cut scores to grades or performance on other tests
(Berk, 1996; Kane, 1994, 2001; Shephard, et al., 1993), and,
3) Reasonableness of Performance Levels - examining the extent to which the
passing rate and the cut score appears to be plausible for the examinee population

(Kane, 1998, 2001).
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Again, these sources of evidence are important, but not sufficient for ensuring that
the standard setting procedure is functioning appropriately. For example, two different
standard setting methods could produce highly similar results, but both procedures could
be biased in the same direction. Further, one might expect differences between the
decisions based on cut scores and decisions based on other external criteria since these
external criteria could be measuring different aspects of student ability than those
represented by the cut scores. Concerns could also be raised about using the passing rate
to examine the quality of standard setting since this would appear to defeat one of the
main purposes of setting standards on criterion-referenced tests. Namely, one of standard
setting’s main purposes is that assessment standards represent what stakeholders think
examinees should know and be able to do instead of arbitrarily passing a specific
proportion of students from an examinee population. In other words, using the passing

rate independent of assessment standards does not adequately evaluate standard setting

quality.

2.1.4 Strengths and Weaknesses of Kane's Standard Setting Validity Framework
Kane’s approach has some strengths and weaknesses for evaluating standard
setting. One of the strengths of this approach is that the combination of standard setting
components allows the evaluation approach to be presented in such a way that standard
setting process advantages and disadvantages can be weighed against each other.
Additionally, the different types of evidence collected with this approach can provide
some indications of potential problems in standard setting. For example, if the panelists

were unable to understand the standard setting process or if the same standard setting
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procedure resulted in drastically disparate results with two equivalent groups of panelists,
this would provide evidence that the standard setting process might not be working
effectively.

However, this framework is not sufficient for evaluating standard setting
procedures because it does not address the procedure’s robustness in recovering a
panelists’ intended cut scores. That is, there is no indication of the quality of panelist
standard setting judgments in relationship to the cut scores that panelists had in mind
when they provided their judgments. The quality of panelists’ judgments in relationship
to an intended cut score is a fundamental factor which cannot be directly addressed in the
current validity argument approach to evaluating standard setting since the framework
does not assume there is an intended cut score that a panelist intends to set. Therefore,
there are no statistical procedures available for quantifying the potential biases or
inconsistencies that may be present in intended cut score estimates under this framework.
As Hambleton and Pitoniak (2006) correctly surmise, this approach to evaluating
standard setting can only provide an indication that a standard setting method may not be
working; it can never indicate whether standard setting was actually precise, accurate, or

effective.

2.2 Engelhard’s Rasch Evaluation Framework

The second commonly used approach for evaluating standard setting is
Engelhard’s framework (Engelhard & Anderson, 1998; Engelhard & Stone, 1998;

Engelhard, 2007, in press, Caines & Engelhard, 2009). This framework applies the
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multifaceted Rasch model (MRM) to standard setting judgments arising from various

standard setting procedures. The MRM is represented as:

Ln(Pnt]'k/Pny’k—l)=9n'5i"“’j'Tk’ .1
where Poip = probability of panelist n giving rating k on item i for cut score j,
Priji1 = probability of panelist n giving rating k -1 on item i for cut score j,
6, = judgment of MCE required to pass for panelist n,
o; = judgment of difficulty for item i,
w;j = judgment of cut score for round j,
Ty = judged threshold of rating category k relative to rating category

k-1.

The MRM in Equation 2.1 models the probabilities of providing ratings in
different successive rating categories, the log odds of being in the higher category
compared to being in the next lower category, as a function of various facets that might
influence the panelist’s tendency to provide a rating in the different rating categories.

This framework has several notable advantages when evaluating standard setting:
(a) it uses a hypothetical cut score that a MCE is required to pass; (b) it uses various
factors that might impact the standard setting judgments (e.g., panelist table groups),
including the previous round of standard setting; and (c) it uses psychometric models and
indices for evaluation. In this framework, the person performing the evaluation examines
estimates of the various factors and the INFIT and OUTFIT statistics from MRM in order

to assess the quality of the standard setting.
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Engelhard (in press) gives a detailed explanation of how these statistics and
estimates can be used to identify various potential issues that might be present in the
standard setting process. In particular, he shows how the MRM is useful for identifying:

1) Rater Severity - the panelist’s tendency to provide higher or lower ratings than
they should,

2) Halo Effect - the inability of panelists to distinguish between independent and
distinct aspects of examinee performance,

3) Response Sets (Central Tendency) - the tendency of panelists to over use
certain rating categories when they should not, (i.e. panelists over use the
middle categories of the rating scale),

4) Restriction of Range - the inability of panelists to accurately discriminate
among the different performance levels when setting multiple cut scores so
that the cut scores are too close to each other,

5) Interaction Effects - the different facets (e.g. rounds and table groups) are not
independent and additive for an individual or group of panelists, and,

6) Differential Facet Functioning - the measurement of the model’s different
facets are impacted by construct irrelevant variance such that the model is not
invariant (e.g. raters from different demographic subgroups of the population

are not exchangeable).

Often these issues represent some of the biggest concerns in estimating cut scores.
Since the MRM can identify these potential problems using familiar statistics and since

the model could be used during the standard setting procedure to provide panelists with
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information about their judgments, this gives it significant traction as an evaluation
strategy.

However, this technique has some limitations. One limitation is that it uses a
Rasch scaling procedure, which may not be the scaling method used on the assessment.
This would mean that if the test was scaled with the three-parameter logistic (3PL) model
then the scale of standard setting evaluation and the scale of the assessment would be

different. This suggests that the hypothetical cut score in the MRM, 6,,, is typically not

the same as the one that the panelist intended to set on the assessment, which may create
an issue since the concern in the evaluation is often with potential biases and
inconsistencies in the hypothetical cut score in the metric of the assessment.

Another issue with Engelhard’s framework is that it often requires some recoding
and collapsing of panelist ratings (Engelhard & Anderson, 1998). For example, one
cannot directly apply the MRM to the probability ratings provided by panelists when
using the Angoff procedure since several rating categories would not have any ratings in
them. These missing rating categories cause the MRM to have convergence problems
during parameter estimation. Unfortunately, the collapsing of rating categories to ensure
model convergence often results in the loss of potentially valuable information.

Furthermore, a linking procedure is required if one wants to compare standard
setting results at different points in time since the evaluation metric at different time
points would not necessarily be the same. Lastly, this framework requires slightly
different methods for different standard setting procedures, which would also require the
use of sophisticated linking methods to compare different standard setting procedures.

For example, the coding schemes and evaluation techniques are somewhat different for
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the Bookmark and Angoff methods (see Engelhard, in press; Engelhard & Anderson,
1998). Specific to this study, no procedures exist for linking the evaluation scales of the

Angoff and Bookmark methods.

2.3 Reckase’s Psychometric Theory

The third and final approach is Reckase’s (2006a) psychometric theory for
evaluating standard setting judgments. It is similar to Engelhard’s approach in the use of
an IRT model and the assumption of a hypothetical intended cut score that a panelist
would like to set on the assessment. Reckase’s approach differs from Engelhard’s in that
it does not necessarily have to use a Rasch based framework and it allows one to perform
the evaluation of standard setting in the metric used to scale the assessment.

Therefore, in order to provide a better understanding of Reckase’s framework, the
most common dichotomous and polytomous IRT models are reviewed. Then, the
relationship of these models to the Reckase’s psychometric theory is explained in greater
detail. Finally, prior related research is discussed, along with how it provides impetus for

the current study.

2.3.1 IRT Models

An important basis for Reckase’s psychometric theory is unidimensional IRT.
IRT is a psychometric framework used for modeling the propensity of obtaining a
particular score on a test item as a function of ability and the characteristics of the test
item. All parametric IRT models typically have four common assumptions (Hambleton,

etal., 1991). These assumptions are:

43



1) Monotonicity (i.e., with increasing ability the probability of obtaining a correct
response can never decrease),

2) Statistical independence (i.e., once the correct number of abilities have been
controlled for, the probability of jointly responding to a set of items is equal to the
product of the probabilities of responding to each item individually across all the
individuals taking the test),

3) Functional form (i.e., the IRT model describes the underlying data), and

4) Population and parameter invariance (i.e., the IRT models and parameters for

items do not change across populations).

The most popular IRT models are the dichotomous IRT models, the Rasch model
(Rasch, 1960), the two-parameter logistic (2PL) model, and three-parameter logistic
(3PL) model (Birnbaum, 1968, Lord, 1980). The 3PL model is represented as follows:

exp(1.74,(60 - b;))
1+exp(1.74;,(8-5,))

P(0)=P(X;=1|0)=c; +(1-c;) (2.2)

where € is a latent unobserved ability, g; is the slope or discrimination parameter for item

i, b; is the location or difficulty parameter for item i, and c; is the chance or pseudo-

guessing parameter for item i. The 2PL model is a special case of the 3 PL model when
the pseudo-guessing parameter is equal to 0 and is given by

exp(1.74,(60 -5,))

PI(9)= P(Xl =1|9)= 1+exp(1,7ai(0—bi))'

(2.3)

The Rasch model is written as
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exp(6 - 5;)

1+exp(@-b,) @4

P(0)=PX;=1]|6)=

When the test items are not scored as right or wrong, polytomous models are used
to model the propensity of obtaining a particular response on the test item as a function of
examinee ability and item characteristics. The two most common polytomous models are
the partial credit model (PCM; Masters, 1982) and the generalized partial credit model
(GPCM; Muraki, 1992). The PCM is represented as:

X
exp 3.(0-by)
P (6)=P(x; = xlp)= —£=0 , x=0,1,...,m; 2.5)

m, h
2 exp 3.(6-by)
h=0 k=0

where P, () denotes the probability of person with ability 6 receiving a score of x on the

item i, m; represents the highest possible score for item i, b; is threshold parameter

between category k and category k+1, and there are m; + 1 available score categories for
the item.
The GPCM is denoted as:

X
exp Y.a;(0-bjt)
P, (6)=P(x; = x|p) = —*=0 x=0,1,...,m;,  (2.6)

mj h ’
Y exp Ya;(0-by)
h=0 k=0

where the only difference between Equation 2.6 and Equation 2.5 is the inclusion of a
discrimination parameter. Both the PCM and GPCM simplify to dichotomous IRT

models when there are only two score categories (Masters, 1982 and Muraki, 1992).

Oftentimes, the parameterb;; in the GPCM is represented and estimated as:
bik = b,’ + dk ’ (2.7)
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where b; is an item-location parameter and dj is a category parameter with the constraints

that
6-b,,=0, (2.8)
m;

and >dy =0. (2.9
h=1

The notation in Equations 2.7 through 2.9 is commonly used in the software package
PARSCALE (Muraki & Bock, 1991).

There are many other polytomous models besides the PCM and the GPCM such
as the graded response model (Samejima, 1969), the nominal response model (Bock,
1972), and the rating scale model (Anderson, 1977; Andrich, 1978). The interested reader
is referred to van der Linden and Hambleton (1997) for a discussion of these and other
IRT models.

Associated with each of the above IRT models are the concepts of item
characteristic curves (ICCs) and test characteristic curves (TCCs). The ICC depicts the
expected score on an item as a function of ability. ICCs are useful for comparing item
performance of different items. For dichotomous IRT models, the ICC is exactly the
same as the item response function for that item. These are Equations 2.2, 2.3, and 2.4 for
the 3 PL, 2PL, and Rasch models, respectively. Examples of ICCs for two different 3PL

items are shown in Figure 2.1.
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Figure 2.1: Example of an Item Characteristic Curve for Two Items

— item1
---- item2

P(®)

The item parameters for item 1 are a = 2.0, b = 0.0, and ¢ = 0.15 and for item 2 the item
parameters are a = 1.5, b=10.5, and ¢ = 0.0

For polytomous items with more than two score categories, the ICC and the item

response functions are not the same. For these items, the ICC is defined as:

m
E(x]6)= zjxopu(e), (2.10)
=0
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The TCC is defined simply as the sum of the ICCs over items. This can be

represented as:
£0)= Y E(x}). @.11)
i=1

Equation 2.11 relates the overall expected performance on a set of items as a function of
ability. The IRT TCCs are useful for comparing the expected performance for different
sets of items within and across assessments. The value of the TCC at the particular value
of @ is the number-correct true score for that § value. An example of a TCC for a 10 item
test composed of 10 Rasch items whose item difficulties are in increments of 0.5 and

range from -2 to 2.5 is shown in Figure 2.2.
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Figure 2.2: Example of a Test Characteristic Curve for 10 Rasch Items

e )

2.3.2 Link Between IRT and Reckase’s Psychometric Theory

Reckase’s (2006a) psychometric theory for standard setting relates the intended
cut score that a panelist had in mind when they provided their cut score judgments and
the standard setting procedure through IRT models (i.e., the Rasch model, 2 PL model, 3
PL model, PCM, etc). This approach emphasizes internal consistency of an individual
panelist’s judgments (i.e., the same 0 value on each item) and the desire for panelists to
produce judgments in line with their conceptualized cut score. In an IRT framework, the
desire is to arrive at the intended € cut score for a panelist if the method is implemented
correctly. The important extension in Reckase’s framework, compared to other methods,
is the concept of an intended cut score, which uses the same metric as is used to scale the

assessment (i.e., & metric). This idea of an intended cut score is analogous to an
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examinee’s frue score in classical test theory or an examinee’s latent ability in IRT,
which is a hypothetical construct that is estimated using statistical methods (Reckase,
2006a). That is, the target of the standard setting, the intended cut score, is an unobserved
latent variable that the panelist had in mind when they provided their standard setting
judgments. Similar to classical test theory, one can conceptualize the estimated cut score
as being equal to the intended cut score plus error.

From this perspective, the goal of the person evaluating any standard setting
procedure is to determine how each panelist’s ratings relate to their cut score and whether
these ratings produce the hypothetical cut score that the panelist intended. The important
assumption here is that a panelist had their hypothetical preconceived cut score in their
minds when they were providing their standard setting judgments and that their standard
setting judgments should be in line with the cut score that they were conceptualizing.

Reckase’s framework is a major improvement over the other two methods
because it allows for potential biases and inconsistencies in panelist cut score estimates to
be quantified in the metric of the scale (e.g., the IRT #-scale or some transformation of
the @-scale) underlying the assessment. That is, his framework addresses the important
question of how good the panelists are at estimating the cut scores that they wanted to set
on the assessment.

To evaluate a standard setting method, one looks at the amount of statistical bias
and imprecision in the standard setting in terms of the hypothetical cut score. In this
sense, statistical bias is defined as the difference between the estimated cut score and the
hypothetical cut score that a panelist intended to set. In algebraic terms, the concern in

Reckase’s framework is with:
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i =9

s 2.12)

where 6 is the true intended cut score for panelist j and 6 ; is the estimated cut score

from applying the standard setting method. Therefore, in Reckase’s framework a high
quality standard setting is one in which the amount of bias and imprecision in the cut

score estimate is negligible.

2.3.3 Previous Research Using Reckase’s Framework

Reckase’s psychometric theory is relatively new and only two studies that use it
have appeared in the research literature. Using simulations based on the Rasch and 3 PL
models, the first study (Reckase, 2006a) investigated the potential statistical bias in a
single panelist’s intended cut score with the Angoff and Bookmark procedures. Results
showed the potential impact that rounding item ratings to two decimal places could have
on Angoff procedure as well as the potential impact that gaps in the difficulty between
items could have in the Bookmark procedure. In general, this first study showed that a
panelist’s cut score was recovered more accurately with the Angoff method than the
Bookmark procedure. The study also suggested that depending on the location of the
panelist’s desired cut score, the Bookmark method could result in a large amount of
statistical bias (Reckase, 2006a).

Responding to Schulz’s (2006) criticism of the error models used in his initial
study, Reckase (2006b) performed a second investigation of the Angoff procedure in a
simulation study using a different set of error models in which the panelist’s ratings were
regressed toward the mean of the probability scale. Reckase (2006b) showed that this did

in fact impact a panelist’s estimated cut score in the simulation. He suggested that
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additional research was needed using different models for panelist’s errors in standard

setting.

24 Motivation for New Framework

Although the two studies show how to evaluate standard setting methods using
Reckase’s psychometric theory, neither study provides a clear indication of how to
investigate standard setting procedures in operational situations. Consequently, no indices
for quantifying potential biases that are directly linked to concept of an intended cut score
exist in operational situations.

Indices for evaluating inconsistency in the Angoff method for individual panelists
in operational situations do exist. Most of them are discussed in Hurtz and Jones (2009).
These indices include indices based on standard errors (Kane, 1987; Hurtz & Hc;rtz,
1999), indices based on absolute deviations from the ICCs (van der Linden, 1982), and
the rater balance index (Hurtz & Jones, 2009). Although, it might be possible to adapt
and use these indices as measures of how well a panelist’s was able to set an intended cut
score, the interpretations attached to these indices are not specifically related to the
potential biases that might exist when applying the Angoff method. For example, Kane’s
(1987) index based on standard errors can be used to ascertain fit to an IRT model. It
does not, however, quantify the potential impact that the lack of fit has on a panelist’s cut
score. Currently, no operational indices for evaluating the Bookmark method have been
proposed that are directly linked to Reckase’s psychometric theory.

Furthermore, in operational situations the concern is often with accurately

recovering panelist cut score estimates for a group of panelists. Reckase’s psychometric
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theory does not however address the question of how to recover panelist estimates for a
group of panelists since it was only designed for investigations of individual panelist
ratings. An extension of his work is required to perform these investigations. As a result,
indices that can be applied to quantify potential biases for a group of panelist’s do not
exist.

Lastly, Reckase’s method requires one to conceptualize how the panelist's ratings
relate to the unobserved intended cut score. Developing the conceptualization of this
relationship could be challenging. Therefore, it would be useful to create a framework
capable of evaluating standard setting methods for either individual or group cut score
estimates. This framework should also be capable of clearly linking panelist ratings to
intended cut scores.

Therefore, the purpose of this dissertation is to show how Reckase’s psychometric
theory for evaluating standard setting can be extended to a group of panelists and
operational situations. In addition, construct maps (Wilson, 2005) which allow
researchers to better conceptualize the relationship of standard setting judgments and
intended cut scores are introduced. Chapter 3 explains this new extended framework for
evaluating standard setting. Chapter 4 uses the new framework to formulate models and
indices for evaluating outcomes of the Bookmark and Angoff standard setting

procedures.

2.5 Previous Comparisons of Angoff and Bookmark Procedures

In addition to developing an extended framework for evaluating IRT based

standard setting methods, another goal of this dissertation is to compare the performance
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of the Angoff and Bookmark methods for operationally setting standards on NAEP in
terms of cut score bias. This research is important because despite the widespread use of
the Angoff and Bookmark methods in practice, only a small number of empirical
comparisons of Angoff derivative methods and Bookmark hybrid procedures have been
reported in the research literature.

One such comparison was provided by Buckendahl et al. (2002). Their study
compared a modified version of the Bookmark procedure where the items were ordered
by observed p-values with the Yes/No procedure (Angoff, 1971; Impara & Plake, 1997)
in a K-12 setting in a Midwestern school district. They showed that the two standard
setting procedures tended to produce somewhat similar results in terms of the mean cut
score estimates, but that the Bookmark procedure had smaller variance in the second and
final round of ratings when compared to the Yes/No procedure. Buckendahl et al. (2002)
also indicated that there were similar levels of confidence in cut score estimates for
panelists who used both procedures.

An issue with this study, however, is that a specific RP value was not used in the
Bookmark procedure. Instead, panelists were allowed to apply their own decision rules as
to what constituted mastery when indicating their cut score. This makes interpreting the
results of comparisons in terms of what one might expect in other comparisons of the
Yes/No procedure and Bookmark type procedures difficult since the application of the
Bookmark method was far from traditional.

A second comparison of these same standard setting procedures was provided by
Davis et al. (2008) on an international licensure exam. Similar to the study by

Buckendahl et al. (2002), the overall cut score estimates for the Yes/No procedure and
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the modified Bookmark procedure were quite similar. This study differed from
Buckendahl et al. (2002) in that panelists participated in both standard setting procedures
rather than using two equivalent panels. An RP value of 0.67 was also used with the
Bookmark procedure. However, the items in Bookmark were still ordered by the
observed p-values and each panel participated in Yes/No procedure followed by the
Bookmark method. A divergent finding from Buckendahl et al. (2002) was that panelists
reported greater confidence when applying the Yes/No procedure than they did in
applying the Bookmark procedure.

There were several limitations in the Davis et al. (2008) study, which could
explain the similarity of the results of the two methods and limit the generalization of the
research. In particular, the Yes/No method was performed first in the two panels which
might imply that the similarity of the cut scores for the Yes/No method and Bookmark
procedure could be a function of panelists trying to match their Bookmark cut scores to
their initial cut scores set with the Yes/No procedure instead of the two methods actually
giving similar results in practice. Further, the observed preference of the Yes/No method
in the study could be explained by the fact that the panelists invested significant time in
learning and performing the method first in comparison to applying the Bookmark
method second.

A third comparison of the Bookmark hybrid procedures and Angoff standard
setting occurred in the 2005 mathematics pilot study of NAEP (ACT, 2005; Schulz,
2006). In this study, the Mapmark method (Mapmark is explained in greater detail in
Chapter 5) was compared to the Angoff method with Mean Estimation across four rounds

of ratings. Slight differences between the two methods were observed with the Mapmark
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method generally having lower cut scores estimates than the Angoff method. Clear
explanations for the differences between the two methods were not given in the study, but
the author suggested that one possible explanation for the differences could be from
panelists placing their bookmark too early based on perceiving some of the items to be
out of order (Schulz, 2006). Reckase (2006a) suggested that a possible explanation was
that the Bookmark method can yield negatively biased cut scores due to the way in which
the cut scores are estimated and the presence of item difficulty gaps between items.

Schulz (2006) argued in support of the defensibility of the Bookmark standard
setting activity based on some concerns related to rater inconsistency in the Angoff
method. However, whether or not the rater inconsistency actually explains the observed
differences between the two methods and whether the rater inconsistency has the
potential to result in bias for the Angoff method was not fully investigated in this study.
In addition, potential issues in the cut score estimates in the Bookmark method from item
difficulty gaps were also not completely addressed in the study.

Each of these studies are informative because they provide information about how
well each of the two most commonly applied standard setting methods compare to each
other in practical settings. However, many of the findings reported in these studies could
be a function of variations of the Angoff derivative methods and Bookmark-type standard
settings that were implemented in the research studies or the context in which the study
was conducted. Moreover, the studies do not explicitly consider the potential biases that
might be present in applying these standard setting methods in practice or how these
biases might impact the cut score estimates. Considering the potential biases in the

Angoff and Bookmark procedures, not just whether the cut scores are similar or not, is
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important given the high stakes that are often associated with the cut scores. It could be
the case, especially in the first two studies that compared the Yes/No method and the
modified Bookmark method, that both methods could be biased in similar ways.

Given the widespread use of each of these procedures and the lack of empirical
comparisons of the two methods, additional research that looks at the potential biases
present in applying the two procedures in operational situations is warranted. If it can be
shown empirically that one of the procedures tends to produce greater amounts of
potential bias, this could give added support to using one method to set cut scores over
another and spawn additional research into how different levels of bias arise when
applying the two methods.

Therefore, the empirical illustrations in Chapter 5 of this dissertation will
reanalyze the data from the comparison of the Angoff and Mapmark method in the 2005
mathematics pilot study of NAEP (ACT, 2005, Schulz, 2006) for potential biases and
inconsistencies. The goal of this reanalysis is to provide a better understanding of how
panelists perform the two standard setting methods and how this might impact the cut
score estimates on NAEP. This reanalysis could provide greater clarity as to why the
Bookmark-type standard setting procedure and the Angoff method performed differently
for these data. It might be the case that the differences in the methods are a function of
the rater inconsistency as Schulz (2006) suggests or there might be other explanations for

the differences that have not yet been identified.
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CHAPTER 3

NEW EVALUATION FRAMEWORK

The new framework proposed in this dissertation is an extension of Reckase’s
psychometric theory for standard setting (Reckase, 2006a) in conjunction with construct
maps (Wilson, 2005). This chapter describes both the extensions of Reckase’s framework
and the concept of construct maps. Additionally, it explains the step-by-step process for
evaluating standard setting outcomes.

In Chapter 4 of this dissertation, I demonstrate how the framework that is
developed can be used to investigate operational Angoff and Bookmark standard settings
for potential biases and inconsistencies. The current chapter illustrates the general
framework and how it could be applied to evaluate a hypothetical IRT based booklet
standard setting procedure. A separate and general presentation of the framework apart
from how the framework can be applied to evaluate standard setting judgments from the
Angoff and Bookmark methods is provided in this chapter. This separate presentation is
provided to illustrate that the framework that is developed can be applied to evaluate any

IRT-based standard setting procedure.

3.1 Extensions of Reckase’s Psychometric Framework

Two extensions of Reckase’s original psychometric framework are given in this
dissertation. The first extension allows the use of Reckase’s method for evaluating
potential biases and inconsistencies in cut score estimates for a group of panelists, rather

than just individual panelists and is based on Reckase’s (2006a) original approach for
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evaluating standard setting for individual panelists (i.e., Equation 2.12). That is, this
extension examines bias at the level of the individual panelist and then aggregates
individual panelist ratings in order to obtain overall cut score bias estimates for the group
of panelists.

Thus, the potential bias in group cut score estimates can be defined as the
difference between the estimated group cut score using the standard setting method and
the cut score estimate obtained from combining each of the panelist’s hypothetical

intended cut scores. This can be represented algebraically as:
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where 6 is the true intended cut score for panelist j and 6 ;i is the estimated cut score

from applying the standard setting method for panelist j, and m is the number of panelists.

This first extension is based on the critical standard setting assumption that
panelist ratings are independent. This assumption is commonly used in cut score and
standard error computations (Schulz & Mitzel, 2005). More specifically, one needs to
assume that the ratings provided by one panelist are not influenced by the ratings of other
panelists or any ratings that a specific panelist made in previous rounds. For example, if
panelists are allowed to discuss their ratings it is assumed that the discussion of ratings
with other panelists does not create dependencies between the ratings. Unfortunately, this
assumption is extremely hard to test in practice since panelists are not typically asked
whether their ratings are systematically influenced by other panelists. In addition, there
often are a very limited number of observations to quantitatively test for the complex

dependencies that might be present.
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The second extension in some sense might not be viewed as an extension at all,
but rather a demonstration of how the framework can be used to evaluate the potential
statistical bias in operational situations. In Reckase’s original formulation, he suggested
that the key to evaluating any standard setting method was to measure how well a
panelist’s hypothetical intended cut score was recovered when the method was applied as
it would typically be applied in practice. Reckase’s (2006a; 2006b) initial demonstrations
of his framework consisted of showing the method’s use in evaluating Angoff and
Bookmark procedure outcomes using a simulation study. He did not indicate how his
theory could be used to evaluate standard setting methods in operational situations.

The demonstration of how this framework can be used in operational situations
presents additional complications beyond Reckase’s (2006a) initial formulation because
in operational situations a panelist’s hypothetical intended cut score is never known — it
can only be estimated. In this sense, just as in many other areas of psychometrics and
statistics, the key is coming up with an estimate of the hypothetical construct and then
investigating the quality of this estimate. In many areas of statistics and psychometrics,
the quality of the parameter estimates is investigated by determining if the parameter
estimates are unbiased and precise. In much the same way, cut score estimates can also
be examined to see if they are unbiased and precise.

To help guide this evaluation of potential biases and inconsistencies in operational
situations, construct maps (Wilson, 2005) are used for providing spatial representations
of how panelist ratings are related to the potential cut scores that a panelist intends to set

on the assessment. These tabular maps are instrumental in developing statistical models
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and indices to quantify the potential biases and inconsistencies that may be present in

different standard setting methods.

3.2 Construct Maps

To introduce the concept of construct maps, it is important to recall the IRT
models that were introduced in Chapter 2. Each IRT model consists of two sets of
unknown quantities. The first set of unknown quantities relates to examinees as reflected
by ability parameters. The second set of unknown quantities relates to test items as
reflected in item parameters and statistics. A construct map is a spatial representation
between the score scale underlying test performance (i.e., the construct) and the examinee
and item data on which the IRT models are based. Specifically, construct maps show the
relationships between test performance and any quantity that one might derive from an
IRT model.

The idea and application of construct maps to provide spatial representations
between the underlying latent construct and other components of the measurement model
can be traced at least to the work of Wright and Stone (1979) and Wright and Masters
(1981) using the Rasch model. However, these authors did not call their graphical output
a “construct map”. Instead, the authors discussed the relationships between latent
constructs and quantities from measurement models and indicated the usefulness of
graphics for depicting these empirical relationships. These early maps included item
locations based on item difficulty estimates, a score scale, and histograms representing

the distribution of examinees.
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Using the basic tenants of these early conceptualizations of the concept, other
researchers expanded and adapted the idea of a construct map for the Rasch model. A
seminal example is an article by Master et al. (1994) where the general notion of relating
the achievement construct with many other quantities that could be derived from the
Rasch model is discussed and illustrated.

Since the origin of the idea of a construct map was not given the distinct label
“construct map”, spatial representations between underlying latent constructs and
quantities from measurement models can be known by several different names in the
research literature. These include the terms “Wright map”, “item-person map”, and
“variable map” (Bond & Fox, 2007). These latter terms are common in the Rasch
literature and describe empirically derived output from the Rasch model showing the
relationship between the score scale, item difficulty, and examinee distributions. Versions.
of construct maps that emphasize relationships between the underlying construct and
specific measurement components have also been given distinct names, such as an “item
map” (Wang, 2003), Reckase chart (Reckase, 2001), and “domain score chart” (Schulz &
Mitzel, 2005). Each of these terms and variations of a construct maps have been used in
standard setting.

The term “construct map” is used in this dissertation, as opposed to some of the
other terms, because it conveys the idea that the construct can be related to any quantity
that can be derived from an IRT model. It also avoids certain ambiguities that might arise
with some of the other labels that have been used in the literature. The use of the term in

this sense is somewhat similar to the way that Wilson (2005) uses it in his book

Constructing Measures: An Item Response Modeling Approach, where he discusses how



an underlying construct can be theoretically related to both respondent information and
responses to test items. However, the conceptualization in this dissertation is broader than
Wilson’s (2005) because a Rasch model is not assumed to fit the data. Instead, any IRT
model can be assumed including any of the models discussed in Chapter 2. In addition,
the specific context for the construct maps is standard setting. Consequently, the
quantities included in construct maps include any IRT derived quantity that one might
use to determine cut scores. Wilson’s (2005) work on construct maps was in the context
of instrument and test development and was mainly theoretical. His examples of
construct maps did not include many of the quantities that they are conceptualized to
contain in this dissertation.

Examples of quantities that are often derived from IRT models and could be
included in construct maps are: (1) expected item probabilities (i.e., ICCs), (2) expected
performance on content domains (i.e., the proportion-correct true scores for that domain;
the TCCs in specific content domains divided by the number of score points), (3) the
score scale used for reporting, (4) scale values where individual students are located (i.e.,
examinee ability estimates), (5) the percentage of students achieving at each score value
in the previous year (i.e., the PAC), (6) whole samples of test performance corresponding
to particular score scale values, (7) score profiles (i.e., item response vectors for
examinees), (8) item locations based on particular response probabilities, and (9)
information on demographic subgroup performance. If the tests are vertically scaled, the
vertical scale across grades could also be depicted in construct maps. An example of a

hypothetical mathematics construct map is provided in Table 3.1.
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Table 3.1 shows the score scale that underlies test performance. The score scale in
Table 3.1 is a monotonic transformation of the IRT #-scale and it is displayed in the
center of the chart with examinee performance data to the left of the score scale values
and item performance data to the right of the score scale values. Data corresponding to a
specific @ value is displayed in a single row. The important observation is that most of the
quantities that are used to determine cut scores, either as part of the standard setting
method itself or as feedback, exist within the construct mapping framework (Table 3.1).

Table 3.1: Hypothetical Mathematics Construct Map

Consequence | Teacher’s | Whole Score Item Domain
Data (PAC) | Students Booklets Scale Scores Scores
Item | ... | Item | Number | ...| Algebra
1 50 Sense
14% K,L 200 91 97 95 .82
19% Student A M, N 197 .88 .96 93 81
24% Student B o,P 194 .83 95 91 .78
and C
31% StudentD | Q,R 191 7 .94 .88 .74
and E
36% StudentF, |S,T 188 .70 .92 .85 .68
G and H
40% Student | U,V 185 .63 91 .82 .64
44% W, X 182 .55 .89 .79 .59
48% Student J Y,Z 179 A48 .86 73 .55
and K
53% AA, BB 176 42 .83 .66 49
59% Student L CC, DD 173 37 .79 .65 A48

Note: The quantities in this table are contrived. The letters in the whole booklets column
correspond to booklets that would be presented to a panelist. Similarly, the letters under
teacher’s students correspond to students in the teacher’s classroom.

Construct maps such as the one in Table 3.1 provide a clear indication of what it

means to set a cut score at a specific level. For example, if the cut score is set at 185, then

this level corresponds to 40% of the students being above the cut score, the performance
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of Student I and the whole booklets U and V, an expected performance on item 1 of 0.63
an expected performance on item 50 of 0.91, an expected performance in algebra of 82
percent and an expected performance in number sense of 64 percent (Table 3.1).
Similarly, if the cut score is set at 173, then this level corresponds to 59% of the students
being above the cut score, the performance of Student L and the whole booklets CC and
DD, an expected performance on item 1 of 0.37, an expected performance on item 50 of
0.79, an expected performance in algebra of 48 percent and an expected performance in
number sense of 65 percent (Table 3.1).

Construct maps also provide a clear illustration of how to evaluate any standard
setting method because when the standard setting method is working effectively,
panelists should be able to set any possible cut score on the score scale by providing a
rating that falls into a single row in the construct map. These panelist ratings should
correspond to the cut score that the panelist had in mind (their intended cut score) when

they provided their standard setting judgments.

33 New Comprehensive Evaluation Framework

The new standard setting framework developed in this dissertation draws on the
extensions discussed in Section 3.1 and the construct maps presented in Section 3.2.
Recall that the first extension is to extend Reckase’s psychometric theory to a group of
panelists and the second extension is show how Reckase’s psychometric theory can be
applied in operation situations. Figure 3.1 illustrates the new standard setting evaluation

framework.
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Figure 3.1: Framework for Evaluating a Standard Setting Procedure
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The flow chart in Figure 3.1 shows that the evaluation procedure is a multi-step
process with two different paths — one for simulations and the other for operational
situations. These two paths are necessary because slightly different approaches are
needed for simulated evaluations of standard setting methods compared to operational
evaluations of standard setting methods. More importantly, however, all standard setting
evaluations can be grouped under a single comprehensive evaluation framework. That is,
the new standard setting evaluation approach can be viewed as being comprehensive
since both simulation and operational situations can be evaluated under the same
framework and the framework can be applied to any IRT-based standard setting method.

To illustrate how this framework might work, a hypothetical booklet based
standard setting method is used to illustrate the different steps in the framework.
Throughout this section this method will be called the “Whole Booklet™ standard setting
method. This hypothetical method consists of having panelists select booklets from a set
of booklets to represent their cut scores. The average of the booklets that a panelist
selects is assumed to be the cut score for an individual panelist. The average of the cut

scores for the individual panelists is the cut score for the group of panelists.

3.3.1 Step 1: Create a Construct Map

The first step in performing any standard setting evaluation is to create a construct
map that displays the information used to provide the standard setting judgments. The
purpose of creating a construct map in the first step is to help the person performing the
evaluation to have a clear picture of the relationship between the score scale and the

information used to perform the standard setting judgments.
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The construct map for the Whole Booklet standard setting method is displayed in
Table 3.2. This construct map corresponds to the Whole Booklets column in Table 3.1
since this column corresponds to the stimuli that panelists use to provide their standard
setting judgments in the hypothetical Whole Booklet standard setting method.

Table 3.2: Construct Map for Hypothetical Whole Booklet Standard Setting Method

Whole Score
Booklets Scale
K.L 200
M, N 197
O,P 194
Q,R 191
S, T 188
U, Vv 185
W, X 182
Y.Z 179
AA, BB 176
CC, DD 173

3.3.2 Step 2: Examine the Construct Map and Determine Relationships

After creating the construct map based on the IRT model, the next task is to
examine the relationship between the information that is used to perform the ratings and
the possible intended cut scores (i.e., the values on the score scale). The goal of this step
is to identify whether there are potential issues for panelists in terms of being able to
indicate any potential cut score that they could have in mind when providing their
standard setting judgments. In general, there are two types of problems that might arise in
standard setting that can result in potential biases in cut score estimates: (1) a method
design issue in which it is not possible to set cut scores at certain locations along the
score scale due to gaps in the score scale from the lack of standard setting stimuli at

specific scale locations or (2) the potential for rater inconsistency issues such that
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panelists may not be able to provide standard setting judgments that fall into a single row
of a construct map. A standard setting method could have either one of both of these
potential problems in practice.

To illustrate this step, again consider the Whole Booklet standard setting method.
A few important observations can be made from examining the construct map for the
Whole Booklet standard setting method in Table 3.2. First, it is apparent that a panelist
who understood the Whole Booklet method perfectly could set their cut score at their
desired cut score location by selecting the booklets that correspond to the cut score that
they want to set in the construct map, as long as there are booklets present at that
location. For example, if the intended cut score is 179, booklets Y and Z would be perfect
representations of this cut score. These should be the booklets that the panelist selects if
they performed the standard setting task correctly.

Second, the construct map clearly shows that there is the possibility for both rater
inconsistency and gaps along the score scale to be present when applying the Whole
Booklet standard setting method. Rater inconsistency might be present if the panelist who
intended to set their cut score at a specific value selected some booklets that are different
than the value they intended. For example, the panelist who intended to set their cut score
at 179 might select booklets other than booklets Y and Z (e.g., a panelist selects booklets
AA, CC, and Z) as representations of their cut score estimate. The selection of the
incorrect booklets can lead to potential biases in the panelist’s cut score estimate. If the
panelist selected booklets AA, CC, and Z, then their cut score estimate would be 176
instead of 179. This means that the cut score that they intended to set would be

underestimated by 3 points on the score scale.
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The concern of gaps along the score scale could occur when performing Whole
Booklet standard setting if the value of the panelist’s intended cut score did not have any
booklets at this location. For example, if the panelist wanted to set their cut score at 180,
there are not any booklets that are displayed at score scale value of 180 in the construct
map. This suggests that even if the panelist intended to set their cut score at this value and
understood the task of locating booklets that corresponded to the level of 180 they would
not able to perform the standard setting task correctly. Both of these situations, either
separately or combined, indicate that depending on the intended cut score and the ratings
provided by the panelist there is the potential for bias in the standard setting task.
Whether the method would produce bias in a given situation is an empirical question that

is investigated in subsequent steps in the framework.

3.3.3 Step 3: Determine How Method is to be Evaluated

The next step is to determine whether the method is to be evaluated in a simulated
or operational situation. This determination is important because different approaches are
used to conduct the evaluation in each case. In a simulated evaluation, the person
performing the evaluation knows the values of true intended cut scores for an individual
panelist or a group of panelists. Since these quantities are known, one can proceed to look
at how well these values would be recovered under the conditions specified in the
simulation. If the evaluation is instead to be performed in an operational standard setting,
a different set of procedures is needed to conduct the evaluation since one does not
known the true value of the intended cut score; one only knows the ratings provided by

the panelist and the estimated cut score from these ratings. Hence, the important question
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becomes given the ratings provided by the panelist, how well could the intended cut score
be recovered from these ratings?

Since the methods for evaluating a standard setting diverge somewhat depending
on whether the method is evaluated in a simulated or operational situation, both situations
are discussed separately below. The steps to evaluate a method in a simulated situation
are discussed followed by the steps to evaluate a standard setting method operationally.

The last step in the framework draws together these two divergent paths.

3.3.4 Step 44: Simulate the Standard Setting Method

One might choose to perform a simulated investigation of a standard setting
procedure if they are interested in investigating how a standard setting method would
perform in various situations or in different contexts without actually conducting an
operational standard setting. This can shed important insight into the functioning of a
standard setting method in a situation similar to what might be encountered in practice
without incurring the substantial costs of operationally setting standards. For example,
one might choose to simulate a standard setting method before operationally
implementing a standard setting method to see how well the judgments of a hypothetical
group of raters would be recovered in a specific context.

The advantage of this approach is that investigator has control of the variables
that might impact the cut score judgments and the true intended cut score for the panelists
or group of panelists are known in the investigation. This allows the recovery of the
estimated cut scores to be directly compared to the true intended cut scores. The

disadvantage of using simulations is that the factors manipulated in the simulation are the
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only factors that can impact standard setting judgments. The factors that are manipulated
may or may not be representative of the factors or how they would function in an
operational standard setting situation.

There are many different possibilities for how to simulate and evaluate the
standard setting method. Some important considerations in developing a simulated
evaluation are the following:

1) Is the standard setting method going to be simulated for an individual panelist

and/or group of panelists?

2) What distribution or distributions of panelist cut scores should be considered?

3) Do the panelists perform the standard setting method perfectly or do they
make errors? If they make errors, what model or models should be used for
the panelists’ errors?

4) Does the standard setting process consist of multiple rounds? If so, what
model should be used to simulate the ratings and interactions of the panelists
across rounds? Do the ratings and distributions of panelists change over
rounds?

The four questions above are just a sampling of the questions that a person
evaluating a standard setting might consider. The questions asked and the simulation
designed could include other questions and be considerably more complicated.

An example of a potential simulated evaluation for the Whole Booklet standard
setting method could be to evaluate the method for a group of twenty panelists in a single
round assuming that the each of the panelists are able to locate the booklets closest to

their simulated cut score estimate with the distribution of cut score estimates for the
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group of panelists assumed to be standard normal. It is this step of simulating and
evaluating the recovery of the panelist hypothetical cut scores that gives power to
Reckase’s (2006a; 2006b) initial psychometric theory for evaluating standard setting
since this framework allows researchers and practitioners to investigate the functioning of
standard setting methods in any hypothetical situation.

In his initial work, Reckase (2006a; 2006b) conducted simulated evaluations of
the Bookmark and Angoff procedure for an individual panelist assuming that the standard
setting process consisted. of a single round with two distinct models for panelist errors.
Specifically, Reckase used a beta distribution (Reckase, 2006a) or regression of the
ratings toward the mean of the probability scale (Reckase, 2006b) and a range of cut

scores from @ =-3 to 6 = 3.

3.3.5 Step 5A: Examine Recovery of Simulated Cut Scores

The last step in evaluating a standard setting procedure using simulations is to
check how well the simulated cut scores are recovered. Typically, parameter recovery in
a simulated situation is assessed by examining the difference between estimated value(s)
and the simulated value(s). It is the difference between the estimated value and the
simulated value that indicates how well the method works under the conditions specified
in the simulation. When the difference between the simulated value and the estimated
value in the simulation is not zero this means that there is the potential for standard
setting method to be biased under those conditions. Often, the concern is with the bias of

an individual panelist, which is Equation 2.12 from Reckase’s original psychometric
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theory. The concern might also be with the bias at the group level, which is the extension
of Reckase’s psychometric theory outlined in Equation 3.1.

In the simulated evaluation of the Whole Booklet standard- setting method
discussed in the previous section, Equation 2.12 could be examined for the twenty
individual panelists and Equation 3.1 could be examined for the group of panelists. The
desire in both cases is for these statistics to be zero since this would indicate perfect
parameter recovery and an unbiased standard setting method under the conditions
specified in the simulation. In Reckase (2006a; 2006b), the individual panelist ratings
from @ = -3 to 6 = 3 for the Bookmark and Angoff standard setting methods were
evaluated using Equation 2.12. This shows that Reckase’s (2006a; 2006b) initial
evaluation framework and investigations are a subset of the complete framework that is

being developed in this dissertation.

3.3.6 Step 4B: Develop a Statistical Model or Index to Evaluate Method

Since the true intended cut score is not known in operational situations and can
only be estimated, a different approach to evaluating the standard setting method is
needed in operational situations. In this case, one needs to examine the ratings provided
by the panelist to determine how well the ratings represent the potential intended cut
scores. This inspection requires the development of statistical models or indices to
evaluate the method. The development of these models or indices draws directly from the
construct map in the second step of the framework. In this second step, the construct map
is used to ascertain whether it is possible for a panelist to provide ratings that are

consistent with any hypothetical intended cut score that they want to set and whether
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there are potential threats to providing these ratings when performing the standard setting
procedure. The indices or statistical models that are generated to evaluate the standard
setting procedure should be measures of the extent to which the threats of potential gaps
along the score scale or panelist inconsistency could impact the cut score estimates. The
development of these indices always starts at the individual panelist level and then
extends the indices to a group of panelists if one is interested in investigating the
potential issues at the group level.

For example, an actual set of ratings provided by a panelist for the hypothetical
standard setting method could be selecting booklets U, S, M, and P as representations of
the cut score that they want to set. The ratings provided by this panelist are underlined
and italicized in Table 3.3 below.

Table 3.3: Individual Panelist Ratings for Hypothetical Booklet Standard Setting

Whole Score
Booklets Scale
K,L 200
M. N 197
O, P 194
Q.R 191
ST 188
UV 185
W, X 182
Y,Z 179
AA, BB 176
CC,DD 173

Clearly, the panelist who performed this standard setting did not identify booklets
in the construct map that fall into a single row. The task then is coming up with a
measure of how good the ratings provided by the panelist are in representing their

estimated cut score. In this case, the panelist’s estimated cut score would be 190.25 since
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this is the average of 197, 191, 188, and 185. There are many indices that can be
developed in this step to quantify the quality of the cut score estimates. Two potential
indices for measuring the quality of the cut score estimates for this standard setting

procedure are the average and absolute residuals for that panelist. These two indices are

defined as:
r ~
24
= (3.2)
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where ScoreScale; is the score scale value for rating i, and r is the number of ratings.

Equation 3.2 and 3.3 provide indications of the magnitude of the impact of the panelist’s
inconsistency. Equation 3.2 could be used to determine whether the errors cancel out over
the ratings, while Equation 3.3 could be used provide an indication of the extent of the
absolute errors made by the panelist. These indices could also be averaged over the
panelists to provide measures of the average errors across all panelists and the average

magnitude of the absolute errors of the group of panelists. Other indices besides these are
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possible, but the key is developing models or indices that can be used to give clear
indications of quality of the cut score estimate as well as the potential for biases present
in ratings.

At this point it is important to point out that in evaluating an operational standard
setting method one needs to make an assumption about the cut score estimate provided by
the panelists in order to perform the evaluation. The critical assumption used in this
framework is that the estimated cut score in operational situations should be viewed as a
representation of the cut score that the panelist intended to set. The goal of the evaluation
is then is to determine how good panelists are at estimating their intended cut score.
Some limitations of this assumption and framework are presented in the discussion in

Chapter 6.

3.3.7 Step 5B: Evaluate Standard Setting Method

The last step in evaluating an operational standard setting procedure is to actually
calculate the indices and use the models developed in Step 4B to determine the quality of
the cut score estimates. This step is straightforward and is just an application of the
indices and models to the ratings that the panelists provided. For the hypothetical
standard setting method based on the whole booklets considered throughout this section,
the indices in Equations 3.2 and 3.3 would be applied to each of the individual panelist

ratings. These indices could also be aggregated and tabulated at the group level.
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3.3.8 Step 6: Draw Conclusions and Make Recommendations

The last step in the framework is to draw conclusions and make recommendations
based on the evaluations that have been carried out. In a simulated situation, these
conclusions might be that the method either works quite well or not so well in the
conditions specified in the simulation. These simulated investigations could be very
valuable before using a procedure operationally because they could provide the standard
setter with essential information about how the standard setting method might be
expected to perform. If the standard setting procedure has the potential to result in large
amounts of statistical bias either at the individual or group level this might prevent one
from using the method to set standards operationally.

In operational situations, the framework can be used to draw important
conclusions about how well the panelists were able to perform the standard setting task.
This information could be very helpful to a policy board as they deliberate and make a
final decision about whether or not to adopt the panelists’ recommended cut scores. If the
indices and models from the operational standard setting identify potential issues with the
standard setting procedure, this could be used as justification to change the cut scores or
to use a different standard setting procedure in the future. An additional advantage of this
framework might be the ability to apply the framework after each individual round of a
standard setting process and to use the information from the statistical indices as

feedback in the next round to help panelists improve their standard setting ratings.
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CHAPTER 4

INDICES FOR EVALUATING ANGOFF AND BOOKMARK

This chapter shows how the new comprehensive standard setting evaluation
framework can be used to construct indices to evaluate operational Angoff (the Angoff
method with Mean estimation) and Bookmark standard setting procedures. Specifically,
separate indices are constructed for investigations of the cut scores estimates for an
individual panelist or group of panelists using steps 1 through 4B in the comprehensive
framework developed in Chapter 3. The application of these indices to evaluate
operational standard settings, steps SB and 6, is provided in Chapter 5. The reason for
developing indices to quantify the potential biases for these two standard setting methods
is that they are among the most commonly applied standard setting methods and indices
to quantify the potential biases in operational situations in relationship to intended cut
scores do not exist for these two procedures.

To facilitate their comparison for both standard setting methods, the indices that
are developed are placed onto common scales that are easy to interpret. Specifically, one
set of indices is developed in the §-metric (or scale score metric) and another set of
indices is developed to quantify the potential changes in the PAC (percent above the cut
score) metric for that cut score. An application of these new indices to answer the
research questions of Section 1.4 is provided in Chapter 5 using data from previous

NAEDP standard settings.
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4.1 Data to Illustrate New Evaluation Methods

Throughout this chapter, a set of hypothetical data will be used to create the
construct maps and illustrate potential issues that might arise when using the Angoff
method with Mean Estimation and Bookmark method. For didactic purposes, it is
assumed that the standard setting is conducted on a nine-item test. Although a nine-item
test is significantly shorter than test lengths for many assessments delivered
operationally, the use of a nine-item test allows the examples to be presented in a clear
and concise format. In practice, tests typically contain dozens of items.

The nine-item test has six multiple-choice items that are calibrated using the 3PL
model, two short-answer questions that are calibrated using the 2PL model, and a
constructed-response item with three score points (0, 1, and 2) that is calibrated using the
GPCM. Each IRT model is described in Chapter 2. Item parameters for the nine items are
given in Table 4.1.

Table 4.1: Item Parameters for the Nine Items Used in the Didactic Examples

Item Number Item Type a b c d; d;
1 Multiple choice 0.741 -0.694 | 0.187
2 Multiple choice 0915 | -0.873 | 0.197
3 Multiple choice 1.670 0.269 0.258
4 Multiple choice 0.468 | -1.311 0.156
5 Multiple choice 0.961 0.681 0.126
6 Multiple choice 1.436 1.024 0.130
7 Short answer 2.084 0.836 0.000
8 Short answer 0.871 -0.228 | 0.000
9 Constructed response 0.728 | -0.985 | 0.000 | -0.741 0.741
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The item parameters and item types in Table 4.1 are similar to those from
previous NAEP administrations in that multiple-choice, short-answer, and constructed-
response items fit by the 3PL, 2PL, and generalized partial credit model are displayed in
Table 4.1. Similar to NAEP, the nine-item test has more multiple-choice items than the
other two item types. The item parameters are representative of the item parameters of
actual NAEP items.

A closer examination shows that some items are more discriminating than others
and that the items are evenly distributed along the difficulty scale. All the pseudo-
guessing parameters have values that are less than 0.300 indicating low levels of

guessing.

4.2  Methods for Evaluating Angoff Method Outcomes

Panelists that use the Angoff method with Mean Estimation are asked to indicate
the expected probability of the MCE answering the dichotomous items correctly and the
mean expected performance of the MCE on the polytomous items. In order to determine
the cut score estimate for an individual panelist on the 6-scale, the items scores for a
MCE are summed and converted to f-scale using the relationships between the true
scores and 6 values expressed in the TCC. The cut score for a group of panelists is
usually either the mean or median of the cut score estimates of the individual panelists.

Using the framework outlined in Chapter 3, indices for evaluating the Angoff
method with Mean Estimation are developed. First, a sample construct map is shown in
Table 4.2 for the Angoff method with <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>