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ABSTRACT
ESSAYS ON URBAN DEPOPULATION AND MUNICIPAL POLICY
By
Christina Plerhoples

Much of the academic literature on urban econormamnzt public finance focuses on
growth — both population growth and budgetary glowtowever, most cities do not grow
continuously, and many cities face long perioddexiline rather than expansion. The city of
Detroit, for example, dropped in population fror8 million in 1950 to 713,777 in 2010. The
city of Saginaw, which is examined in Chapter thi$ dissertation, went from a peak
population of 98,265 in the 1960s to 51,230 in 20 3s difficult for city governments to
maintain infrastructure and provide adequate pus#iwices to a city that has lost such a massive
amount of population and with it, revenue strealrgtle research exists on policies that can be
used by such cities. In this dissertation, | analyvo such policies.

In the first essay, | examine the effect of vadautding demolitions on crime using
block face level monthly panel data from the citysaginaw, Michigan. Although the United
States Government spends millions of dollars a gaaracant building demolitions, no clear
causal link has been established between demdaliiad crime. Results from my analysis
indicate that both demolitions and permits for démoms actually increase crime rather than
reduce it. These results imply that by the tinteigding reaches the point of demolition, it may
be too late to reverse the crime trends incurredddghborhood decline.

In the second essay, | examine the motivations/for cities choose to implement public
employee residency requirement laws, or laws ta@ire employees to live within the city

boundaries. Justifications for these laws rangmfpublic safety to public coffer arguments.



However, little is known about the true motivasdior why cities choose to implement
residency laws. In this paper, | estimate a patacnguration model with a proportional hazard
function to examine these motivations. In ordepédorm this analysis, | construct a unique
data set on municipal residency laws for the lar$88 cities in the United States from 1970
through 2007. | also create a set of fiscal stiedisators for each of these cities over time.
Results indicate that cities implement residenaysléor economic and racial equity reasons and
remove them when the city improves in comparisotiméometropolitan area as a whole. Fiscal
stress and service provision quality do not appeae major contributing factors.

In the third essay, | look once again municipaldescy requirement laws and examine
the impact that these laws have on cities. Dedpiteprevalence and extensive history of
residency laws, little is known about their impaatcity outcomes. In this paper, | provide the
first causal estimates of the impact of municigaidency requirements on the quality of service
provision, municipal fiscal health, and the sizal amomposition of cities. My identification
strategy exploits the timing of municipal law chas@s well as the implementation of state bans
on residency laws. Results provide little evidetita residency laws have an effect on fiscal
health or city demographics when they are implesdnbut they are correlated with a
temporary increase then long term decrease in criffiee removal of a residency law is not
associated with any significant change in fiscalltie city demographics, or crime.

These three essays provide information that carsbd to help declining cities avoid
spending time and money on policies that do nokvaoid remove laws that are harmful. More
research is needed to determine what policies d& imaleclining cities and how they can best

be implemented.
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CHAPTER 1: THE EFFECT OF VACANT BUILDING DEMOLITION S ON CRIME
UNDER DEPOPULATION
Abstract
The United States Government spends millions 8édoa year on vacant building

demolitions. However, no clear causal link hasbestablished between vacant building
demolitions and crime, nor has it been determinkdtiaer demolitions affect crime globally or
merely displace it into other areas within a citgxamine these questions using block face level
monthly panel data from the city of Saginaw, Miang Because the permitting process for a
demolition induces a change in crime, | do not cararime after the demolition to crime
before the demolition, but rather crime after tkendlition to crime before the permit is issued.
| also analyze the displacement and spillover &fe€demolitions and permits on neighboring
block faces through a spatially lagged independanable model. Interestingly, results indicate
that both demolitions and permits actually increas®e rather than reduce it; demolitions
increase both overall crime and property crimehenltlock face of the demolition and permits
increase property crime on the block face of thenite Some negative spillovers do occur onto
contiguous blocks, but these effects are not gergisver time. These results imply that by the
time a building reaches the point of demolitiormay be too late to reverse the crime trends

incurred by neighborhood decline.



Introduction

The durability of housing has been found to bepttimary reason why urban decline is
more persistent than grovv%hBecause houses are not removed as quickly astkdyuilt, a
negative shock decreases housing prices morettdacreases population which leads to a
slower change than does a positive shock. Bea#ubeés, decline is much longer and slower
than growth. Demolitions may be one way to cowatethis durability and persistence.
However, little research exists on the effectsarhdlitions or on vacancies in genezral.

Policy makers and academics suggest that crinedated to both building vacancies and
depopulation?’. Not only does crime cause depopulation and vasmmtturesf]', but vacant
structures cause crime through increased incidevfca@son, the sheltering of criminals, and the
creation of general disordngith this as one justification, the United Stasvernment
spends millions of dollars a year demolishing vaut:nuiidings.6 Between 2008 and 2011, the

US Department of Housing and Urban Developmenttsglemost $200 million on vacant

building demolitions under the Neighborhood Stahliiion Program which is only one of several

! Glaeser and Gyorko, 2005
2 Schilling and Logan, 2008

3 In this paper, | use the term “vacant” to refeblighted or dangerous buildings. Not all of the
buildings that are demolished are technically vac&ome still have residents living in them but
are dangerous enough for the city to have the ptovéemolish.

4 Cullen and Levitt, 1999

5Winthrop and Herr, 2009; Spelman, 1993; EastermBgdvania Organizing Project and the
Temple University Center for Public Policy, 200lheTCommunity Research Partners and
Rebuilt Ohio, 2008

Demolitions are also justified as a means of iasiey surrounding property values, removing
safety hazards, and attracting residents and bassaseo the neighborhood.

2



funding sources for demolitior?s.The city of Flint, Michigan alone was awarded 1088
million in 2010 -- the same year in which the numélemurders in the city reached an all-time

high. The city budget was so constrained that yeatrthe jail was shut down and as a result,

. . . . 8
police officers had to issue tickets rather thaestrwarrants for many offensesAre
demolitions the best use of funding in such ecoraltyi and fiscally stressed cities?
In this paper, | seek to answer part of this qaadty examining the relationship between

demolitions and crime. Although previous resedrat shown that high-rise public housing

demolitions reduce crim%no research has examined the link between vacalairy
demolitions and crime. Vacant building demolitiatifer from public housing demolitions in
that they do not redistribute concentrations of Ineome residents as do public housing
demolitions. Therefore, it is unclear whether @iim similarly affected by vacant building
demolitions.

| fill this gap in the literature by estimatingettemporal and spatial effects of vacant
building demolitions on crime. To do this, | cangt a unique data set of demolitions and crime
in Saginaw, Michigan and convert it into block fadeservations, or houses that share a street
face rather than a traditional city block. Becatlmepermitting process for a demolition induces
a change in crime, | do not compare crime aftedémaolition to crime before the demolition,
but rather crime after the demolition to crime efthe permit is issued. In order to check for
spikes in crime before the permit issuance as agtlhanges in crime induced by the permit

process, | estimate both a contemporaneous maatgbtbvides the mean effect of permits and

! United States Department of Housing and Urban Deweent, 2011
8 For more serious offenses, Flint police officess the county jalil if there is space.
9 Hartley, 2010



demolitions on crime as well as a flexible modaeittimcludes lags and leads of both permits and
demolitions. | also analyze the displacement gmitbser effects of demolitions and permits
through a spatially lagged independent variableehod

Results indicate that both demolitions and peraxtsially increase crime rather than
reduce it. One demolition increases all crime 5%Iper month and property crimes in
particular by 25% per month from the time of thendétion to the end of the sample period.
Demolition permits increase property crimes by 20@er month on average from the time the
permit begins to the time the demolition occurenidlitions on contiguous block faces do not
induce a statistically significant mean changerime on surrounding blocks, indicating that no
mean contiguous spillover effects are occurringm8 spillovers and displacements can be seen
in the dynamic model, but these effects are noigterg over time. Results are robust to a
number of different specifications including varyinumbers of leads and lags and the exclusion
of multiple demolitions.

These results show that, in the short run, vacaidding demolitions do not reverse the
crime levels and trends of declining neighborhootisis is consistent with social
disorganization theory which suggests that so@pltal and cohesion are disrupted when a

neighborhood loses population and the social ctthat put limits on criminal activity

. 10 . . . .
deteriorate.” Demolitions are not likely to reverse this effsrtice they do not replace these
social controls. Results may also be consistettit &an induced change in the perceived and/or
actual probability of apprehension when a houskemolished. The actual probability of

apprehension increases when there is no sheltexuse a crime, and the perceived probability

19 bark and Burgess, 1925; Shaw and McCay, 1932, 196D
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decreases due to the appearance of fewer eyeg atr¢let. Both of these effects may cause an
increase in crime.
In their report on the cost of vacant and abandgmeperties, The Community Research

Partners and Rebuild Ohio argue that vacancieseceedownward spiral for neighborhood

, e . . . : 11
housing markets that is difficult to correct, eweith large infusions of public dollars. By the
time a house gets to the point of demolition, iyrba too late. Earlier interventions such as

foreclosure prevention may be more successfuldatciag crime and neighborhood decline.

Conceptual Framework

There are three theories that lend insight inte Hemolitions may impact criminal

.12 . . . I I .
behavior. First, the rational choice theory of crime hypsizes that criminals maximize their

economic well-being by comparing the benefits amstsof crime such as fines, imprisonment,

and social stigmatisr%]:.)’ If the potential gain from committing a crimesisfficiently greater

than the combined risk of being caught and theaizke punishment, then the criminal chooses
to commit the crime. A demolition may induce amfpin the actual or perceived probability of
being caught committing a crime due to the removahe structure. The actual probability of
being caught committing a crime may increase aftg@emolition due to the lack of a shelter to
hide the crime. This may increase reported crimermear the vacant parcel. The perceived
probability of being caught committing a crime ndgcrease because it may appear that the

number of eyes on the street has been reduced. nTdy also lead to increased levels of crime

1 The Community Research Partners and Rebuilt Q1003
12 For an excellent review of the crime literaturee ®eller, Amiel, and Deller, 2011
13 Fleisher, 1963, 1966a, 1966b: Becker, 1968a, 188d Ehrlich, 1973, 1975

5



on a block face that has undergone a demolitioowé¥er, once a house has been demolished,
there is less property to steal or burn, redudieghtenefits of crime, so property crime might
also decline. This theory does not provide a gheadiction of the sign of the effect of
demolitions on crime.

These changes in the perceived costs and benefitsause two types of crime

displacement. First, a criminal may choose to ca@randifferent type of crime because he can

no longer undergo the activity that he had pre\l'g,oursdertaken.14 For example, if a drug

dealer can no longer produce a drug in an abandmn&ting, he may switch to robbery as a
source of income. | examine this displacementdiggorizing crimes into different groups and
examining their changes before and after a deraplitiCrime displacement may also occur after
a demolition if a criminal moves to another locatia order to commit the same crime. For
instance, a drug producer may simply move to amatheant building to use as a laboratory. |
examine these displacement effects through a gdigged independent variable model.

The second theory that relates demolitions toioahbehavior is what has been termed

the ‘broken windows’ theor)l/%5 This theory states that if a window in a buildiadgroken and
left unrepaired, the rest of the windows in thdding will soon be broken as well. Window
breaking does occur on a large scale because seme are inhabited by determined window-
breakers whereas others are populated by windoxerdo Rather, one unrepaired window is a
signal that breaking more windows costs nothingthe case of vacant buildings, the theory
implies that one vacant building lying decrepitdedo further crime solely based on the signal

that the probability of being punished is low. Buggests that demolitions cause positive

14 Repetto, 1974
15 Kelling and Wilson, 1982



spillover effects in which crime is reduced notyoim the immediate area but in surrounding
areas as well. However, this theory is highly disd. Some authors have found that property
disorder does increase crime and that targetirsgdisorder is a viable crime reduction

strategy%6 while others find no support for the broken windaiveory nor for the proposition

. L . 17
that broken windows policing is the optimal usescéres law enforcement resources.
The third theory that lends insight into the nelaship between demolitions and crime is
the social disorganization theory of crime. Tlhiedry suggests that social capital and cohesion

are disrupted when a neighborhood loses populatidinthe social controls that put limits on

- - . .18 o :
criminal activity deterioraté. As houses become vacant, crime increases. deiexesearch

has found this to be true with estimates rangiognf61,472 of public safety money spent per

vacant propert%/9 to a doubling of crime rates on block faces wiplem abandoned buildinég.

A number of studies look at foreclosures rathen thtavacant buildings with most finding a
" : . 21 - . :
positive relationship between foreclosures and e€rinand some finding no relationship between

22 . . : .
the two . However, demolitions are not likely to reverses teffect since they do not replace

these social controls.

16 Braga and Bond, 2008; Braga et. al., 1999; CorammhMocan, 2005; Sousa and Kelling,
2002

17 Harcourt and Ludwig, 2006; Fagan and Davies, 2000

18 Park and Burgess, 1925; Shaw and McCay, 1932,, 196D
19 Winthrop and Herr, 2009

20 Spelman, 1993

21 Teasdale, Clark, and Hinkle, 2012; Ellen, Lacoel Sharygin, 2011; Clark and Teasdale
2005; Stucky, Ottensmann, and Payton, 2012; ABammer and Wolf, 2011; Goodstein and
Lee, 2010; Acevedo, 2009; Pandit, 2011; Harris 120thmergluck and Smith, 2006

22 Cui, 2010; Madensen, Hart, and Miethe, 2011; JanesPridemore, 2012; Kirk and Hyra,
2011



In addition to the demolition, the permitting pess for a demolition affects crime as

well. Anecdotal evidence suggests that permitsease property crime because criminals patrol
. . o 23
permitted structures based on public records armipstickers on the houses. These

individuals then strip vacant and nearby housepper pipes, fixtures, and aluminum sidlzr?'g.
This change in crime during the permit process naayse persistence in crime in that may
extend into the post demolition period; once a grahtargets a neighborhood, he may be more
likely to return later. However, it is also podsithat the permitting process decreases violent
and other types of crime because of the frequeanamee and exit of city officials into the house
and neighborhood.

These theories do not provide a clear hypothasie how demolitions will affect crime.
It is possible that both the permit process andal#éions either increase crime or decrease crime

not only on the block face of the permit or dematitbut on surrounding block faces as well.

Data

The data for this study were collected in collaion with the city of Saginaw’s
geographical information systems (GIS) and inspastdepartments. The GIS department
provided block level demographics and parcel leviehe data and the Inspections department
provided detailed demolition data, including perdates, demolition costs, and sources of
funding. | then converted these data into blodefi@vel observations to better capture
neighborhood interactions as discussed in morel digtkar in this section. These data provide a

unique opportunity to examine the impact of perraitd demolitions at a detailed level.

23 Personal correspondence with Thomas FitzpatriedeFal Reserve Bank of Cleveland
24 The Community Research Partners and Rebuilt Q008
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The data set consist of 2,443 block faces spartdmgonths: January 2008 through
December 2009. Table 1.1 displays basic summatigsts for crimes, demolitions, and
permits on these block faces. Figure 1.1 illussdhe data geographically. Both maps show the
density of vacant parcels in Saginaw in 2009 inuheerlying shades of the chloropleth (the
intensity of the color indicates the degree of vagg. The first map shows the demolitions that
took place in 2008 and 2009 and the second shdwsraks that took place in those same years.

| break incidents of crime into three categoradkcrime, violent crime, and property
crime. Violent crime includes murder and non-ngght manslaughter, forcible rape, robbery,
simple assault, and aggravated assault. Propemg éncludes burglary and breaking and
entering, purse snatching, theft from a buildimgft from a machine, theft from a vehicle, other
larcenies, motor vehicle theft, stolen propertystdection of property, shoplifting, pocket
picking, and arson. Violent crime and propertyr&ido not sum to all crime; there are some
crimes that are not counted as either type suétaad, intimidation, weapon law violations, and
drug/narcotic violations.

Figure 1.2 displays the number of demolitions aedts that occur each month in my
data set. Only 13 block faces have more than enetition in a month during the time period
of my data set. This breakdown can be seen ineThEBI. Thirty eight block faces have more
than one cumulative demolition over the entire tmeeiod which can be seen in Table 1.3. The
length of time that a house is permitted for a déma before it is demolished varies from 0 to
23 months with a mean of 11.33 months. The frequehpermit times can be seen in Figure
1.3.

In order to more accurately model the impact of digrons on crime, | convert the data

into block face observations rather than block lelservations. A block face is all parcels that



face each other on a street segment rather thaarakls on a traditional city block as defined by
the census. A traditional city block includestaduses on either side of a block rather than
houses that face each other on a street. An exaofjal traditional city block and a block face
can be seen in Figure 1.4. The mean number oélsana a block face is 18.74. A block face
more accurately captures the likely effect of a digion on crime since it is logical that an

event on one side of the street has a greater inopa& house across the street than it does on a

house on the other side of the block.

Brief Background on Saginaw
Saginaw has undergone rapid depopulation sincdeatiéne of manufacturing in the
latter half of the twentieth century. Foreclosumes land vacancies that had already been
increasing were exacerbated by the financial angihg crises of 2007 which is illustrated in

Figure 1.5. Crime is also a serious problem. Astiwned previously, Saginaw ranked as the
most violent city in America from 2003 through Sapber of 200§.5

Property values have decreased substantially &omready depreciated level since the
financial crisis of 2007, as illustrated in Figur®. Saginaw home prices devalued by 10.3% in
2009 and the unemployment rate reached 15.6/%ecause of the lag between the time when a

home loses value and when its official assessad\@creases, assessed property values will

continue to feel the effect of both the recessimth depopulation long after they have both

25 Burns, 2010
20 sperling’s, 2009
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subsidedz.7 Because of these issues, the municipal consultimgof Plante & Moran projects

that the city of Saginaw could face a $19.9 millaw@ficit by 2014 if leaders do not adjust to

declining revenues and a shrinking populaﬁgn.

Demolition Process
Demolitions are a key part of Saginaw’s policyatilg to vacant and abandoned

buildings. To implement demolitions, Saginaw useth Community Development Block Grant
(CDBG) and Neighborhood Stabilization Program (N&f)s provided by the US Department
of Housing and Urban Development (HUD). The buigdi that Saginaw demolishes need not be
vacant; they only need to be qualified as strutlijucangerous. They could be owned by private
individuals, corporations, limited liability compi&s, mortgage companies, the county treasurer,
or the county land bank. The city does not takeership of the property; it only enforces its
right and obligation to keep the city safe. Oneedlished, the property value drops to the

current local value for a vacant lot of equal size.

27 Since the approval of the General Property Taxid&i893, property taxes have been the
main source of revenue for local governments inhigjan. However, the property tax structure
was altered in 1994 by Proposal A which placedresttutional cap on the growth of taxable
value (TV). Since Proposal A was instated, thedf property has been allowed to increase
only by the lesser of the rate of inflation or fipercent until the property is transferred (not
including additions or new construction). Histatlg, this value has been below the state
equalized value (SEV) which has led to a generdirein property tax revenues as a
proportion of property values. It was not antitgehthat the SEV would begin to decrease and
eventually fall below TV as has already occurredsfame properties throughout the state. When
this happens, the property tax paid by the ownléois the fall in SEV. In the short-run,
Proposal A may help to insulate local revenues ftioendeclining home values. However, when
house prices do stabilize and begin to increasewil\be ratcheted downward and local unit
fiscal capacity may not recover for years.

28 Engel, 2010
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Once a building is put on the dangerous buildisiy it is demolished in numerical order.
There are three ways in which a property can beeplan the dangerous building list. First, a
building can be added to the list through a regidemplaint filed with the city's complaint
department or clerk's office. Second, a buildiag be added due to an internal complaint from
a city worker who observed the property firstharidlevin the field or received complaints at a

neighborhood meeting. Third, a building can beealdithrough citywide sweeps undertaken by

the inspections department each spring and someimtae faII.29

The first two methods of adding a house to thegdesus building list may systematically
correlated with crime since it is likely that resids are more likely to complain about a property
if there is crime occurring in or near it and agrkers may be in the neighborhood because of
crime. |inspect for spikes in crime before perissiuance by including leads of the permit
variable in my dynamic specification and find nadence of this effect.

If a building undergoes arson, it is immediatedyrblished. | use this information to
examine the endogeneity of demolitions and arsehinvBaginaw. | also exclude the 25
emergency demolitions and the arsons that caused fitom my dataset because they provide a
direct source of endogeneity. Although this iagern for the analysis in that it may be
causing me to miss an important crime reductiorseduly demolitions, there is additional
concern that the structure of the demolition poigincentivizing residents to commit arson
against neighboring vacant homes because if a vacdding undergoes arson, it is moved to
the top of the demolition list. If I include thesmergency demolitions and arsons in my analysis
| am not able to determine whether the demolitiolicy causes the arsons, whether the arsons

cause the demolitions, or what | would truly likekinow: whether demolitions reduce the

29 Personal correspondence with Scott Crofoot, DangeBuildings Inspector, City of Saginaw
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incidence of arson. | do include all other arduat loes not immediately lead to a demolition
which allows me to determine whether demolitiorduee the incidence of arson in the
neighborhood of the demolition. In addition, | foem robustness checks that include and
exclude all arson to determine whether they caieseib my results.

The demolitions process follows a set procedihen the house becomes permitted for
a demolition, a notice to the owner is placed atftbnt entry of the building as part of the
notification requirements. This occurs once atltbginning of the process and again 75-80 days
later when the notice of findings is posted. Eftdo thirty days after the last posting, the house

is measured to provide cubic volume and determ@meddition costs as well as inspected for
30 . . . s . .
asbestos.” This activity near the end of the permit perisdbelieved to cause an increase in

theft of anything that has a metal cont%%\t.

Table 1.4 lists crimes that occurred before peissitance on parcels that underwent a
demolition and Table 1.5 lists crimes that occudtadng permit issuance on parcels that
underwent a demolition. The most common crimeathlists is arson, followed by burglary,
larceny, and damage to property. Surprisinglyrelage no incidences of drug crimes on these
vacant properties. Table 1.6 lists crimes thatigetl on parcels after a demolition took place.
Surprisingly, there were still 4 arsons even dftervacant building was removed. These are

likely arsons in which brush or garbage was lifioa

30 The City of Saginaw does not board up houses. aayding that occurs is either completed
by the owner or by volunteers during an event thiegs place each year before Halloween. If
the city did systematically board up vacant houtsesuld likely affect the incidence of crime
on that parcel.

31 Personal correspondence with Scott Crofoot, DangeBuildings Inspector, City of Saginaw
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Empirical Methodology

To estimate the causal effect of a demolition amer | would like to compare a block
face that underwent a demolition to itself hadot undergone the demolition. This,
unfortunately, is not possible. Alternatively, qoaning a block face that underwent a demolition
to one that did not will be misguided since theigyrhe unobserved factors that make block

faces with demolitions different from block facegh@ut demolitions, which can be seen in

Tables 1.7 and 1%2. This leads to inconsistent estimates if usingoassection for analysis.

Estimates that do not control for month fixed ef$ealso lead to misleading results since
a large portion of the demolitions occurred inwieter when crime levels are the lowest. Table
1.9 displays the average number of crimes bef@ermit, during the permit period, and after a
demolition on the block faces in the city that lsademolition during the data period. The
permit period is associated with a slightly higheerage level of total crime and property crime
than the pre-permit period, and no mean differenagolent crime. The post demolition period
is associated with a slightly lower level of totalme than the pre-permit period and a slightly
higher level of property crime, with no differenceviolent crime. However, these results likely
reflect the monthly seasonality of crime. Figuré glots the average monthly number of crimes
before and after a demolition. It appears from traph that average crime levels are declining
prior to a demolition and then remaining fairlyadg after a demolition. However, this also is
most likely a reflection of seasonality.

| therefore use a within estimator to compare blaces that underwent a demolition to
themselves over time which removes the time innai@observed heterogeneity of each block

face. However, | do not compare crime after a deimio to crime immediately before a

32 Note that demographic data are only availablé@btock level (not at the block face level)
so these means are for the block rather than émek
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demolition because the permit process for a deimolinduces a change in crime that biases
results. If the permit process increases propeige which appears to be the case both in the
data and anecdotally, using the permit period ad#se period will bias coefficients
downwards. Alternatively, violent and other crimay actually decrease during the permit
period due to city officials entering and leavihg premises. This will cause these types of
crime to appear to increase after a demolition whdact they are reverting to the mean.

In order to examine and account for these treinelstimate both a contemporaneous
model with the variables specified as stock vadalaind a dynamic model with the variables
specified as flow variables. The stock of demafii is the cumulative number of demolitions
that have occurred on the block face and the stbplermits is the cumulative number of houses
with permits that have not yet undergone a denoalitiThe flow variable for each is defined as

the first difference of the stock variable, i.e.:

Demosklow , = DemosStock; , — DemosStock ,

PermitsFlow, , = PermitsStock; , — PermitsSock; ,_,

An example of both stock and flow variables forreaariable can be found in Table 1.10.
Because my dependent variable, the number of sronea block face in a given month,

takes on non-negative integer values (is a coumdbia), a linear model for Edy() IS not ideal

. . . 3
because it can lead to negative predicted va3lue6150, becausg can take on the value zero

33 \Wooldridge, 2002 p 388
| use levels of crime as my dependent variableeratian the crime rate because no good time-
varying estimate of population per block existsny data set. The only number that | could use
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with positive probability, a log transformationifeppropriate. Therefore, | assume th4t
given Xi takes on a Poisson distribution. The Poisson Irisds follows:
—Ai 1 Yit

i t! for yi =0,1,2... 1)

t(y)=

X B _ _
where ﬁ’i t e = E(yl ,t‘xi,t) _Var(yi ,t‘xi,t) 34 Provided that

E(yl t ‘Xi it ) = eXp(X,B) , estimates off are consistent even if the mean does not

. . . 35
equal the variance -- when there is over dispersion

| then estimate the above model usingimurhial quasi-conditional maximum likelihood

estimation as described in Wooldridge, 1999 usivgrhain equations fot)(i ,tﬁ . In the first,

is the number of occupied parcels on each bloakweév¥er, this number is defined as the number
of parcels with a building on it, not the numbeipafcels with a person living on it. Therefore,
this number changes when a demolition occurs anddagause simultaneity in my estimation.

In addition, an occupied parcel could have any remalb residents on it from a single person
home to a multi-family rental. Therefore a crina¢gerbased on this number would not only be
inaccurate but would also cause bias in my results.

34 \Winkelmann, 2008

3 Fixed effects estimations in nonlinear models sagkhis one generally lead to inconsistent
estimates. However, the Poisson distribution @arbitrarily misspecified and any kind of
serial correlation can be present and the fixeglce$fPoisson estimator is consistent under mild
regularity conditions (Wooldridge, 2002 p 648).0Wded thatE(y | x) = exp(x3) , estimates of

S are consistent even if the mean does not equafdti@nce. Therefore, a fixed effects model
is appropriate and over dispersion can be ignored.
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| specify both permits and demolitions as steakiables and estimate the following equation:

X B =0ay+ 51Permitsi,t + p,.Demos,  + 6, +y, + U, 2

Each variable is measured at the block face anathrevel. Permi tS ,t equals the

number of permits issued for block facen montht. Dernosi t equals the number of

demolitions on block face in montht. The coefficient51 on Per m|tSi,t gives us the mean

impact of permits on crime from the month of isst&to the month of the demolition. The

coefficient ,81 on Demos, t tells us the mean impact of demolitions on crinoathe

month of the demolition through the end of the sienperiod. Block face and month fixed

effects are represented @ and 7t respectively. Time invariant variables are capurg

the block face level fixed effects and are therefoot included in this equation. | use standard
errors clustered at the block face level that abeist to heteroskedasticity and arbitrary forms of

error correlation within each block face.

| then estimate a second equation ?értﬁ which allows the effect of permits and

demolitions to vary over time through use of a dyratreatment specification. | specify the
permit and demolitions variables as flow varialdad include two leads and five lags of the
permit variable and five lags of the demolitionighte. | also include a variable that equals the
sum of all demolitions that took place six or morenth previously and all permits that took

place six or more months previously. This is sipettias follows:
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5 24
X =0, + 251 Permits,_, +56Z Permits,_; +
j=6

=2 )@

5

24
Zﬂj Demo$,t_j +/B6Z Demo$,t_j +0 +y, +U,
=6

=0

Variables are once again measured at the bloekdad month Ievel.Per mi tS =i

equals the number of permits issued for block facemontht-j. This variable is set to zero if
the block face has undergone the demolition forctithis permit was issued in morith This
ensures that the permit and demolition variableshat both greater than zero at the same time,

allowing me to separately identify the dynamic eféeof the permit from the dynamic effects of

the demolition. Demos t—j equals the number of demolitions on block fade montht-j.
The 5,’ coefficients indicates the cumulative effect gfeamitj months ago on crime

now, compared to 3 or more months before the pe&mﬂttheﬂj coefficients indicates the

cumulative effect of a demolitignmonths ago on crime now, compared to 3 or moretinson
before the permit. The second and fourth summsaiioequation (3) represent all permits and
demolitions that occurred six or more months befoomtht. The second summation is also set
to zero when the demolition for which the permisvissued occurred in moni).

To further check that | am separately identifyihg effect of permits and demolitions

and to find the mean effect of a demolition on &iignoring the permit period, | estimate the
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following equation with permit months dropped frdine sample and demolitions specified as

stock variables:

X B =a,+ pDemos  + 0, +y, +Uu, @)

Coefficient 181 in equation (4) provides the mean effect of a déimo on crime from

the time of the demoilition to the end of the sangagod as compared to the pre-permit period.

Displacements and Spillovers
Knowing whether crime changes on one block facetdua demolition does not tell us
whether overall crime changes or is merely disglan® surrounding neighborhoods. |
therefore estimate a model in which | include digptag of demolitions. In other words, | add
into the models above the sum of demolitions amthfie that occurred in block faces that touch
block facel, or block facé’s neighbors. An example of a block face and @ghbors is
illustrated in Figure 1.8.

First, | estimate the mean effects model withatigplag as follows:

X B = a,+o,Permits , + g, Demos , +
o, W, Permits, + g, W, Demos, + 6. + y, + U, (5)

| then estimate both temporal and spatial lagsthmyeas follows:
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X B=o,+ 25 Permits, J+562Perm|tst J

J==2 (6)
5

> ;Demos,_ J+,862Demo§t [+ Z§ZJWPerm|t§ J

j=0 j==2

+ 526VViZ Permits_; + ZﬂzjV\{Demos_j +

j=6 j=0
24
,826Z\N|Demo§—j + 7 Y U
j=6
whereVVi is anl x | spatial weights vector that assigns a weight af hlock faces that are

contiguous to block faceand a weight of O to block faces that are noncowtig to block face

3% Permi tS; is anl x 1 vector of the permits on every block face in thg.c DEMOS, is

anl x 1 vector of the demolitions on every block face ia tity.

Results
Results indicate that, compared to the pre-pgwaribd, one demolition actually
increases all crime at a mean rate of 15% per mamthproperty crime at a mean rate of 25%

per month from the time of the demolition througk &nd of the sample period as can be seen in

Table 1.11??7 Permits also increase property crime at a meanoifd20.4% per month during the

permit period.

36 Drukker, Peng, Prucha, and Raciborski, 2011

37 . . .
These results are robust to the use of lags obtigoms and leads of permits as independent
variables in the place of the contemporaneous biasa
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Results from the flexible model that includes lags leads of permits and demolitions

can be found in Table 1.12 and graphically in Fegut.9 and 1.10. The dark line graphs the

5j and :Bj coefficients and the lighter lines above and bedogvtwo standard deviations

above and below these coefficients. Permits imsgr@#lent crime by 54.8% the month that the
permit occurs, but this effect dies out after firat month. Permits increase property crime by
43.7% one month after issuance which then increaseagsumulative effect of and 52.2% two
months after issuance. The cumulative effect ofnits on property crime six or more months
after permit issuance is 35.2%.

Demolitions increase all crime by 49.5% the maoftthe demolition which decreases to
45.2% two months after the demolition, ending aetisulative increase of 30.9% six or more
months after the demolition occurs. Demolitiorsbahcrease property crime; by 72.2% two
months after a demolition and a cumulative effé&38% six or more months after the
demolition.

There may be concern that there is a spike inechafore permit issuance because of the
ways in which houses are put on the permit listiasussed in section 3b. If this were true,
using the month immediately prior to permit issu@as a baseline for analysis will lead to

downward bias due to mean reversion after thisesgiknilar to the effects of an Ashenfelter Dip

found in labor studiess,s.; Figure 1.11 plots the average number of crimésrbend after permit

issuance. From this graph, there appears to bgha spike in crime before permit issuance.

38 Ashenfelter and Card, 1985

An Ashenfelter dip refers to the decline in meamegs of participants in employment and
training programs during the period just prior otgipation. This dip causes bias if this period
is used as a baseline because of mean reversaritadtdip. This is similar to the increase in
crime immediately prior to a demolition permit. uged as a baseline, the effect of permits and
demolitions on crime may appear to be smaller thag actually are because they are being
compared to an elevated level of crime before grenf.
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However, when examining this more formally throlgds of permits, the leads are not
statistically significant indicating that therens mean reversion bias occurring in my analysis.
Results from equation (4) in Table 1.13 with pemdnths dropped from the sample
show similar results to the full sample regressammolitions increase all crime by 17.2% and
property crime by 29.8% per month. This is the meffect of a demolition on crime compared

to the pre-permit period from the time of the deitran to the end of the sample period.

Displacement and Spillover Results

Demolitions and permits on contiguous block fadesot induce a statistically
significant average change in crime on the bloajuastion as can be seen in Table 1.14. This
indicates that the cumulative increase in crimé ihéound in the results above is not caused by
crime displacement from surrounding block facehisTs not to say that crime displacement
from other areas within the city is not occurribgt it is not occurring on average from
geographically contiguous block faces.

When examined dynamically, however, some displactiared negative spillover effects
can be seen as in Table 1.15. There is a statlgtgignificant increase in property crime on a
block face three months after a permit occurs oardiguous block of 25.9% and 32.3% two
months after a demolition occurs. This could hesea by negative spillover effects of vacant
property on the nearby block, and the attractioarmhinals to the area during the permitting
process. Violent crime actually decreases on ekldme month after a demolition occurs on a
surrounding block by 39.8%. This could be causedisplacement of the violent crime from

that block face to the block face with the vacaartcpl.
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In addition, the dynamic effect of demolitions gremits on crime on their own block
changes slightly when contiguous permits and ddian$ are held constant. Permits now cause
an increase in violent crime of 57.6% during thenthaof the permit and an increase in property
crime of 41.6% then up to 48.7% two months afterghrmit, summing to a cumulative effect of
33.2% six months or more after a permit. Holdiegndlitions and permits on contiguous blocks
constant, a demolition on a block in question iases all crime cumulatively by 30.2% six or
more months after a demolition, violent crime byl84 five months after a demolition, and

58.2% six or more months after a demolition.

Robustness Checks
Strict Exogeneity

If demolitions and permits are not randomly cholsehinstead are partially determined

by crimeﬁg will be inconsistent due to endogeneity causeddbgction bias. This appears not
to be the case since the leads on the permit Varialbthe dynamic specification are not
statistically significant. Hence, strict exogeges not violated.

There may still be concern that demolitions amdigléy determined by crime trends in a
neighborhood; i.e. that demolitions are implememeaeighborhoods where crime is increasing.
In order to examine whether this is true, | perf@mobustness check of the model that includes

time trends as follows:
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5
Crimelncidents, = o, + Y J;Permits ,,; x NoDemo, . +
=2 (4)
24 5
56> Permits,; x NoDemo,,,; + > S,Demos_; +
j=6

j=—2

24
Z,Be‘)DemOS,Hj +6 + 7, + W U,

j=6

where ¥t are block face by month fixed effects, or blocgei@nonth time trends. The

coefficients are once again very similar to the et@dn without the time trend fixed effects and
of the same sign and significance, which indicéttes results are not driven by block face trends

in crime.

Number of Lags and Leads
The specifications above are robust to differesdiine months (leads on permits) as
long as the baseline is at least two months bef@ag@ermit is issued due to the spike in crime

immediately before a permit. Results using a laself two, three, and four months before the

permit are very similar to those that use two msiitéfore the permit as the baseﬁ’r?e.

When using one month before a permit as a baseésalts are biased downwards as
expected due to a spike in crime immediately befoheuse is permitted for a demolition as
discussed above. This makes it appear that cerdedreasing due to the permit when in fact it

is merely reverting to the mean.

39 Results of the robustness checks are available tgruest of the author. For the sake of
brevity, they are not included in this paper.
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Arson

Once a house undergoes any type of fire it is ichately demolished. Because of the
direct endogeneity caused by this policy, | canndude demolitions due to arson in my
analysis. There is anecdotal evidence to suggastlits demolition policy is at least in part
causing arson in vacant buildings. Homeowners waeant buildings have learned that if a
vacant building undergoes arson it will be dema@dimore quickly, which neighbors perceive
as a benefit. Therefore, even without the estonagsues caused by the endogeneity between
demolitions and arson, it would be difficult to elehine which incidences of arson were caused
by vacant buildings themselves and which were @hbgehe structure of the demolition policy.

In order to deal with this issue, | first removkedemolitions that were caused by arson,
and all arsons that led to demolitions from my degtia Because there may still be a concern that
some arsons were undertaken in order to inducenald®n or that some demolitions were
caused by arsons that were not coded properlyal mbustness check for endogeneity bias of
all regressions by removing all arsons. The resar very similar and of the same sign and

significance, suggesting that this concern is nogor issue.

Multiple Demolitions
Another estimation concern may be that blocks ltlaae more than one demolition in the
same month may be biasing results because thdispgon assumes that two demolitions have
twice the impact as one. In my sample of 2,51@lbfaces, 226 block faces have one
cumulative demolition, only 11 blocks have two ddititans in one month, one has three

demolitions in one month, and one has four denooigiin one month.
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Because there are so few block faces that undémvere than one demolition in a
month, there is not enough variation to separatkgtify separate variables for the number of
demolitions, or to identify a separate squared tenndemolitions. Therefore, to check this
assumption, | estimate a subsample of block fageldpping those that have more than one
demolition in a month. Results of this robustnassck are once again not significantly different

from the baseline results, leading me to beliea¢ tthis assumption is valid.

Conclusion

Millions of dollars are spent each year demolighracant buildings with an often cited
justification that demolitions reduce crime. Howevmy results show that both demolitions and
permits actually increase crime rather than reduc€ompared to the pre-permit period, one
demolition increases all crime at a mean rate &6 #hd property crime at a mean rate of 25%
from the time of the demolition through the endhad sample period. The permitting process for
a demolition also increases property crime at amnate of 20.4%. Although these percentages
seem large, these effects equate to an increds&®dtotal crimes and 0.51 property crimes per
year caused a demolition and 0.42 property crineey@ar caused by a permit because the
percentages are for such a small geographic acktirae period.

Although there appears to be some dynamic displaneand spillover effects of crime
from a demolition and permit onto surrounding bléakes, the mean displacement and spillover
effects are null. This suggests that crime disgtaent is not occurring and overall crime in a
neighborhood increases when a demolition or passitance occurs.

These results call into to question the use ofalgions as a crime reduction tool and the

methods of permitting a house for demolition. Blrerage de-construction cost of demolishing
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a house in Saginaw is $5,020.58. This does natdeche overhead costs of the city demolition
department or the overhead of administering thatgray US Department of Housing and Urban
Development and other agencies. This money mdpetier spent on public safety personnel if
crime reduction is the goal.

In the short run it is clear that demolitions dx reverse the crime levels and trends of
declining neighborhoods. Earlier interventionshsas foreclosure prevention may be more
successful at impeding neighborhood deterioratrmh@ime trends. Additional research is

needed to determine whether demolitions can revengerun neighborhood declines.
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APPENDIX
Tables and Figures

Figure 1.1: Density of residential vacancies in Sagaw, Michigan in 2008 and 2009 with
demolitions and crimes
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Figure 1.1 (cont'd)
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Michigan 2008-2009

-E
]

N e e 1
%E§’$. I L Tﬁ;b 4“—1‘!@-—.\
e} T P 1
eo ) p il ':lill-._l
FEN ¥
et
s
(i)
r ? Pem— i -
+ LIELEXETE
g i 3 : o -
-_ 53 F‘ﬁé ¥ "1 3
r- 1 III il
! Legend
Vacancies
[ ]o-2
/3-7
e-17
Map by Cluistina Plethoples B ic- 46

30



Figure 1.2: Demolitions and permits by month
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Figure 1.3: Length of time of permits
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Figure 1.4: Traditional city block versus block fa@
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Figure 1.4 (cont’d)
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Figure 1.5: Total residential vacancies in Saginaw, Michigan200z-2009
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Figure 1.6: Average residential Taxable Value (TV) and Stat&qualized Values (SEV) in

Saginaw, Michigan, 2002-2009
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Figure 1.7: Average number of crimes on a block facbefore and after a demolition

0.7

= \/lean
0.6 Number of

05 ,/\ Crimes
0.4 N\, /\ o~ Mean

Number of
0.3 Violent
0.2 //\ fr— Crimes
WV NANN A~ ——Mean
0.1 < Numer of
0 Property
Crimes

7 -6-5-4-3-2-101231456 7
Months Since Demolition

35



Figure 1.8: Example of a block face and its neighlis

Map by Christina Plerhoples
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Figure 1.9: Dynamic effects of permits on crime
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Figure 1.9 (cont'd)
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Figure 1.10 (cont'd)
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Figure 1.11: Average number of crimes on a block fze before and after a permit
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Table 1.1: Summary statistics for crimes, permitsand demolitions per blockface /month

No. of Std.
Variable (per block face /month) Obs. Total Mean Dev. Min Max
All Crimes 58,632 18,197 0.31 0.85 0 24
Violent Crimes 58,632 4,812 0.08 0.45 0 11
Property Crimes 58,632 6,973 0.12 0.48 0 15
Demolitions 58,632 255 0.00 0.07 0 4
Permits 58,632 251 0.00 0.10 0 4

Permit Time among Permitted Block Faces 251 2,789 11.33 4.43 1 23

Table 1.2: Frequency of multiple demolitions in onenonth

Demolitions Freq.
2,204
226
11

1

1
Total 2,443

A WMNPEFO
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Table 1.3: Frequency of multiple cumulative demolibns over entire sample period

Cumulative Demolitions Freq.
2,235
170
31

5

2
Total 2,443

A WNPEFO

Table 1.4: Crimes that occurred before a permit wasssued on parcels that later underwent

a demolition

Offense Description Frequency
Arson — Residence 26
Burglary — Forced Entry — Residence 14
Larceny 6
Damage to Private Property 6
Assault and Battery/Simple Assault 3
Disorderly Conduct 3
Aggravated Assault — Non-Family -- Gun 2
Burglary — Forced Entry — Non-Residence 2
2
1

Larceny — Personal Property from Vehicle

Robbery — Business Strong Arm

Robbery — Street Gun 1
Arson (other) 1
Arson — Burning of Real Property 1
Burglary — No Forced Entry — Residence 1
Larceny — From Yards/Grounds 1
Fraud (Other) 1
Embezzlement — Business Property 1
Retail Fraud, Theft"8 Degree 1
Disorderly Conduct (Other) 1
Traffic - Furnish False Info to Officer 1
Health and Safety Violations 1
Skipped Number 1
Inspections/Investigations - Lost and Found Progdert
Miscellaneous - General Assistance 1
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Table 1.5: Crimes that occurred during the permit geriod on parcels that later underwent

a demolition

Offense Description Frequency
Arson — Residence 23
Larceny (Other) 5

Burglary — Forced Entry — Residence 3
Aggravated Assault\Non-Family — Gun 2
Robbery - Business Strong Arm 1
Robbery — Street Gun 1
Burglary — Forced Entry — Non-Residerice
Burglary - No Forced Entry — Residence 1
Damage to Property — Private Property 1

Table 1.6: Crimes that occurred on parcels after @emolition

Offense Description Frequency
Arson — Residence 4
Dog Law Violations 1
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Table 1.7: Selected demographic characteristics andean difference tests for blockwith

and without demolitions

Block faces with no Block faces with >0

Demolitions Demolitions Difference P-Value

Population 32.54 39.68 -7.14 0.04
(0.88) (2.68)

White 16.02 8.04 7.99 0.00
(0.58) (0.89)

Black 13.37 27.50 -14.13 0.00
(0.61) (2.41)

Males 15.20 17.90 -2.70 0.12
(0.43) (1.17)

Females 17.34 21.78 -4.44 0.03
(0.49) (1.57)

Median Age 25.77 27.14 -1.37 0.39
(0.40) (0.93)

Number of Households 12.29 13.71 -1.42 0.31
(0.35) (0.98)

Average Household Size 2.11 2.77 -0.66 0.00
(0.03) (0.08)

Owner Occupied Housing 7.89 7.47 0.42 0.66
(0.24) (0.45)

Renter Occupied Housing 4.40 6.23 -1.84 0.04
(0.22) (0.79)

Vacant 1.25 2.21 -0.95 0.00
(0.05) (0.20)

Size 273,795 214,886 58,909 0.39
(17202) (20798)

Standard errors are listed in parentheses belom#sns
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Table 1.8: Crime statistics and mean difference t¢sfor blocks with and without

demolitions
Block faces with no Block faces with > 0 . -
Demolitions Demolitions Difference Value
All Crimes 0.237 0.274 -0.037 0.007
(0.003) (0.013)
All Crimes Sans 0.23 0.258 -0.028 0.035
Arson (0.003) (0.012)
Violent Crimes 0.048 0.061 -0.013 0.02
(0.001) (0.005)
Property Crimes 0.117 0.131 -0.014 0.119
(0.002) (0.009)
Property Crimes 0.117 0.131 -0.014 0.119
Sans Arson (0.002) (0.009)

Standard errors are listed in parentheses belom#ans

Table 1.9: Average number of crimes on each blodiace in each month pre-permit, during

permit, and post-demolition

Block faces with a All Block faces,
Pre-Permit Permit Post-Demo Demo, All Months All Months

All Crime 0.43 0.45 0.40 0.44 0.31
Violent Crime 0.12 0.12 0.12 0.13 0.08
Property Crime 0.15 0.18 0.16 0.17 0.12

Table 1.10: Variable Specification

Month 123456 78910 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Demos flow co0010000 0O O OOOO1T OO O OOOTGO
Demo stock wooO011111 1 1 11112 2 2 2 2 2 2 2

Permits flow (1000-10000 12 0 O O OO 0 OO O O O0OUP O
Permits stock 111100000 1 121 1 1 1 1 0 O O O O 0 O O
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Table 1.11: Effect of demolitions and permits for @molitions on crime in Saginaw,

Michigan
1) (2) (3)
All Crime Violent Crime Property Crime

Permits 0.085 -0.048 0.204**

(0.070) (0.114) (0.093)
Demolitions 0.150** 0.157 0.250**

(0.065) (0.135) (0.104)
Observations 48,504 33,120 41,808
Number of block faces 2,021 1,380 1,742

Robust standard errors in parentheses, clustetée atock face level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke & panel of all block faces in Saginaw, Ml
from 2008-2009. Crime offenses refer to the nunabéncidents on each block face in each
month.
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Table 1.12: Dynamic effect of demolitions and perns for demolitions on crime in

Saginaw, Michigan

1) (2) (3)
All Crime  Violent Crime Property Crime
Two months before permit 0.038 0.137 0.152
(0.101) (0.225) (0.163)
One month before permit 0.027 0.198 0.197
(0.120) (0.244) (0.173)
Month of permit 0.202 0.548* 0.097
(0.142) (0.235) (0.226)
One month after permit 0.192 0.172 0.437**
(0.171) (0.266) (0.210)
Two months after permit 0.210 0.010 0.522%**
(0.153) (0.277) (0.197)
Three months after permit 0.133 0.368 0.131
(0.175) (0.236) (0.238)
Four months after permit 0.169 0.288 0.358
(0.157) (0.295) (0.241)
Five months after permit 0.004 0.290 -0.055
(0.163) (0.261) (0.236)
Six or more months after permit 0.140 0.136 0.352*
(0.132) (0.218) (0.195)
Month of demolition 0.495* 0.635 0.583
(0.235) (0.522) (0.392)
One month after demolition 0.168 0.486 -0.131
(0.227) (0.324) (0.426)
Two months after demolition 0.452** 0.422 0.722%**
(0.203) (0.296) (0.265)
Three months after demolition 0.151 -0.112 0.295
(0.211) (0.410) (0.346)
Four months after demolition 0.141 0.431 0.396
(0.216) (0.332) (0.325)
Five months after demolition 0.187 0.616* 0.072
(0.223) (0.359) (0.294)
Six or more months after demolition 0.309** 0.323 .63B***
(0.146) (0.231) (0.197)
Observations 30,400 19,072 24,560
Number of block faces 1,900 1,192 1,535

Robust standard errors in parentheses, clustetée atock face level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke & panel of all block faces in Saginaw, Ml
from 2008-2009. Crime offenses refer to the nunabéncidents on each block face in each
month.
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Table 1.13: Effect of demolitions on crime with pemit months removed

1) (2) 3)
All Crime Violent Crime Property Crime
Demolitions 0.172** 0.161 0.298**
(0.086) (0.156) (0.131)
Observations 45,988 31,135 39,354
Number of block faces 2,001 1,356 1,701

Robust standard errors in parentheses, clustetbe atock face level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke & panel of all block faces in Saginaw, Ml
from 2008-2009 with permit months dropped fromshenple. Crime offenses refer to the
number of incidents on each block face in each mont

Table 1.14: Displacement and spillover effects ofednolitions and permits for demolitions
on crime in Saginaw, Michigan

(1) (2) (3)
All Crime  Violent Crime  Property Crime

Permits 0.092 -0.042 0.201**

(0.070) (0.113) (0.094)
Permits on contiguous block faces -0.031 -0.032 2D.0

(0.032) (0.050) (0.047)
Demolitions 0.167*** 0.172 0.256**

(0.064) (0.138) (0.105)
Demolitions on contiguous block faces -0.047 -0.052 -0.005

(0.033) (0.053) (0.054)
Observations 48,504 33,120 41,808
Number of block faces 2,021 1,380 1,742

Robust standard errors in parentheses, clustetbe atock face level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke & panel of all block faces in Saginaw, Ml
from 2008-2009. Crime offenses refer to the nunabéncidents on each block face in each
month.
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Table 1.15: Dynamic displacement and spillover eféés of demolitions and permits for

demolitions on crime in Saginaw, Michigan

(1) (2) (3)
All Violent Property
Crime Crime Crime
Two months before permit 0.045 0.144 0.155
(0.102) (0.228) (0.164)
One month before permit 0.036 0.201 0.202
(0.118) (0.237) (0.177)
Month of permit 0.204 0.576** 0.087
(0.143) (0.233) (0.228)
One month after permit 0.182 0.172 0.416**
(0.172) (0.266) (0.210)
Two months after permit 0.197 0.003 0.487**
(0.153) (0.276) (0.198)
Three months after permit 0.122 0.366 0.121
(0.177) (0.237) (0.240)
Four months after permit 0.164 0.287 0.338
(0.158) (0.293) (0.241)
Five months after permit 0.009 0.299 -0.059
(0.162) (0.264) (0.234)
Six or more months after permit 0.142 0.155 0.332*
(0.131) (0.217) (0.195)
Two months before permit on contiguous block faces -0.019 -0.081 -0.044
(0.051) (0.083) (0.091)
One month before permit on contiguous block faces  0.036 -0.172* 0.079
(0.054) (0.100) (0.094)
Month of permit on contiguous block faces -0.036  .03% -0.040
(0.092) (0.137) (0.163)
One month after permit on contiguous block faces .01:D -0.200 0.027
(0.095) (0.138) (0.138)
Two months after permit on contiguous block faces .070 -0.030 0.146
(0.086) (0.142) (0.139)
Three months after permit on contiguous block faces 0.076 0.007 0.259*
(0.092) (0.140) (0.151)
Four months after permit on contiguous block faces  -0.013 -0.118 0.028
(0.094) (0.142) (0.157)
Five months after permit on contiguous block faces  -0.015 -0.109 -0.015
(0.095) (0.130) (0.155)
Six or more months after permit on contiguous block
faces -0.012 -0.188 0.126
(0.078) (0.125) (0.133)
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Table 1.15: (cont'd)

1) (2) 3)
All Violent Property
Crime Crime Crime
Month of demolition 0.489** 0.672 0.559
(0.234) (0.513) (0.393)
One month after demolition 0.166 0.552* -0.137
(0.230) (0.317) (0.427)
Two months after demolition 0.416** 0.398 0.683***
(0.200) (0.300) (0.264)
Three months after demolition 0.114 -0.173 0.256
(0.215) (0.415) (0.348)
Four months after demolition 0.116 0.401 0.363
(0.220) (0.338) (0.328)
Five months after demolition 0.188 0.611* 0.053
(0.224) (0.363) (0.291)
Six or more months after demolition 0.302** 0.345 0.582***
(0.147) (0.226) (0.203)
Month of demolition on contiguous block faces -A07 -0.239 -0.084
(0.162) (0.236) (0.265)
One month after demolition on contiguous block face -0.051 -0.398** 0.038
(0.105) (0.171) (0.170)
Two months after demolition on contiguous blockelac  0.130 0.084 0.323*
(0.101) (0.142) (0.194)
Three months after demolition on contiguous blades  0.077 0.005 0.156
(0.102) (0.176) (0.196)
Four months after demolition on contiguous bloatefa  0.043 -0.052 0.029
(0.102) (0.147) (0.171)
Five months after demolition on contiguous blookefa  -0.045 -0.112 -0.047
(0.101) (0.153) (0.174)
Six or more months after demolition on contiguolexk
faces 0.007 -0.144 0.162
(0.078) (0.126) (0.127)
Observations 30,400 19,072 24,560
Number of block faces 1,900 1,192 1,535

Robust standard errors in parentheses, clustetée atock face level. * significant at 10%; **

significant at 5%; *** significant at 1%. Sample & panel of all block faces in Saginaw, MI from

2008-2009. Crime offenses refer to the number aflents on each block face in each month.
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CHAPTER 2: LATENT MOTIVATIONS FOR THE IMPLEMENTATIO N OF
MUNICIPAL RESIDENCY REQUIREMENT LAWS
Abstract

Public employee residency requirement laws hava bemommon feature of the

American urban policy toolkit since the earlyrkeentury. Many cities still require city

residency for their employees, and others are gtiemto reinstate such requirements.
Justifications for these laws range from publiesato public coffer arguments. However, little
is known about the underlying factors that motivates to implement residency laws. In this
paper, | estimate a parametric duration model @igitoportional hazard function to examine
these latent motivations. In order to perform #malysis, | construct a unique data set on
municipal residency laws for the largest 100 citrethe United States from 1970 through 2007.
| also create a set of fiscal stress indicatorgémh of these cities over time. Results indicate
that cities implement residency laws for econommid eacial equity reasons and remove them
when the city improves in comparison to the methitgoo area as a whole. Fiscal stress and

service provision quality do not appear to be megntributing factors.
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Introduction

Cities throughout the United States cite diffeneatsons for employing residency
requirement laws, or laws that require public enppls to reside in the city or county of their
employment. Some cities argue that public safeiyoe of higher quality if police and firemen
live in the community in which they patrol so thla¢y are more sensitive to their constituents
and are quicker to respond to emergencies. Sogue @nat residency requirements ensure that
the tax dollars spent by cities to pay for pubhtpdoyee salaries are recirculated in that city
rather than exported to a nearby suburb. Stikstlargue that residency requirements increase
minority representation and make hiring more repmegtive of the demographics of a city.

In this paper | explore the underlying factord timativate cities to implement and
remove residency requirement laws by estimatingzaitd model that examines the factors that
lead up to the implementation of a residency lawonstruct a unique data set on municipal
residency laws for 73 of the largest 100 citiesfrt070 through 2006. To the best of my
knowledge, this is the first panel data set of ¢Hasvs.

To account for city and census tracirimtary changes over time, | use Brown

University’s Longitudinal Tract Database which stardizes census data from 1970 through

2000 to 2010 census tract bounda?'i%sl. then take the census tracts that are withircitye
boundaries in 2010 and compare these over timeallizi | merge these decennial city
demographics with annual fiscal data from the CemguGovernments and create fiscal stress
indicators, as well as annual crime data from theefal Bureau of Investigation’s Uniform
Crime Reports. Although many justifications arggested for the implementation of these

laws, | hypothesize that fiscal stress is the tagivation.

40 ogan, Xu, and Stults, 2012
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Only one previous paper examines this questiatty. Eisinger (1983) creates a non-
random cross section of 74 cities in 1980 to dettegrthe characteristics of cities that have
residency requirements versus those that do netfinds that the adoption of residency laws is
associated with unemployment, fiscal hardship, padmn loss, Frost Belt location, and mayor-
council government. He also finds that, on averaties which rescinded residency laws
generally displayed stable or high population groamd low unemployment. Eisinger argues
that the true motivation for all residency requisgrhlaws is to improve the overall population
and demographics of a city and that they are notadg a tool of public personnel management
but an attempt to combat local unemployment andwage the spending of city salaries in the
local economy.

In this paper, | provide the first panel estimaitw/hy cities choose to implement
residency requirement laws. Results indicaterggitiency requirement laws are more likely to
be implemented by cities with higher rates of unkympent, lower income per capita, and a
larger number of black people living in the cityses the metropolitan area as a whole.
Residency laws are more likely to be removed hg<ivith a lower income per capita but a
higher income per capita in comparison to the npetitan area as a whole. This implies that
cities implement residency laws for economic argiiataequity reasons and remove them when
the city improves in comparison to the metropoliaea as a whole. Fiscal stress and service

provision quality do not appear to be major conttiiiig factors.
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Background

Types of Residency Requirements

There are several types of municipal residencyirement laws. The first type, and

the one of primary focus in this paper, is a laat tiequires municipal employees to live within
the city boundary itself. This requirement can eamthe form of a durational residency
requirement in which prospective employees mustgtbat they have lived in the community
for a prescribed period of time in order to beibligfor employment. The requirement can also
be a continuing residency requirement which demantisthat governmental employees live in
the community during the term of their employmefihe former has been found to impinge on

the fundamental right to travel, forcing a govermtaé unit to show a compelling interest to

justify a durational requiremeﬁ% Some residency requirements have been negobgtadions
for specific departments. These union negotiagégdirements are not recorded in municipal
archives and are therefore not included in my data However, this lack of data will only bias
my results towards zero because if union negotiededracts are in effect as residency
requirements are implemented and removed, thetsesiulhe change in policy will be reduced.
Residency laws can also require that municipalleyegs live within the county
boundary, within the state boundary, or within gaie radius of a municipality. Some states

have used private local hire laws in which prefeeeis given to city residents, but these have
" . 42
been deemed unconstitutional in at least one case.

Cities have also used incentives and disincentivesicourage municipal employees to

live within city boundaries. New York City’s chartrequires nonresident city employees to

* Myers, 1986
42 “Local hire laws: Alaska’s futile attempts at pregntial treatment”, 1987
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make payments in the form of contractually agrepdrusalary deductions similar to an income

tax.4 3 Detroit, Michigan has recently instituted a resicieincentive program called Project 14
which is meant to encourage police officers whe lutside of Detroit to move into the city.
Under Project 14, 200 tax-foreclosed houses arglafiered for as little as $1,000 down, plus

up to $150,000 in grants for renovations along withonthly housing payment of $500 to
$1,000*

Residency requirements may be targeted at spel@fiartments or they may be
comprehensive amongst all employees. When targeétsgecific departments, the rationale is
usually that they are meant to improve the qualitthe service provided by this department.
For instance, most targeted residency requirenagrtfocused on public safety departments
with the belief being that if the public safety p@nnel live within the city not only will they be

able to respond to emergencies more quickly, byt till also know the neighborhoods better

and will therefore be able to provide better safetthe citizens4.5

Comprehensive residency requirements that dentextédli public employees live in the
city or county are most often instituted for ecomoor demographic reasons. It is difficult to
argue that an accountant’s services will be impddweliving in the city. More often, the

accountant is forced to live in the city in ordelinicrease the city’s tax base and to improve the

demographics within the citAy(?

*3 Boies, 2005/2006
4 Nichols, 2011
45 Duncan, 2005
46 Duncan, 2005
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Each of these types of residency requirementsranahtive programs will have an
impact on the makeup of the city in which it istinged. In this paper | focus mainly on
comprehensive city boundary residency requiremeaumtslso examine some aspects of other
types of residency requirement laws.

Residency requirement laws were common in thed800s. However, these laws were

gradually removed from most cities between 1920E36D mainly based on the argument that

. . e 47 . .
such laws were a barrier to hiring the most qualitandidates. There was a brief revival of

the laws during the Great Depression, but by ttee1860s only Philadelphia, Buffalo,

. L . .. . . . 48
Milwaukee, and a few other big cities retaineditihesidency requirements for police officers.

They became fashionable again in the 1970s, ad®8§ nearly two thirds of all cities over

250,000 in population had residency requiremé%ts.

In 1976, the constitutionality of residency reganent laws was questionedhtcCarthy
v. Philadelphia. The Supreme Court upheld the Philadelphia resgeequirement, and many
cities soon followed with residency requirementshafir own. Many cities that had dormant
residency requirement laws began to enforce thésn thiis court decision. Some states decided
to ban residency requirements at the state le®alifornia did so in 1974, for example,
Michigan in 1999, and Ohio in 2009. Still, manties throughout this time period reinstituted
residency requirements and they remain a topiebéte to this day. In Michigan legislation

will be introduced in September to remove the bamesidency requirements so that Detroit can

47 Reed, 1941; International City Management Assariatl976
48 Fogelson, 1977
*9 Eisinger, 1983
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. . . 5 . . .
re-instate its requwemen?. Despite the lack of evidence that these laws wibiky are still a

topic of discussion and discontent in many citlestighout the United States.

Rationales for Residency Requirement Laws
Justifications for municipal residency requiremliamts fall into four main categories.
The first is what is termed the “public coffer tingd This theory posits that residency

requirement laws reduce local unemployment, bettegilocal economy and increase the tax
51 . . . - .
base.” The theory is based on the notion that salamd o civil servants should recirculate

within the public and private economy of the citatt pays those salarig%. Studies

investigating the economic effects of residencyslaw municipal labor markets have been
contradictory. Hirsch and Rufalo (1986) find néeef of residency requirements on labor
supply or demand, but do find effects on compeasdiecause they alter the bargaining
environment with unions. Gonzales, Mehay, and p0féno (1991) find that police
employment is approximately 10 percent higher tiesiwith residency requirements which they
suspect to be either due to the increase in thébauwof resident voters who are city employees
and who are more likely to support spending in@sasr due to an increase in productivity
caused by the residency requirement. O’Brien (188ds that residency laws do not affect
compensation and employment for either policerefifihters. Mehay and Seiden (1986) find
that the gain in efficiency caused by residencyiregnents appears to have been lost due to the

public employees’ high demand for public servicébey also argue that even if such laws do

*0 Angel, 2011
°1 Myers, 1986
>2 Eisinger, 1983
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reduce per unit cost, the main benefit appearsdua to the local bureaucracy in the form of
greater output, expenditures, and agency sizenantb employees in the form of higher wages
or to city residents in the form of tax relief.

The second type of rationale for residency reaquéets relates to the efficiency and
guality of service provision. Many policy make@vie argued that requiring municipal
employees to live within the city boundaries or sosther radius will improve their ability to

provide services through increased knowledge ottimemunity, 24 hour protection by public

5 : . ... 54
safety personne?, the fostering of employee concerns about theraféd their city |, the

reduction of absenteeism and tardiness, and great&al symmetry between social servants and

their constituentSSS. Smith (1980) provides empirical evidence of aifiee relationship

between the efficiency of a police department dedpercentage of officers living in the
community they serve. Gonzales, Mehay, and Dufénp®(1991) find that the actual crime rate
tends to be below the predicted rate in cities llaae residency requirements. However, many

policy makers argue that residency requirementsicethe pool of the workforce which

decreases the quality of applica%?sResidency requirements have also been opposed bas
the freedom of employees to live where they pleddes is often at the center of court cases
against the laws.

Third, some cities have justified residency reguient laws based on minority
representation issues. In Milwaukee, for exanple firefighters union is arguing for the

preservation of their residency requirements pamtlyrder to encourage the hiring of more black

>3 Smith, 1980

>4 City of Cincinnati, 1977

>5 Ector Versus City of Torrance, 1973
*% Eisinger, 1983
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and female firefighterg.7 Residency requirements are argued here to makeipal hiring
representative of the demographics of a city. n'SgE986) studies the representativeness of local
governments and finds that the presence of a msydequirement can offset the negative
impact on representative hiring caused by civivieercommissions, namely a 3% change.
Finally, the main argument which encompassesfalieprevious arguments is that
residency requirements improve the overall popaiaéind demographics of a city. Eisinger
(1983) argues that this is the true motivationdibresidency requirement laws and that they are
not actually a tool of public personnel managententan attempt to combat local
unemployment and encourage the spending of cityisalin the local economy. He finds that
the adoption of residency laws is associated wigtnuployment, fiscal hardship, population loss,
Frost Belt location, and mayor-council governmede also finds that, on average, cities which
rescinded residency laws generally displayed stablegh population growth and low
unemployment. The population size and demograpifiescity may also benefit as a secondary
effect from the intermediary effects discussechmprevious arguments. For instance, the
intermediary effects from the public coffer thediry which the city has a larger tax base which
may imply an increased quantity and quality of sy provided) may lead to a secondary effect
of an increased number of people moving to the clitye efficiency argument, similarly, implies
that there will be an intermediary effect of anreased quality of service provision such as
decreased crime rates, which may also lead to pewple moving to the city. Finally, the
minority representation argument may lead to ineedaequality and decreased social unrest

which may also make the city a more attractive @lkadive.

>7 Laasby, 2011
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Data

To the best of my knowledge, no comprehensivehdsl data on residency
requirements exists. To collect this data, | fesarched historical city databases for the 100
largest cities in the United States to find citges and charters that identify the years in which
comprehensive residency requirements were implesdearid removed as well as the details of
each of these laws. However, most cities do ne¢ ledectronic historical data available so |
then combined this search with a search of lawlagiand historical newspapers. This also only
produced data on the largest cities. To completalata set, | then requested information from
the missing cities individually through a seriepbbne calls to the city archivists. | attempted
to collect data on residency requirements datirud ba 1900, but many cities did not begin
recording this data until the 1970’s. Some citiese able to provide documentation to back up
their facts; others simply provided the informatlmased on memory. Out of the 100 cities from
which | attempted to collect data, | was able tibecd the history of residency requirement laws
from 1970 to 2012 for 73 cities.

Table 2.1 lists the number of cities in my datiatisat had a residency requirement law on
the decennial years. Figure 2.1 shows the numtresaency laws that were implemented and
removed each year. The negative bars represeoivedsnof the law and the positive bars
represent implementations of the law. Overallcdi2s implemented various types of residency
laws and 23 cities removed such laws. Table 212sarizes the residency requirement data.

To account for city and census tract boundary geamver time, | use Brown
University’s Longitudinal Tract Database (LTDB) whistandardizes census data from 1970
through 2000 to 2010 census tract boundaries. LTIB provides estimates using 2010

boundaries for a standard set of variables fron0XBiugh 2000 for both full count variables
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such as population, age, and race, as well as satopht variables based on the one-in-six
samples from the decennial census and the Ame@oammunity survey such as income and
employment. | take the census tracts that aramilie city boundaries in 2010 and compare
these over time.

| only observe the demographic variables in my datdor the denial years. There is no
perfect way to deal with the missing data for tearg in between the census years. Interpolation
and change variables both introduce endogeneitg shrese methods use future values to predict
current values. | therefore choose to estimatertbeel using decennial demographic
characteristics repeated each year until the reperhial year.

| then merge the residency law data and the dealecity demographics with annual
fiscal data from the Census of Governments fronDitivough 2006. These fiscal data allow
me to create fiscal stress indicators that medsanestressed the city is in each year as shown in
Table 2.2. 1 also use fiscal stress measures fin@endecennial census such as per capita income
and the rate of unemployment.

| define fiscal health using the definition propdsn Groves and Valente (2003). | then
define fiscal stress as a deficiency in any oféh@gasures. Fiscal health is defined as a
government’s ability to maintain solvency in foueasures: cash, budgetary, long run, and
service level. Cash solvency refers to a locakgoment’s liquidity and effective cash
management, as well as its ability to pay curriaftilities. Budgetary solvency refers to the
ability of the government to generate sufficientergues to fund its current or desired service
levels. Long run solvency refers to the impaagxikting long term obligations on future

resources. Service level solvency refers to thilgyabf the government to provide and sustain a
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service level that citizens require and desiresc#istress is therefore defined as a deficiency in
any of these measures.

Because no cash measure is included in the Censsvernments data, | can only
measure cash solvency using a modified debt serata®e The typical debt service ratio
includes total interest on debt and principal paytse However, | only have information on
total interest on debt from the Census of Governimdata. | therefore measure the debt service
as the interest on debt compared to total revenues.

| measure budgetary solvency using an operatifigitdatio which measures the
operating surplus or deficit in comparison to to&alenues. A deficit in one year does not
necessarily indicate fiscal stress. A governmeay hrave unusually large expenditures in the
current year but have planned for such events apganoney in previous years. Credit rating
agencies are generally concerned when there idgebdeficit in two consecutive years.
Because of this, | include an indicator for a budfgicit in two consecutive years or an
abnormally large deficit in one year.

| also measure budgetary solvency using an interganental revenues ratio, which
measures how dependent the city is on intergoventahransfers, and a property tax ratio,
which measures the tax base of the city. Propaxrtys the main revenue source for most cities
and therefore is a good indication of the health oity’s budget.

| measure service level solvency using crime rfxtes the Federal Bureau of
Investigation’s Uniform Crime Reports. The onlynees that are available for all years are what
are known as the crime index offenses: murderjdtecape, robbery, aggravated assault,
burglary, larceny-theft, and motor vehicle thdfsum all of these crimes into one overall crime

level for each city/year
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Unfortunately, the Census of Governments data doeprovide any measures of long
term solvency. However, these should be capturéide demographic variables that are
included as controls.

Finally, | merge these data with crime data fittv FBI's Uniform Crime Reports on
offenses known and clearances by arrest for eamhfgem 1970 through 2006. The only crimes
that are available for all years are what are knawthe crime index offenses: murder, forcible
rape, robbery, aggravated assault, burglary, |grteeft, and motor vehicle theft. 1 sum all of
these crimes into one overall crime level for eatyfyear, and then also examine murder and
vehicle theft separately. | examine murder ovws because of its seriousness, and | examine
vehicle theft on its own because it is thoughteovbry closely correlated with the actual number
of offenses because victims are likely to repoltigie thefts for insurance purposes. Murders
are also likely to be reported.

There is a large literature pointing to inaccugadn this FBI data. Namely, many
city/years are endogenously missing because tlaeislaelf-reported. Some cities choose not to
report their crime rates in years where they hpdréicularly high level of crime. Maltz (1999)
advocates for the use of longitudinal rather thass-section imputation techniques to correct
for this missing data rather than the often useblrgue of using contemporaneous data from
similar jurisdictions to impute the missing valudstherefor, use longitudinal imputation
techniques to interpolate the missing values indiaty set. Descriptive statistics for each of the

variables used in the regressions can be founalmet2.4.
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Econometric Model

To estimate the impact of different coatas on the decision to implement residency
requirements, | estimate a parametric survival rhofithe time elapsed until implementation of
a residency requirement. | then estimate a seoswdel of the time elapsed from
implementation until removal of a residency reqoneat in order to examine the motivations for
removal of the laws.

Following Wooldridge, 2010, | model thbability of implementing or removing a
residency requirement as a function of fiscal stieghin the city, population, state bans on
residency requirements, income differentials betwtbe city and the MSA, race differentials
between the city and the suburbs. To measurd 8s@ss, | include per capita income, the rate
of unemployment, the operating deficit ratio, theergovernmental transfer ratio, the debt ratio,
and the property tax revenue ratio as definedemtievious section.

I model the probability that a city will implemeatresidency requirement law using a

proportional hazard model of the following form

A(6X) = 5 (X) A (1)

(1)

| then specify the baseline hazaﬂdo (t) , using a Weibull distribution because it allows

for the duration to have positive or negative dej@eice as long as it is monotonically increasing

or decreasing. The hazard then takes the form

A(t;X) = expXB)at“™ "
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To account for time varying covariates, | gt) denote the vector of regressors at time
Fort >0, let X(t), t >0, denote the covariate path up through ttm&ollowing Lancaster

(1990, Chapter 2), | define the conditional haZarcttion at timet by

Pit<T <t+h|T >t X(t—h)]
h 3)

This hazard function allows me to apmate the probability of implementing a

ALt X(t)] = |rI]£Ig

residency requirement law within a short intereainditional on having not implemented one up
to the starting time of the interval.

| then leT denote the time until implementation of a residereguirement law.
Because | do not observe the entire duration farits in my data set (i.e., some cities already

had or still had residency requirements in 1970201D, the beginning and end of my data),

some data points are censored. To account foodegs| let Ch bea binary censoring

indicator equal to unity if the duration is censbne intervalm, and zero otherwise. Because my
sample includes all 100 largest US cities regasdbdgheir initial or end state, this censoring is
not systematic and therefore does not cause smdats. This duration is therefore independent
of censoring conditional on the covariates, anm@agsion of the model.

From this assumption, | can computepttodability that a city will implement (or

remove) a residency requirement law as follows:
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P(Y, =1 ¥Y,.1=0Xx,c,=0)=

P(a,,<T<a, |T=a, ,,X)

m-117

= 1—exq - j A(s,x,0)ds | =1-a, (X, 0)

m-1

(4)

form=1,2,...M, where

a. (x,0) =exg - j A(s:X,0)ds

am—l

where the data is split intd + 1 intervals,

[O, ai), [ai, ag),---,[aM 17 aM ), [aM ,OO) ,and Ym is a binary indicator equal to

unity if the duration ends in threth interval and zero otherwise.

From this, | construct a log likelihood for a degpell duration model with time-varying

. . L .58
covariates with censoring is as follaws

m-1
hz_; log[e, (X, 0)] + d; log[1— O (Xim» O] 5)

where di =1 if durationi is uncensored.

>8 \Wooldridge, 2002 p 711
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| choose not to include unobservedrogiEneity in my model because it is difficult to
relax the strict exogeneity assumption with timeyirsg covariates and unobserved

heterogeneity included. Also, with single-spellajdtcannot allow general correlation between

. 59
the unobserved heterogeneity and the covariates.

Results

Residency Law | mplementation

Table 2.5 reports the results of what variablescfthe implementation of residency
requirement laws. Results show that, conditiomalh@ other covariates, cities with higher rates
of unemployment, lower income per capita, and geanumber of black people living in the city
versus the metropolitan area as a whole are maly lio implement residency requirement
laws. Specifically, a city with a 1 percentagerpdiigher unemployment rate, all else held
equal, is 21.09% more likely to implement a res@yerequirement law. A city with 1% higher
per capita income is 1.40% less likely to implemeenesidency requirement law. A city with a 1
percentage point larger number of black peopladjyn the city versus the metropolitan area as
a whole is 1.66% more likely to implement a reserequirement law. This follows the
reasoning that some cities implement residency fawseasons relating to racial equity in
hiring; if more black people live in the city, thégy may implement a residency law to ensure
that hiring is representative of the racial disttibn within the city.

Unemployment and income per capita are indicatbfiscal health within the city.
However, the variables that more specifically ekat city finances are not statistically

significant, such as the operating deficit ratid #me debt ratio. This may indicate that

> \Wooldridge, 2002 p 713
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economic indicators for the city are more corralatéth residency law implementation than are
the finances of the city government. This follawe theory that residency laws are
implemented as a tool for helping the overall ecopoather than simply the financial

statements.

Residency Law Removal

Cities that remove residency laws are hypothegizetb so when their economy and
fiscal health are improving. | therefore also ex@the variables that cause cities to remove
their residency laws. However, many cities in myadset removed their residency laws by force
when a state ban was implemented. Therefore,ifabation of the removal of residency laws
rests on the few cities who removed their laws lyi@e. Out of the 42 cities that had a
residency requirement during my time period, 13o0eed them because of state imposed bans.
| removed these cities from this analysis becaleg are perfectly predicted by the ban.

Results, as presented in Table 2.6, show that,itonal on the other covariates, cities
with a 1% higher income per capita are 3.094%liksly to remove their residency law. In
addition, cities with a 1% higher income per capitéhe city compared to the MSA as a whole
are 4.647% more likely to remove their resideney. I& his implies that cities do not necessarily
remove their residency laws when the demograpHitseccity improve, but when the

demographics of the city compared to the MSA improv

Conclusion
Residency requirement laws are more likely to bgl@mented by cities that have higher

rates of unemployment, lower per capita income,alatger proportion of black people living
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in the city compared to the metropolitan area ahale. These results imply that residency laws
are implemented to better the economic healthaitya- the “public coffer theory” -- and to
make hiring representative of the racial mix of titg — the minority representation theory. It
does not appear that population levels, publicisemprovision, or municipal fiscal health are
primary reasons for implementing residency requaentaws.

Residency laws are removed by cities with a loweome per capita but a higher income
per capita in comparison to the metropolitan asea whole. This implies that cities remove
residency laws when the city improves in comparisotine metropolitan area as a whole.

Residency requirement laws have been a commornréeistthe American urban

. t . . . .
landscape since the early I}t)entury. Many cities still enforce residency tioeir employees,

and some cities are in discussion to reinstate Ewe. This paper indicates the underlying
reasons why cities choose to implement such lawdanthe framework for the analysis of

residency laws.
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APPENDIX

Tables and Figures

Figure 2.1: Changes to Residency Requirements, 19#02006

Changes to Residency Requirements

i
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1985
1986
1987
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1995
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2000
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2002
2003
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2005
2006

Table 2.1: Number of Cities with Residency Requiremnts from 1970 through 2010

Number of Cities with a Residency

Year Requirement Law
1970 15
1980 23
1990 22
2000 20
2010 17
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Table 2.2: Residency Requirement Law Data

Residency Requirement Law

Number of Cities Surveyed 100
Number of Responses 73
Number of Cities that had a Residency Law Betwe®f0land

2006 42
Number of Cities that Removed a Residency Law Betwkd70

and 2006 23
Number of Cities that Removed a Residency Law Betwkd70

and 2006 because of a State Ban 13

Table 2.3: Fiscal Stress Ratio650

Large Operating Deficit Ratio = ((Expenditures vBeues)/ Revenues)>.05

Operating Deficit Ratio for Two

Consecutive Years = (Expenditures - Revenues)/ Revenues>0

Intergovernmental Revenue Ratio = IntergovernmeRéalenues/ Revenues
Debt Ratio = Debt Interest/ Revenues
Property Tax Per Capita = Property Tax RevenuetRtipn

60 Each of these variables is measured in 2010 dollar
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Table 2.4: Descriptive Statistics

Variable Obs Mean Std. Dev. Min Max
Residency Requirement 2,701  0.29 0.45 0.00 1.00
Population 2,701 594,982 987,746 16,478 8,008,278
Crime 2,701 45,640 68,666 49 682,063
% Unemployed 2,701 6.5% 2.7% 2.1% 19.7%
Income Per Capita 2,701 $8,669.12 $6,369.27 $235.91 $32,163.32
Operating Deficit > 5% 2,701 0.54 0.50 0.00 1.00
Operating Deficit Two

Consecutive Years 2,650 0.32 0.47 0.00 1.00
Intergovernmental Revenue

Ratio 2,701 0.24 0.14 0.00 0.91
Debt Ratio 2,701  0.07 0.04 0.00 0.28
Property Tax Per Capita 2,701 $397.54 $362.26 $1.28  $2,514.23
# Black in City Divided by #

Black in MSA 2,701 0.61 0.34 0.00 1.00
Income Per Capita in City

Divided by Income Per

Capita in MSA 2,701 1.05 0.27 0.15 2.23
Number of People Above

Age 60 2,701 90,577 165,035 887 1,373,093
State Ban on Residency

Requirements 2,701 0.22 0.42 0.00 1.00
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Table 2.5: Variables that Influence Residency Reqtement Implementation using

Repeated Demographics

Residency Requirement

Law
Log of Population -0.910
(1.125)
Log of Crime 0.055
(0.187)
% Unemployed 21.090*
(12.490)
Log of Income Per Capita -1.391%**
(0.300)
Operating Deficit Ratio > 5% -0.268
(0.493)
Operating Deficit Two Consecutive Years -0.886
(0.573)
Intergovernmental Revenue Ratio 1.158
(2.014)
Debt Ratio 5.230
(5.182)
Log of Property Tax Per Capita 0.471
(0.387)
# Black in City divide by # Black MSA 1.663*
(0.980)
Income per Capita in City divided by Income per iGam MSA 0.596
(0.688)
Log of Number of People above Age 60 1.283
(1.075)
State Ban on Residency Requirements -1.551
(1.364)
Observations 1,383

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of the 100 largest cities in the United
States from 1970-2007.
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Table 2.6: Variables that Influence Residency Reqtement Removal using Repeated

Demographics

Residency Requirement

Law
Log of Population Repeated -1.183
(0.854)
Log of Crime 0.285
(0.347)
% Unemployed Repeated -25.580
(15.970)
Log of Income Per Capita Repeated -3.094***
(0.416)
Operating Deficit Ratio > 5% 0.262
(0.175)
Operating Deficit Two Consecutive Years -0.074
(0.262)
Intergovernmental Revenue Ratio 1.645
(1.240)
Debt Ratio 4.149
(4.079)
Log of Property Tax Per Capita 0.040
(0.437)
# Black in City divide by # Black MSA Repeated 207
(1.522)
Income per Capita in City divided by Income per iGam MSA
Repeated 4.647**
(2.021)
Log of Number of People above Age 60 Repeated 0.858
(0.805)
Observations 792

Robust standard errors in parentheses, clustetée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample & panel of the 100 largest cities in the United
States from 1970-2007.
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CHAPTER 3: MUNICIPAL RESIDENCY REQUIREMENT LAWS AND THEIR
IMPACT ON CITIES
Abstract
Over the past century, many U.S. cities have erparted with residency laws that

require municipal employees to reside in the citgaunty of their employment. Despite the
prevalence and extensive history of these lavike I& known about their impact on city
outcomes. In this paper, | provide the first est@s of the impact of municipal residency
requirements on the quality of service provisiompmipal fiscal health, and the size and
composition of cities. My identification strategypoits the timing of municipal law changes in
static and dynamic models. In order to performahalysis, | construct an original data set on
municipal residency laws for 73 of the largest ti@s from 1970 through 2006. |then
combine these data with information on city dempgres from the Decennial Census, fiscal
data from the Census of Governments, and crimefaatathe Federal Bureau of Investigation.
Results provide little evidence that residency |&age an effect on fiscal health or city
demographics when they are implemented, but thegairelated with a temporary increase then
long term decrease in crime. The removal of adegsiy law is not associated with any

significant change in fiscal health, city demographor crime.
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Introduction

Over the past century, many U.S. cities have exygerted with residency requirement
laws that require municipal employees to residiaéncity or county of their employment. New
York City, for example, implemented such a law 987, removed it in 1962, and then re-
implemented in 1986. An event in 2011 in whichotige officer made a racially charged
remark on the internet has rekindled debate owelaiv with proponents arguing that forcing

police officers to live in the city would increageir awareness and sensitivity toward their

. 61 N : . .
constituents.” Detroit, Michigan, implemented a residency reguient in 1913 and was forced

to remove it in 1999 when the state banned such.|l@®wlicy makers in Detroit are calling for

. ) 62
the removal of the ban so that the city can one@énagnforce the law. The governor of

Wisconsin recently implemented a state ban on eesigrequirements has incited criticism from

large cities and small villages throughout thees?gt

Despite the prevalence and extensive historyedahrequirements, little is known about
their impact on municipal service provision, fisbaklth, or city demographics. In this paper |
provide the first estimates of the impact of corgresive municipal residency requirements on
city outcomes. My identification strategy expldit® timing of municipal law changes. | also
examine the static and dynamic effects of the lalnsorder to perform the analysis, | construct
an original data set on municipal residency laws/®of the largest 100 cities from 1970
through 2006. To the best of my knowledge, thihésfirst panel data set of these laws that

includes more than two years.

61 New York News, 2011
62 Angel, 2011
63 Stein and Walker, 2013
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To account for city and census tractrioary changes over time, | use Brown
University’s Longitudinal Tract Database which stardizes census data from 1970 through
2000 to 2010 census tract boundaries. | thenttakeensus tracts that are within the city
boundaries in 2010 and compare these back over tifimally, | merge these decennial city
demographics with annual fiscal data from the CemduGovernments and annual crime data
from the Federal Bureau of Investigation’s Unifo@mme Reports.

Previous research has shown, using a differenddéference of two years, that a

residency requirement can increase a city’s mididiss population but only if it is accompanied

by a municipal wage premiuPﬁl. This suggests that in cities where the governnsembt able to
offer a wage premium over its more wealthy sublikasin Detroit, Michigan, a residency
requirement will not have its desired demograpffece. In addition, it is likely that when
implemented, a residency requirement will encouthganost qualified employees (the ones
who can easily find a different job) to switch jatagher than to move. The less qualified
employees will be more likely to move to keep tleeirrent job because their outside prospects
are fewer.

However, even if these requirements do encourabetioe less qualified employees to
move into the city, these employees may improvguiality because of their increased
connection with the community and quicker respdimes for emergencies. They also may
have a greater incentive to improve the qualitthefr work since it will improve the

neighborhood in which they and their families lit@addition, these new residents will increase

64 Duncan, 2005
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the property tax base for the city at least inghert run, even if expenditures also increase due

to their new incentive to vote for spending inc&sa%5

My results show that the implementation of a resocydaw may be correlated with a
slight increase in crime two years after the lawriplemented, and then a reduction in crime six
or more years after implementation. The removal [aw is correlated with an increase in
crime, but these results disappear once a time iseimcluded, indicating that this is likely
caused by city trends rather than by the law it$&sidency laws may be correlated with a
reduction in intergovernmental revenues four arsimore years after it is implemented. This
may imply a reduction in fiscal stress but it isl@ar using that indicator alone. Finally,
residency laws and their removal do not appeaetodorelated with any changes in

demographics or population.

Background

Types of Residency Requirements

There are several types of municipal residencyiremqent laws. The first type, and

the one of primary focus in this paper, is a laat tiequires municipal employees to live within
the city boundary itself. This requirement can eamthe form of a durational residency
requirement in which prospective employees mustgtbat they have lived in the community
for a prescribed period of time in order to beibligfor employment. The requirement can also
be a continuing residency requirement which demantisthat governmental employees live in
the community during the term of their employmefihe former has been found to impinge on

the fundamental right to travel, forcing a govermtaé unit to show a compelling interest to

65 Gonzales, Mehay, and Duffy-Deno, 1991
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justify a durational requiremeﬁg Some residency requirements have been negobgtadions
for specific departments. These union negotiaggdirements are not recorded in municipal
archives and are therefore not included in my data However, this lack of data will only bias
my results towards zero because if union negotiedatract are in effect as residency
requirements are implemented and removed, thetsesiulhe change in policy will be reduced.
Some of my city-year observations that | assigtinéocontrol group are actually in the treated
group because of the union negotiated contradiés Makes the difference in coutcomes for the
treatment and control groups less large because sbthe control group is actually being
treated.

Residency laws can also require that municipalleyegs live within the county
boundary, within the state boundary, or within gaie radius of a municipality. Some states
have used private local hire laws in which prefeeeis given to city residents, but these have
been deemed unconstitutional in at least one%7ase.

Cities have also used incentives and disincentivesicourage municipal employees to
live within city boundaries. New York City’s chartrequires nonresident city employees to
make payments in the form of contractually agrepdrusalary deductions similar to an income
tax.68 Detroit, Michigan has recently instituted a resicieincentive program called Project 14

which is meant to encourage police officers whe Iutside of Detroit to move into the city.

Under Project 14, 200 tax-foreclosed houses arghafered for as little as $1,000 down, plus

% Myers, 1986
67 “Local hire laws: Alaska’s futile attempts at pregntial treatment”, 1987
%8 Boies, 2005/2006
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up to $150,000 in grants for renovations along withonthly housing payment of $500 to
$1,000%°

Residency requirements may be targeted at spel@fiartments or they may be
comprehensive amongst all employees. When targetggecific departments, the rationale is
usually that they are meant to improve the qualitthe service provided by this department.
For instance, most targeted residency requirenaatfocused on public safety departments,
with the belief that if the public safety personinet within the city, they be able to respond to

emergencies more quickly and they will know theghbbrhoods better and will therefore be

able to provide better safety to the citizgﬂs.

Comprehensive residency requirements that dentetédli public employees live in the
city or county are most often instituted for ecomoor demographic reasons. It is difficult to
argue that an accountant’s services will be impddweliving in the city. More often, the
accountant is forced to live in the city in ordeliricrease the city tax base and improve the
demographics in the cit7y1.

Each of these types of residency requirementsrarghtive programs will have an
impact on the makeup of the city in which it istinded. In this paper | focus on comprehensive
city boundary residency requirements.

Residency requirement laws were common in theyd8&00s. However, these laws were

gradually removed from most cities between 1920E36D mainly based on the argument that

®9 Nichols, 2011
70 Duncan, 2005
n Duncan, 2005
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. . - . 72 . .
such laws were a barrier to hiring the most qualitandidates. There was a brief revival of

the laws during the Great Depression, but by ttee1860s only Philadelphia, Buffalo,

. L . .. . . . 73
Milwaukee, and a few other big cities retaineditihesidency requirements for police officers.

They became fashionable again in the 1970s an®8Q dearly two thirds of all cities with

populations over 250,000 had residency requirem7e4nts

In 1976, the constitutionality of residency reganent laws was questionedhtcCarthy
v. Philadelphia. The Supreme Court upheld the Philadelphia resgleequirement, and many
cities soon followed with residency requirementshafir own. Many cities that had dormant
residency requirement laws began to enforce théen thiis court decision. Some states chose to
ban residency requirements at the state levelifa@ah did so in 1974, Michigan in 1999, and
Ohio later in 2009. Still, many cities throughahits time period reinstituted residency
requirements and they remain a topic of debatkisoday. In Michigan, legislation has been

introduced to remove the ban on residency requinésrsd that Detroit can re-instate its city

. . 7 : : . .
residency requwemenfr’. Despite the lack of evidence that these laws wibiky are still a topic

of discussion and discontent in many cities thraughhe United States.

Pros and Cons of Residency Requirement Laws
Advocates of residency requirements claim fourmienefits. The first relates to what

has been labeled the “public coffer theory.” Tihisory posits that residency requirement laws

2 Reed, 1941; International City Management Assamatl976
& Fogelson, 1977

" Eisinger, 1983

& Angel, 2011
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. . 76
reduce local unemployment, benefit the local econand increase the tax base.The theory

is based on the notion that salaries paid to sesiVants should recirculate within the public and

private economy of the city that pays those safta7r7ie

Opponents argue that residency requirements daatoally benefit the public coffer, but
instead encourage an increase in expendituresamargnent size due to the employees now
living and voting in the municipality. This resiugy, they argue, increases the demand for
public services and payrolls, and thus expenditures

Studies investigating the economic effects ofdescy laws on municipal labor markets
have been contradictory. Hirsch and Rufalo (198@) no effect of residency requirements on
labor supply or demand, but do find effects on cengation because they alter the bargaining
environment with unions. Gonzales, Mehay, and {p0féno (1991) find that police
employment is approximately 10 percent higher fiegiwith residency requirements which they
suspect to be either due to the increase in thébauof resident voters who are city employees
and who are more likely to support spending ina@easr due to a decrease in productivity
caused by the residency requirement. Mehay ance8¢i®986) find that the gain in efficiency
caused by residency requirements appears to havel@s due to the public employees’ high
demand for public services. They also argue than & such laws do reduce per unit cost, the
main benefit appears to accrue to the local buraayan the form of greater output,
expenditures, and agency size, and not to emplagdls form of higher wages or to city
residents in the form of tax relief. O'Brien (199inds that residency laws do not affect

compensation and employment for either policerefifihters. | examine the public coffer

"®Myers, 1986
" Eisinger, 1983
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theory by estimating the effect of residency regmients on municipal fiscal health ratios,
population, income per capita, and unemployment.

The second type of rationale for residency reaquéets relates to the efficiency and
quality of service provision. Some policy makergue that requiring municipal employees to

live within the city boundaries or some other radnill improve their ability to provide services
. . . . 78
through increased knowledge of the community, 24r lppotection by public safety personnel
. ... 19 . .
the fostering of employee concerns about the affafitheir city -, the reduction of absenteeism

. . : . .. 80
and tardiness, and greater social symmetry betseeal servants and their constituents

Opponents argue, however, that requiring residenltyestrict the pool of the workforce

which decreases the quality of applicagn]tsThe guality of public services may decline beeaus
the best employees will have better outside optionemployment and may choose to find a
new job rather than relocate into the city.

Two papers have examined this relationship. S(@#I80) finds a positive relationship
between the efficiency of a police department dedpercentage of officers living in the
community they serve, though this is likely cortela rather than causation. Gonzales, Mehay,
and Duffy-Deno (1991) find that the actual crimterends to be below the predicted rate in
cities that have residency requirements. | exarthiaeservice provision theory by estimating the
effect of residency requirements on crime.

The third rationale for residency requirement lasvisased on minority representation

issues. In Milwaukee, for example, the firefiglstenion is arguing for the preservation of their

"8 Smith, 1980

& City of Cincinnati, 1977

80 Ector Versus City of Torrance, 1973
81 Eisinger, 1983
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residency requirements partly in order to encouthgéiring of more black and female

firefighters?32 Residency requirements are argued to make muahigipng representative of the
demographics of a city. Stein (1986) studies épasentativeness of local governments and
finds that the presence of a residency requirewembffset the negative impact on
representative hiring caused by civil service cogsmins, namely a 3% change. However,
residency requirements may actually be discrimnyafahe majority of minorities lives outside
of the city. The National Association for the Adeament of Colored People (NAACP) has
been opposed to residency requirements in citiesenthis is the case, but a proponent of them
where minorities live within the cities rather thamtside of them. | do not have data on the
racial makeup of municipal employees and can tbesafot test this theory directly. See
Plerhoples (2013) for an analysis of whether ragistribution is a significant factor for
implementation of residency laws.

The final rationale for residency requirementthet they improve the overall population
and demographics of a city. Eisinger (1983) ardhasthis is the true motivation for all
residency requirement laws and that they are rtab#yg a tool of public personnel management
but an attempt to combat local unemployment andwage the spending of city salaries in the
local economy. He finds that the adoption of res@y laws is associated with unemployment,
fiscal hardship, population loss, Frost Belt logatiand mayor-council government. He also
finds that, on average, cities that rescind resigéaws generally displayed stable or high
population growth and low unemployment. | exantims effect using panel techniques and an
instrumental variables approach to remove the esteity caused by the choice of when to

implement residency laws.

82 Laasby, 2011
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No study has analyzed the overall impact of theslan population or demographic
changes. This paper fills this gap in the literatby providing the first causal estimates of how

residency requirements affect the overall poputaiind demographics within a city.

Empirical Methodology

To estimate the causal impact of residency reqergs on the population and
demographic characteristics of cities, | employnadr fixed effects panel data model. | analyze
a variety of dependent variables relating to crifiseal health, and demographics which will be
discussed in detail in the next section.

The basic model is as follows:
Yie = Bo + BiXia 0, + 7 + Uy W

where yit are the different population and demographic attarstics (estimated separately);

Xit is a vector of independent variables including thbeor not the city has a residency

requirement;‘gi are individual fixed effectsQ/ t are time fixed effects; anHIit is the error

term.

In order to examine and account for time trendstimate both a contemporaneous
model with residency laws specified as a zero adeator variable and a dynamic model with
the residency laws specified as a flow variablengef as the first difference of the indicator

variable. In the dynamic model, I include six leaohd five lags of residency requirements in
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order to examine the varying effects over time #ncheck for spikes in independent variables
before a residency law is implemented. | alsoudela variable that equals the one if the city
ever had a residency law six or more years befeagtyThis allows me to examine the effect of
a residency law in periadcompared to seven years before the law was impletdeas well as

six years before and after implementation of the la

Data

To the best of my knowledge, no comprehensivehncsl data on residency
requirements exists. To collect these data, i $iemrched through available city databases for
the 100 largest cities in the United States to higdorical city codes and charters to identify the
years in which comprehensive residency requiremeats implemented and removed as well as
details of each law. However, most cities do rantehelectronic historical data available, so |
then combined this search with a search of lawladiand historical newspapers. This also only
produced data on the largest cities. To completalata set, | then requested information from
the missing cities individually through of seridsemails and phone calls. | attempted to collect
data on residency requirements back to 1900, boymoiéies do not have these data on record
before the 1970s. Some cities were able to pradabeimentation to back up their facts; others
simply provided the information based on memoryt &f the 100 cities from which | attempted
to collect data, | was able to collect the histofyesidency requirement laws back to 1970 for
73 cities. Table 3.1 shows the number of citiesiynsample that reported having a residency
requirement law in each decade.

To account for city and census tract boundary geamver time, | use Brown

University’s Longitudinal Tract Database (LTDB) whistandardizes census data from 1970
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through 2000 to 2010 census tract boundaries. LTiB provides estimates using 2010
boundaries for a standard set of variables fron0XBiugh 2000 for both full count variables
such as population, age, and race, as well as satopht variables based on the one-in-six
samples from the decennial census and the Ame@oammunity survey such as income and
employment.

| then take the census tracts that are withircttyeboundaries in 2010 and compare these
over time. Finally, | merge these decennial ceyndgraphics with yearly fiscal data from the
Census of Governments and yearly crime data fra-dderal Bureau of Investigation’s
Uniform Crime Reports. Descriptive statistics &birof the variables can be found in Table 3.2.
Table 3.3 show the number of cities that resportdele inquiry and the number that had and

removed a law during the study period.

Results
The Effect of Residency Requirement Laws on Crime
In order to examine the effect of residency regmient laws on crime, | merged data
from the FBI's Uniform Crime Reports on offense®wm and clearances by arrest for each year
from 1970 through 2006. The only crime data thatevailable for all years are what are known
as the crime index offenses: murder, forcible rapebery, aggravated assault, burglary,
larceny-theft, and motor vehicle theft. | sumadlthese crimes into one overall crime level for

each city/year.

. . - . i 83
There is a large literature pointing to inaccugadn this FBI data.” Namely, many

city/years are endogenously missing because tlaeadatself-reported. Some cities choose not

83 Maltz, 1999; Lynch and Jarvis, 2008; Akiyama amdpPeter, 2005 to name a few
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to report their crime rates in years where theydadrticularly high level of crime. Maltz

(1999) advocates for the use of longitudinal rathan cross-section imputation techniques to
correct for this missing data rather than the oftsed technique of using contemporaneous data
from similar jurisdictions to impute the missingwes. |, therefore, use longitudinal imputation
techniques to interpolate the missing values indiatya set.

Table 3.4 presents the results of the contempotenefbect of residency requirement
laws on crime. The results suggest that residawy are not correlated with changes in the
sum of the seven Crime Index offenses. To checakthér time trends are confounding these
results, | run the same model including individci&y by year variables. These results can be
seen in Table 3.5. Residency laws remain insicguifi in this model.

Table 3.6 presents the results of the dynamic metialh includes six lags and six leads
of residency laws. Residency laws appear to beleted with a slight increase in crime two
years after the law is in place (by 4.2%), but thatecline in crime six or more years after the
law is implemented (by 14.5%). This may imply ttfegre are long run decreases in crime after
a residency law is implemented. These numberkgege, but so are the confidence intervals
which implies that there is an effect but we do kiadw whether it is large or small. The
coefficients are imprecisely measured so we shootdead too much into the point estimates.

In these regressions | control for lagged poputatiagged income per capita, the lagged
percentage of residents who are between the adesarid 25 (because this is considered to be
the age range that contains the highest crime)rdégged race variables (specifically percent
black and percent not black nor white because thesthe only breakdowns available in 1970),
the percent of residents with a high school degard,the percent of vacant housing units in the

city. All of the covariates that are significamé af the expected sign. | chose not to include
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police expenditures as a covariate due to con@rost feedback and endogeneity; police
expenditures are likely to increase when crimedases. This violates the strict exogeneity
requirement for a fixed effects model.

| also examined the effect of removing a residdaayon crime in these cities. Table 3.7
presents these results. | remove all city/yeans fthe data set that are before a residency law is
implemented so that | am only comparing the pastiency removal period to the residency
period. The sum of the Crime Index offenses isifitant and negative, indicating that the
removal of a residency requirement law is assogiafiéh a reduction in crime index crimes by
11.6%. However, once | include a time trend inrtiedel, the coefficient becomes insignificant.
Therefore, it is unclear whether the reductionrime seen after the removal of a residency law
is caused by the removal of the law or becauseities that remove the laws have decreasing
crime around the time of the removal. In the dyitamodel results, shown in Table 3.9, the six
lags and leads of the removal of a residency lanat statistically significant, implying that

there is no significant change in crime after timoval of such a law.

The Effect of Residency Requirement Laws on Municipal Fiscal Health
Residency laws are hypothesized to affect thelfisealth of a city. As city employees
move into the city, they have an incentive to Voteincreased expenditures. | measure fiscal
stress using the five fiscal health ratios showhable 3.10.
| define fiscal health using the definition propdsn Groves and Valente (2003). | then
define fiscal stress as a deficiency in any oféh@gasures. Fiscal health is defined as a
government’s ability to maintain solvency in foueasures: cash, budgetary, long run, and

service level. Cash solvency refers to a locakgoment’s liquidity and effective cash
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management, as well as its ability to pay curriaftilities. Budgetary solvency refers to the
ability of the government to generate sufficientergues to fund its current or desired service
levels. Long run solvency refers to the impaagxikting long term obligations on future
resources. Service level solvency refers to thilgyabf the government to provide and sustain a
service level that citizens require and desiresc#istress is therefore defined as a deficiency in
any of these measures.

Because no cash measure is included in the Censsvernments data, | can only
measure cash solvency using a modified debt serata®e The typical debt service ratio
includes total interest on debt and principal paytse However, | only have information on
total interest on debt from the Census of Governmehtherefore measure the debt service as
the interest on debt compared to total revenues.

| measure budgetary solvency using an operatifigitdatio which measures the
operating surplus or deficit in comparison to to&lenues. A deficit in one year does not
necessarily indicate fiscal stress. A governmeay hrave unusually large expenditures in the
current year but have planned for such events apganoney in previous years. Credit rating
agencies are generally concerned when there id@ebdeficit in two consecutive years.
Because of this, | include an indicator for a budfgicit in two consecutive years or an
abnormally large deficit in one year.

| also measure budgetary solvency using an interganental revenues ratio, which
measures how dependent the city is on intergoventahransfers, and a property tax ratio,
which measures the tax base of the city. Propaxrtys the main revenue source for most cities

and therefore is a good indication of the healtthefcity’s budget.
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Unfortunately, the Census of Governments dataadd@rovide any measures of long
term solvency. However, these are partially cagutun the demographic variables that are
estimated in the next section. The crime resolthé previous section represent service level
solvency analysis.

| find no evidence that lagged residency laws aftlee fiscal health of a city as measured
by these five fiscal stress ratios as can be se&ables 3.11 and again in Table 3.12 where |
include a time trend. | control for populationgime per capita, race, percent of residents above
the age of 60, education, and number of vacantihgusits. Income per capita could be either
positive or negative because as income increafies, lmoth expenditures and revenues do as
well. There is also no clear prediction for tifleet of race. We might expect that as a city
ages, the government will be more fiscally stredssthuse there are fewer people working and
providing tax income, and more people getting pamsand retiree health care services.
However, | find this not to be true, controlling fihe other covariates. Education and income
per capita are closely correlated and may therdfereard to interpret.

Table 3.13 presents the results of the dynamic inddiere we see a slight dip in the
probability of having a large operating deficitioain the years before a residency law is
implemented, then a decrease again four, five sandr more years after the law is
implemented. However, we see a slight increasledrprobability of having an operating deficit
ratio two years in a row two and one years befoeddw is implemented, then an increased
chance four, five, and six or more years aftedadeis implemented. As discussed earlier,
having one or the other of these variables be igesitoes no alone indicate stress. Therefore,
since these results are of the opposite sign,dbeyot indicate a clear implication for the effect

of residency laws on fiscal stress. We also s&gght increase in the intergovernmental revenue
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ratios of cities the year before the implementatiba residency law, and then a reduction four
and six or more years after. This may imply anrioepment in the fiscal health of a city after a
residency law is implemented.

| examine the effect of the removal of a residemzuirement law on municipal fiscal
health in Tables 3.14 and 3.15. Both models, aitth without time trends, show no significant
effect of the removal of residency laws on thedideealth of cities.

In the dynamic model, presented in Table 3.16s@&gan elevated level of property taxes
both before and after the residency law is removEds may be due to overall trends in the

cities that remove the laws.

The Effect of Residency Requirement Laws on Demographics

Due to the nature of the census data, estimatmeffiect of residency requirement laws
on demographics is more difficult. Using the dyundaries in 2010 back over time, | can only
obtain demographic variables for the decennialsieatherefore estimate the model with the
data collapsed to the decennial years. This miededt ideal because it is so aggregated, so
results should be only used as a first glanceeaétfect of the laws on demographics.

Tables 3.17 and 3.18 present the results of tleetedf residency requirement laws on
population, unemployment, and per capita incomé déta collapsed to the decennial years
both with and without including a time trend. ndino evidence that residency laws have a
statistically significant effect on population, umgloyment, or income per capita.

In these models, | control for covariates thatthoright to affect each dependent
variable. Glaeser, Scheinkman, and Shleifer (1888)that population growth moves with

income growth, and that they are both positivelsitesl to schooling, negatively related to
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unemployment, and negatively related to employnrentanufacturing. | chose to include only
income per capita and not unemployment in my meuntgle they are difficult to interpret when
both are included. I also include other covarigiesight to affect population like crime,
property taxes, race, the share of the populatiahis elderly, and housing status. Similar
covariates are present in my percent unemployedrmadne per capita models. Sachs (2003)
argues that income per capita is caused by geograpich is captured in city fixed effects in
my model, and quality of institutions which is caq@d in fiscal stress variables in my model.

Tables 3.19 and 3.20 present the results of fleetedf the removal of residency
requirements on these variables collapsed to tbemgal years, with and without instruments.
Once again, we see no statistically significané&fbf the removal of residency laws on
population, percent unemployed, and income pet&api

Because the data is so aggregated in the preaimalgses, | further explore the effect of
residency laws on population by estimating the rhading yearly population estimates from the
Census of Governments. This model is also not lis@ause these population estimates do not
control for city boundary changes. However, the se&ts of results combined provide some idea
of the effect.

Tables 3.21 and 3.22 present the results of tlagyais with and without a time trend. |
find no statistically significant effect again. &l examine this model using dynamics, | again
find no significant correlation as can be seenabl& 3.23.

Tables 3.24 and 3.25 use these same data to extimieéect of the removal of
residency laws on population. | once again fincgigmificant effect with or without a time
trend, or dynamics. Removing a residency law da¢sppear to cause mass exodus from the

city as some policymakers fear.
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Conclusion

My results show that the implementation of a resocydaw may be correlated with a
slight increase in crime two years after the lawriplemented, and then a reduction in crime six
or more years after implementation. The removal [aw is correlated with an increase in
crime, but these results disappear once a time iseimcluded, indicating that this is likely
caused by city trends rather than by the law itself

Residency laws may be correlated with a reductantergovernmental revenues four
and six or more years after it is implemented.sThay imply a reduction in fiscal stress but it is
unclear using that indicator alone. Finally, residy laws and their removal do not appear to be
correlated with any changes in demographics or jatipa.

These results provide no evidence that residerguyinement laws remedy cities of high
crime rates, fiscal stress, or demographic illsaddition, removing a residency laws do not

appear to cause mass exodus from the city.
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APPENDIX
Tables and Figures

Table 3.1: Number of Cities in dataset with Residezry Requirements from 1970 to 2010

Number of Cities with
Residency Requirement

Year Laws
1920 3
1930 5
1940 9
1950 9
1960 15
1970 15
1980 24
1990 23
2000 20
2010 17
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Table 3.2: Descriptive Statistics

Variable Obs Mean Std. Dev.  Min Max
Residency Requirement 73 0.589 0.495 0.000 1.000
Population 2701 607,026 989,563 16,478 8,107,637
Crime 2701 45,640 68,666 49 682,063
% Age 18 to 25 2701 0.131 4% 6% 38%
% > Age 60 2701 0.145 4% 3% 37%
% Black 2701 0.209 17% 0% 86%
% Other Races 2701 0.044 5% 0% 37%
% High School Degree 2701 0.568 14% 16% 90%
% College Degree 2701 0.209 9% 4% 58%
% Vacant Units 2701 0.074 3% -1% 22%
% Owner Occupied Units 2701 0.534 10% 18% 83%
% Manufacturing Jobs 2701 0.151 7% 0% 42%
% Professional Jobs 2701 0.281 7% 10% 64%
Per Capita Expenditures 2701 $2.39 $1.78 $0.40 $16.78
Income Per Capita 2701$10,984.00 $7,095.50 $235.91 $40,813.89
Property Tax Per Capita 2701 O $0.36 $0.00 $2.51
Debt Ratio 2701 0.069 0.042 0.000 0.282
Operating Deficit Ratio > 5% 2701 0.544 0.498 0.000 1.000
Operating Deficit Ratio Two

Consecutive years 2650 0.317 0.466 0.000 1.000
Intergovernmental Revenue Ratio 2694 0.236 0.141 0.000 0.913
% Unemployed 2701 7% 3% 2% 20%

Table 3.3: City Residency Laws

Residency Requirement Law

Number of Cities Surveyed 100
Number of Responses 73
Number of Cities that had a Residency Law Betwe¥f0land

2006 42
Number of Cities that Removed a Residency Law Betwkd70

and 2006 23
Number of Cities that Removed a Residency Law Betwd70

and 2006 because of a State Ban 13
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Table 3.4: Mean Effect of Residency Requirement Lasvon Crime

1)
Crime
Lagged Residency Requirement Law 0.001
(0.045)
Lagged Log of Population Interpolated 0.995***
(0.159)
Lagged Log of Income Per Capita Interpolated 0.017
(0.122)
Lagged % Age 18 to 25 Interpolated 0.417
(0.836)
Lagged % Black Interpolated 0.636
(0.384)
Lagged % Other Races Interpolated -3.956***
(0.708)
Lagged % High School Degree Interpolated -0.798
(0.657)
Lagged % Vacant Units Interpolated 0.394
(0.886)
Observations 2,628
R-squared 0.617
Number of Cities 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.5: Mean Effect of Residency Requirement Lasvon Crime with Time Trend

1)
Crime
Lagged Residency Requirement Law -0.003
(0.043)
Lagged Log of Population Interpolated 1.008***
(0.308)
Lagged Log of Income Per Capita Interpolated 0.147
(0.130)
Lagged % Age 18 to 25 Interpolated -0.473
(0.504)
Lagged % Black Interpolated 0.213
(2.202)
Lagged % Other Races Interpolated 0.850
(2.349)
Lagged % High School Degree Interpolated 0.132
(0.966)
Lagged % Vacant Units Interpolated 0.368
(0.937)
Observations 2,628
R-squared 0.778
Number of Cities 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.6: Dynamic Effects of Residency Requiremertaws on Crime

1)
Crime
Six years before Residency Law Implementation 0.026
(0.032)
Five years before Residency Law Implementation 0.033
(0.042)
Four years before Residency Law Implementation 0.024
(0.045)
Three years before Residency Law Implementation -0.006
(0.055)
Two years before Residency Law Implementation -0.018
(0.072)
One year before Residency Law Implementation -0.025
(0.076)
Year of Residency Law Implementation 0.034
(0.036)
One year after Residency Law Implementation 0.040
(0.026)
Two years after Residency Law Implementation 0.042*
(0.021)
Three years after Residency Law Implementation Omitted
Four years after Residency Law Implementation 0.010
(0.021)
Five years after Residency Law Implementation -0.033
(0.031)
Six or more years after Residency Law Implementatio -0.145%**
(0.048)
Lagged Log of Population Interpolated 1.328***
(0.369)
Lagged Log of Income Per Capita Interpolated -0.137
(0.337)
Lagged % Age 18 to 25 Interpolated 1.930
(1.430)
Lagged % Black Interpolated -0.057
(0.976)
Lagged % Other Races Interpolated -0.993***
(3.478)
Lagged % High School Degree Interpolated -1.328
(1.210)
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Table 3.6 (cont’d)

1)
Crime
Lagged % Vacant Units Interpolated 4.984**
(1.878)

Observations 578
R-squared 0.477

Robust standard errors in parentheses, clustetbe atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.

Table 3.7: Mean Effect of the Removal of Residendyequirement Laws on Crime

(1)

Crime
Lagged Removal of Residency Requirement Law -0.116*
(0.060)
Lagged Log of Population Interpolated 0.833***
(0.146)
Lagged Log of Income Per Capita Interpolated 0.07
(0.116)
Lagged % Age 18 to 25 Interpolated -0.139
(0.803)
Lagged % Black Interpolated 0.381
(0.388)
Lagged % Other Races Interpolated -3.476***
(0.558)
Lagged % High School Degree Interpolated -1.136*
(0.654)
Lagged % Vacant Units Interpolated 0.481
(0.862)
Observations 2,392
R-squared 0.657
Number of Cities 73

Robust standard errors in parentheses, clustetée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample & panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.8: Mean Effect of the Removal of Residendyequirement Laws on Crime with

Time Trend
1)
Crime
Lagged Removal of Residency Requirement Law -0.037
(0.068)
Lagged Log of Population Interpolated 0.831**
(0.328)
Lagged Log of Income Per Capita Interpolated 0.153
(0.137)
Lagged % Age 18 to 25 Interpolated -0.965*
(0.492)
Lagged % Black Interpolated 0.122
(1.315)
Lagged % Other Races Interpolated 0.909
(2.055)
Lagged % High School Degree Interpolated -0.1
(1.034)
Lagged % Vacant Units Interpolated 0.689
(0.959)
Observations 2,392
R-squared 0.809
Number of Cities 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.9: Dynamic Effects of the Removal of Residey Requirement Laws on Crime

1)
Crime
Six years before Residency Law Removal -0.035
(0.039)
Five years before Residency Law Removal -0.034
(0.050)
Four years before Residency Law Removal -0.029
(0.055)
Three years before Residency Law Removal 0.015
(0.060)
Two years before Residency Law Removal 0.042
(0.070)
One year before Residency Law Removal 0.042
(0.065)
Year of Residency Law Removal 0.039
(0.068)
One year after Residency Law Removal 0.032
(0.068)
Two years after Residency Law Removal 0.024
(0.062)
Three years after Residency Law Removal 0.010
(0.064)
Four years after Residency Law Removal -0.026
(0.088)
Five years after Residency Law Removal -0.005
(0.062)
Six or more years after Residency Law Removal 9.02
(0.067)
Lagged Log of Population Interpolated 0.851***
(0.168)
Lagged Log of Income Per Capita Interpolated 0.034
(0.148)
Lagged % Age 18 to 25 Interpolated -0.213
(0.744)
Lagged % Black Interpolated 0.187
(0.436)
Lagged % Other Races Interpolated -3.814***
(0.764)
Lagged % High School Degree Interpolated -1.828**
(0.786)
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Table 3.9 (cont’d)

1)
Crime
Lagged % Vacant Units Interpolated 2.554**
(1.206)
Observations 1,785
R-squared 0.595
Number of Cities 72

Robust standard errors in parentheses, clustetée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the

US (as of 2010) from 1970- 2006.

Table 3.10: Fiscal Stress Ratiégs4

Ratio

Calculation

Large Operating Deficit Ratio

Operating Deficit Ratio for Two Consecutive
Years

Intergovernmental Revenue Ratio

Debt Ratio

Property Tax Per Capita

= ((Expenditures - Revenues)/
Revenues)>.05

= (Expenditures - Revenues)/ Revenues>0

= IntergovernmdRéalenues/ Revenues
= Debt Interest/ Revenues
= Property Tax RevenueliRtipn

84 Each of these variables is converted into 201&dol
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Table 3.11: Mean Effect of Residency Requirement lvas on Municipal Fiscal Health

1) 2) 3) (4) 5)
. Operating Log of
Operaling it Two Intergovern- Debt Property
Deficit . mental :
Ratio > 5% Consecutive Revenue Ratio Ratio Tax I_Der
Years Capita
Lagged Residency
Requirement Law -0.020 0.025 -0.001 -0.001 0.001
(0.037) (0.047) (0.010) (0.003) (0.048)
Lagged Log of
Population
Interpolated 0.003 0.094 0.006 -0.011 0.024
(0.155) (0.169) (0.032) (0.017) (0.168)
Lagged Log of
Income Per Capita
Interpolated 0.257* -0.360** 0.040 0.005 0.285*
(0.133) (0.136) (0.029) (0.017) (0.153)
Lagged % Black
Interpolated 0.210 -0.570 0.486*** -0.153*** -0.463
(0.670) (0.738) (0.099) (0.058) (0.683)
Lagged % Other
Races Interpolated -1.711% 1.322 -0.001 0.035 9.78
(0.863) (0.952) (0.196) (0.100) (1.047)
Lagged % > Age 60
Interpolated -0.398 0.297 -0.252 -0.271* -0.167
(0.983) (1.040) (0.222) (0.117) (1.046)
Lagged % High
School Degree
Interpolated 0.920 -1.131* 0.301*** -0.117* -0.854
(0.636) (0.579) (0.109) (0.068) (0.651)
Lagged % Vacant
Units Interpolated -0.541 0.823 0.326 0.138 1.027
(1.132) (1.226) (0.231) (0.094) (0.919)
Observations 2,628 2,628 2,622 2,622 2,617
R-squared 0.084 0.081 0.411 0.246 0.241
Number of Cities 73 73 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **

significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.12: Mean Effect of Residency Requirement lvas on Municipal Fiscal Health with

Time Trend
1) 2) 3) (4) 5)
: Operating Log of
ODper_at_lng Deficit Two Intergovern- Property
eficit . mental )
Ratio > 5% Consecutive Revenue Ratio Ratio Tax I?er
Years Capita
Lagged Residency
Requirement Law -0.008 0.021 -0.001 0.002 0.007
(0.047) (0.052) (0.009) (0.004) (0.039)
Lagged Log of
Population
Interpolated -0.371 0.388 -0.075 0.062 0.852**
(0.487) (0.437) (0.087) (0.046) (0.349)
Lagged Log of
Income Per Capita
Interpolated 0.157 -0.192 -0.004 -0.006 0.320***
(0.226) (0.245) (0.032) (0.019) (0.120)
Lagged % Black
Interpolated 1.211 -1.421 0.240 -0.114 -0.510
(1.236) (1.280) (0.189) (0.110) (0.969)
Lagged % Other
Races Interpolated 2.703 -3.497 0.049 0.527 2.848
(2.819) (3.048) (0.504) (0.369) (3.235)
Lagged % > Age 60
Interpolated -0.065 -0.435 -0.903 -0.122 2.841**
(2.771) (2.783) (0.660) (0.287) (1.392)
Lagged % High
School Degree
Interpolated -0.792 0.855 0.162 -0.145 -0.234
(1.479) (1.651) (0.254) (0.197) (0.906)
Lagged % Vacant
Units Interpolated 0.612 -0.362 0.217 0.307** 1.202
(1.338) (1.496) (0.198) (0.144) (1.031)
Observations 2,628 2,628 2,622 2,622 2,617
R-squared 0.151 0.177 0.585 0.439 0.492
Number of Cities 73 73 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the

US (as of 2010) from 1970- 2006.
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Table 3.13: Dynamic Effects of Residency Requireméhaws on Municipal Fiscal Health

1) (2) 3) (4) 5)
: Operating Log of
ODper_at_mg Deficit Two Intergovern- oy Property
eficit . mental :
Ratio > 5% Consecutive Revenue Ratio Ratio Tax I?er
Years Capita

Six years before

Residency Law

Implementation -0.081 0.064 0.008 -0.022 -0.073
(0.145) (0.124) (0.012) (0.014) (0.050)

Five years before

Residency Law

Implementation -0.336** 0.120 0.014 -0.017 -0.116
(0.161) (0.143) (0.016) (0.014) (0.072)

Four years before

Residency Law

Implementation -0.316* 0.079 0.002 -0.019 -0.099
(0.157) (0.146) (0.021) (0.016) (0.084)

Three years before

Residency Law

Implementation -0.167 0.124 0.026 -0.014 -0.047
(0.180) (0.132) (0.022) (0.016) (0.061)

Two years before

Residency Law

Implementation -0.418*** 0.182* 0.034 -0.017 -0.083
(0.115) (0.102) (0.023) (0.014) (0.065)

One year before

Residency Law

Implementation -0.253* 0.189* 0.041* -0.019 -0.081
(0.142) (0.105) (0.023) (0.016) (0.072)

Year of Residency

Law

Implementation -0.145 0.115 -0.015 0.000 0.061
(0.151) (0.109) (0.016) (0.005) (0.077)

One year after

Residency Law

Implementation -0.179 0.192 -0.013 -0.001 -0.021
(0.187) (0.139) (0.014) (0.005) (0.033)

Two years after

Residency Law

Implementation -0.033 0.039 -0.018 0.003 0.003
(0.163) (0.113) (0.012) (0.004) (0.040)
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Table 3.13 (cont’d)

1) 2) 3) (4) (5)
: Operating Log of
ODper_at_lng Deficit Two Intergovern- ¢ Property
eficit . mental :
Ratio > 5% Consecutive Revenue Ratio Ratio Tax Eer
Years Capita
Three years after
Residency Law
Implementation Omitted Omitted Omitted Omitted  Qut
Four years after
Residency Law
Implementation -0.319*** 0.184** -0.015* 0.000 -(B8
(0.116) (0.090) (0.009) (0.003) (0.031)
Five years after
Residency Law
Implementation -0.287* 0.282** -0.001 0.001 -0.032
(0.165) (0.119) (0.010) (0.005) (0.031)
Six or more years
after Residency Law
Implementation -0.228* 0.246** -0.034*** 0.004 0.80
(0.128) (0.098) (0.011) (0.007) (0.042)
Lagged Log of
Population
Interpolated 0.360 -0.753 -0.034 0.076 0.929**
(0.615) (0.906) (0.121) (0.081) (0.358)
Lagged Log of
Income Per Capita
Interpolated -0.436 0.252 0.236** -0.056 -0.142
(0.593) (0.652) (0.092) (0.041) (0.432)
Lagged % Black
Interpolated -1.588 1.118 0.539 -0.339** -0.545
(2.001) (1.326) (0.323) (0.144) (1.379)
Lagged % Other
Races Interpolated 2.018 -1.815 3.214* -0.246 -5.285
(4.960) (5.488) (1.788) (0.509) (4.818)
Lagged % > Age 60
Interpolated -0.828 0.268 -0.618 -0.448 2.511
(4.266) (5.256) (1.162) (0.497) (3.861)
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Table 3.13 (cont’d)

(1) 2) 3) (4) (5)
. Operating Log of
DOpe_ratlng Deficit Two Intergovern-— ot Property
eficit Ratio . mental ;
> 5% Consecutive Revenue Ratio Ratio Tax Eer
Years Capita
Lagged % High
School Degree
Interpolated 3.193 -2.284 1.017* -0.003 -2.607
(2.225) (2.048) (0.549) (0.243) (1.690)
Lagged % Vacant
Units
Interpolated -4.791* 0.891 0.135 0.643** 2.510
(2.822) (3.028) (0.860) (0.276) (3.744)
Observations 578 578 578 578 578
R-squared 0.146 0.125 0.447 0.359 0.113
Number of Cities 34 34 34 34 34

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **

significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.14: Mean Effect of the Removal of Residendyequirement Laws on Municipal

Fiscal Health
1) 2) 3) (4) (5)f
: Operatin Log o
ODper_at_lng Deﬁcit ng(]) Intergovern- Pro?)erty
eficit : mental :
Ratio > 5% Consecutive Revenue Ratio Ratio Tax Eer
Years Capita
Lagged Removal of
Residency
Requirement Law 0.038 -0.018 -0.018 0.006 0.043
(0.064) (0.074) (0.015) (0.006) (0.045)
Lagged Log of
Population
Interpolated 0.056 0.053 0.003 -0.006 0.082
(0.177) (0.183) (0.037) (0.019) (0.161)
Lagged Log of
Income Per Capita
Interpolated 0.23 -0.330** 0.042 0.002 0.233
(0.145) (0.144) (0.032) (0.019) (0.152)
Lagged % Black
Interpolated 0.314 -0.77 0.524*** -0.154** -0.326
(0.723) (0.782) (0.103) (0.064) (0.694)
Lagged % Other
Races Interpolated  -1.988** 1.558* -0.034 0.061 -0.254
(0.827) (0.926) (0.180) (0.101) (1.021)
Lagged % > Age 60
Interpolated -0.321 0.006 -0.357* -0.213* 0.029
(2.078) (1.143) (0.211) (0.114) (1.190)
Lagged % High
School Degree
Interpolated 1.072 -1.192* 0.296** -0.106 -1.098
(0.683) (0.621) (0.118) (0.071) (0.685)
Lagged % Vacant
Units Interpolated -0.62 0.955 0.287 0.166* 0.951
(1.175) (1.249) (0.224) (0.096) (0.892)
Observations 2,392 2,392 2,386 2,386 2,381
R-squared 0.086 0.082 0.395 0.227 0.254
Number of Cities 73 73 73 73 73

Robust standard errors in parentheses, clustetée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample & panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.15: Mean Effect of the Removal of Residendyequirement Laws on Municipal

Fiscal Health with Time Trend

(1) 2) 3) (4) 5)
. Operating Log of
Oger_at_lng Deficit Two Intergovern- — ry ¢ Property
eficit . mental :
Ratio > 5% Consecutive Revenue Ratio Ratio Tax I?er
Years Capita
Lagged Removal of
Residency
Requirement Law 0.041 -0.024 -0.007 -0.007 -0.033
(0.078) (0.084) (0.013) (0.008) (0.041)
Lagged Log of
Population
Interpolated -0.272 0.394 -0.078 0.074 0.888**
(0.566) (0.499) (0.090) (0.048) (0.383)
Lagged Log of
Income Per Capita
Interpolated 0.089 -0.103 -0.003 -0.010 0.298**
(0.250) (0.275) (0.034) (0.021) (0.121)
Lagged % Black
Interpolated 2.500* -2.420* 0.290 -0.098 -1.111
(1.472) (1.362) (0.252) (0.145) (0.956)
Lagged % Other
Races Interpolated 3.688 -4.531 -0.334 0.281 2.685
(2.833) (3.004) (0.509) (0.327) (3.307)
Lagged % > Age 60
Interpolated -0.963 -0.172 -0.731 -0.057 2.556*
(3.058) (3.085) (0.664) (0.323) (1.445)
Lagged % High
School Degree
Interpolated -1.196 1.930 0.149 -0.159 -0.084
(2.775) (1.883) (0.285) (0.233) (0.987)
Lagged % Vacant
Units Interpolated 0.911 -0.739 0.191 0.328** 0.642
(1.412) (1.557) (0.212) (0.159) (1.042)
Observations 2,392 2,392 2,386 2,386 2,381
R-squared 0.161 0.188 0.59 0.425 0.483
Number of Cities 73 73 73 73 73

Robust standard errors in parentheses, clustetbe atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.16: Dynamic Effect of the Removal of Residey Requirement Laws on Municipal

Fiscal Health
(1) 2) 3) (4) (5)
Oper.atllng Operating Deficit  Intergovern- Log of
Deficit Two C tive mental Revenue Debt Property Tax
Ratio > wo f-onsecu . Ratio perty |
Years Ratio Per Capita
5%

Six years before

Residency Law

Removal -0.028 -0.006 -0.019* 0.024* 0.085**
(0.138) (0.113) (0.010) (0.013) (0.041)

Five years before

Residency Law

Removal 0.233 -0.046 -0.018 0.019 0.102**
(0.143) (0.130) (0.013) (0.014) (0.046)

Four years before

Residency Law

Removal 0.207 -0.035 -0.005 0.022 0.090
(0.147) (0.141) (0.017) (0.015) (0.066)

Three years before

Residency Law

Removal 0.129 -0.083 -0.030 0.013 0.117*
(0.128) (0.104) (0.021) (0.014) (0.061)

Two years before

Residency Law

Removal 0.331*** -0.132 -0.014 0.018 0.122*
(0.107) (0.100) (0.022) (0.012) (0.062)

One year before

Residency Law

Removal 0.108 -0.166* -0.019 0.023* 0.120*
(0.092) (0.089) (0.023) (0.013) (0.068)

Year of Residency

Law Removal 0.076 0.050 -0.035* 0.021 0.192***
(0.109) (0.113) (0.020) (0.014) (0.059)

One year after

Residency Law

Removal 0.181 0.012 -0.019 0.017 0.178***
(0.109) (0.106) (0.021) (0.015) (0.063)

Two years after

Residency Law

Removal 0.123 -0.037 -0.024 0.021 0.167**
(0.108) (0.097) (0.027) (0.014) (0.065)
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Table 3.16 (cont’d)

(1) 2) 3) (4) 5)
Oper.atllng Operating Deficit  Intergovern- Log of
Deficit Two C tive mental Revenue Debt Property Tax
Ratio > wo f-onsecu . Ratio perty |
Years Ratio Per Capita
5%

Three years after

Residency Law

Removal 0.157 0.024 -0.021 0.016 0.163**
(0.111) (0.106) (0.028) (0.014) (0.064)

Four years after

Residency Law

Removal 0.110 -0.080 -0.033 0.017 0.198***
(0.123) (0.111) (0.026) (0.013) (0.071)

Five years after

Residency Law

Removal 0.140 0.017 -0.015 0.017 0.030
(0.113) (0.130) (0.028) (0.013) (0.096)

Six or more years

after Residency

Law Removal 0.154 -0.110 -0.043 0.017 0.116
(0.122) (0.126) (0.029) (0.013) (0.073)

Lagged Log of

Population

Interpolated -0.009 0.110 0.010 0.008 0.196
(0.238) (0.247) (0.051) (0.024) (0.183)

Lagged Log of

Income Per

Capita

Interpolated 0.425** -0.528** 0.051 0.003 0.174
(0.207) (0.224) (0.044) (0.023) (0.181)

Lagged % Black

Interpolated 0.816 -1.275 0.418*** -0.215** -0.672
(0.873) (0.884) (0.142) (0.082) (0.752)

Lagged % Other

Races

Interpolated -2.146** 2.106* -0.080 0.057 -1.083
(1.049) (1.163) (0.250) (0.126) (1.305)

Lagged % > Age

60 Interpolated -1.310 0.937 -0.373 -0.236 -0.348
(2.212) (2.632) (0.337) (0.161) (1.431)
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Table 3.16 (cont’d)

(1) 2) 3) (4) (5)
Oper.atllng Operating Deficit Intergovern- Log of
Deficit . Debt
. Two Consecutive mental Revenue . Property Tax
Ratio > . Ratio :
Years Ratio Per Capita
5%
Lagged % High
School Degree
Interpolated 2.788**  -2.795** 0.282* -0.071 -1.184
(1.111) (1.205) (0.151) (0.099) (0.735)
Lagged %
Vacant Units
Interpolated -1.822 2.366 0.252 0.303** 1.789
(1.516) (1.539) (0.353) (0.138) (1.357)
Observations 1,785 1,785 1,785 1,785 1,785
R-squared 0.07 0.072 0.452 0.269 0.22
Number of Cities 72 72 72 72 72

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.17: The Effect of Residency Requirement Lasvon Municipal Demographics

Collapsed to Decennial Years

1) 2) 3)
Log Percent Income Per
Population Unemployed Capita
Lagged Residency Requirement Law -0.007 0.003 -0.007
(0.023) (0.003) (0.032)
Lagged Log of Crime 0.132%** 0.006** 0.273***
(0.032) (0.002) (0.065)
Lagged Log of Property Tax Per
Capita -0.021 -0.003 0.126*
(0.032) (0.004) (0.072)
Lagged Debt Ratio 0.132 0.067** 0.076
(0.198) (0.030) (0.436)
Lagged Per Capita Expenditures -0.082** 0.002 -0.168*
(0.041) (0.006) (0.095)
Lagged Log of Income Per Capita
Interpolated 0.560***
(0.064)
Lagged % Black Interpolated -0.855*** 0.078*** -1.304***
(0.258) (0.021) (0.288)
Lagged % Other Races Interpolated 1.531*** -0.131** 2.450**
(0.536) (0.051) (1.013)
Lagged % > Age 60 Interpolated 0.182 -0.010 5.769***
(0.749) (0.034) (1.249)
Lagged % High School Degree
Interpolated -0.453 0.264*** -1.349
(0.486) (0.034) (0.932)
Lagged % College Degree Interpolated -1.025 0.071 2.681**
(0.749) (0.074) (1.309)
Lagged % Manufacturing Jobs
Interpolated 0.042 0.006 0.603
(0.340) (0.031) (0.634)
Lagged % Professional Jobs
Interpolated -1.084* 0.150** -1.229
(0.586) (0.071) (1.388)
Lagged % Vacant Units Interpolated -0.671*
(0.397)

123



Table 3.17 (cont’d)

1) (2) 3)
Income Per
Log Population  Percent Unemployed Capita

Lagged % Owner Occupied Units

Interpolated 0.284

(0.314)
Observations 291 291 291
R-squared 0.912 0.421 0.951
Number of Cities 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970, 1980, 1990, 2000, ar@620
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Table 3.18: The Effect of Residency Requirement Lasvon Municipal Demographics

Collapsed to Decennial Years with Time Trend

1) (2) 3)
Log Percent Income Per
Population Unemployed Capita
Lagged Residency Requirement Law -0.018 0.004 0.020
(0.015) (0.007) (0.046)
Lagged Log of Crime 0.054** 0.015** 0.013
(0.021) (0.006) (0.041)
Lagged Log of Property Tax Per
Capita 0.004 -0.009 0.102
(0.018) (0.007) (0.074)
Lagged Debt Ratio 0.052 0.106** 0.325
(0.134) (0.044) (0.339)
Lagged Per Capita Expenditures -0.051 0.009 -0.006
(0.034) (0.011) (0.099)
Lagged Log of Income Per Capita
Interpolated 0.125%**
(0.041)
Lagged % Black Interpolated -1.159** 0.407*** -1.136
(0.548) (0.089) (0.852)
Lagged % Other Races Interpolated -0.020 0.221 -5.379**
(0.760) (0.330) (2.168)
Lagged % > Age 60 Interpolated -3.629*** 0.347 -3.172
(0.870) (0.269) (2.150)
Lagged % High School Degree
Interpolated -1.687*** 0.134 -0.546
(0.510) (0.116) (1.188)
Lagged % College Degree Interpolated -1.898** 0.293 5.186***
(0.796) (0.218) (1.757)
Lagged % Manufacturing Jobs
Interpolated 0.381 0.203 -1.813
(0.553) (0.126) (1.189)
Lagged % Professional Jobs
Interpolated 0.762 0.103 -1.621
(0.517) (0.196) (1.715)
Lagged % Vacant Units Interpolated -0.482*
(0.289)
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Table 3.18: The Effect of Residency Requirement Lasvon Municipal Demographics

Collapsed to Decennial Years with Time Trend

(1) (2) 3)
Income Per
Log Population Percent Unemployed Capita

Lagged % Owner Occupied Units

Interpolated 0.456

(0.326)
Observations 291 291 291
R-squared 0.989 0.636 0.991
Number of Cities 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970, 1980, 1990, 2000, ar@620
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Table 3.19: The Effect of the Removal of Residendyequirement Laws on Municipal

Demographics Collapsed to Decennial Years

1) (2) 3)
Log Percent Income Per
Population Unemployed Capita
Lagged Removal of Residency
Requirement Law 0.014 -0.004 -0.027
(0.033) (0.005) (0.049)
Lagged Log of Crime 0.124*** 0.006** 0.276***
(0.031) (0.003) (0.069)
Lagged Log of Property Tax Per Capita -0.029 -0.003 0.145*
(0.035) (0.004) (0.079)
Lagged Debt Ratio 0.157 0.069** 0.095
(0.187) (0.032) (0.465)
Lagged Per Capita Expenditures -0.087* -0.001 -0.140
(0.047) (0.006) (0.106)
Lagged Log of Income Per Capita
Interpolated 0.565***
(0.066)
Lagged % Black Interpolated -0.926*** 0.086*** -1.185%**
(0.283) (0.023) (0.326)
Lagged % Other Races Interpolated 1.469** -0.135** 2.126*
(0.555) (0.057) (1.083)
Lagged % > Age 60 Interpolated 0.481 -0.013 6.014***
(0.777) (0.037) (1.316)
Lagged % High School Degree
Interpolated -0.621 0.273*** -1.152
(0.498) (0.039) (0.918)
Lagged % College Degree Interpolated -1.529* 0.101 2.946**
(0.786) (0.078) (1.448)
Lagged % Manufacturing Jobs
Interpolated 0.038 0.033 0.789
(0.392) (0.035) (0.699)
Lagged % Professional Jobs
Interpolated -0.790 0.139* -1.413
(0.646) (0.070) (2.473)
Lagged % Vacant Units Interpolated -0.598
(0.398)
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Table 3.19 (cont’d)

1) (2) 3)
Income Per
Log Population  Percent Unemployed Capita

Lagged % Owner Occupied Units

Interpolated 0.239

(0.322)
Observations 278 278 278
R-squared 0.917 0.400 0.949
Number of Cities 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970, 1980, 1990, 2000, ar@620
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Table 3.20: The Effect of the Removal of Residendyequirement Laws on Municipal

Demographics Collapsed to Decennial Years with Timé&rend

1) (2) 3)
Log Percent Income Per
Population Unemployed Capita
Lagged Removal of Residency
Requirement Law 0.021 -0.005 -0.007
(0.021) (0.009) (0.049)
Lagged Log of Crime 0.063*** 0.011* 0.007
(0.023) (0.006) (0.039)
Lagged Log of Property Tax Per Capita -0.006 -0.010 0.144**
(0.022) (0.007) (0.070)
Lagged Debt Ratio 0.068 0.105** 0.287
(0.143) (0.048) (0.334)
Lagged Per Capita Expenditures -0.042 0.006 0.046
(0.038) (0.012) (0.113)
Lagged Log of Income Per Capita
Interpolated 0.137***
(0.050)
Lagged % Black Interpolated -1.170** 0.457*** -0.514
(0.533) (0.090) (0.839)
Lagged % Other Races Interpolated 0.211 0.182 -5.051**
(0.737) (0.294) (2.085)
Lagged % > Age 60 Interpolated -3.717*** 0.372 -3.263
(0.969) (0.275) (2.254)
Lagged % High School Degree
Interpolated -1.666*** 0.088 -0.661
(0.517) (0.125) (1.168)
Lagged % College Degree Interpolated -2.059** 0.439** 5.212%**
(0.868) (0.199) (1.772)
Lagged % Manufacturing Jobs
Interpolated 0.516 0.281** -2.261*
(0.583) (0.123) (1.176)
Lagged % Professional Jobs
Interpolated 0.890 -0.057 -1.329
(0.583) (0.225) (1.546)
Lagged % Vacant Units Interpolated -0.532*
(0.304)
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Table 3.20 (cont’d)

1) (2) 3)
Percent Income
Log Population Unemployed Per Capita

Lagged % Owner Occupied Units
Interpolated 0.489

(0.321)
Observations 278 278 278
R-squared 0.99 0.669 0.991
Number of Cities 73 73 73

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970, 1980, 1990, 2000, ar@620
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Table 3.21: Mean Effect of Residency Requirement lvas on Population Using Yearly

Census of Governments Estimates

1)

Log Population

Lagged Residency Requirement Law -0.031
(0.024)
Lagged Log of Crime 0.157***
(0.035)
Lagged Log of Property Tax Per Capita -0.029
(0.027)
Lagged Debt Ratio 0.194
(0.174)
Lagged Per Capita Expenditures -0.059
(0.036)
Lagged Log of Income Per Capita Interpolated 0.702***
(0.078)
Lagged % Black Interpolated -1.118***
(0.310)
Lagged % Other Races Interpolated 1.629***
(0.591)
Lagged % > Age 60 Interpolated 0.098
(0.882)
Lagged % High School Degree Interpolated -1.371**
(0.659)
Lagged % College Degree Interpolated -2.263**
(0.983)
Lagged % Manufacturing Jobs Interpolated -0.348
(0.384)
Lagged % Professional Jobs Interpolated -1.676**
(0.772)
Lagged % Vacant Units Interpolated -0.804
(0.755)
Lagged % Owner Occupied Units Interpolated -0.015
(0.211)
Observations 2,618
Number of Cities 73
R-squared 0.861

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **

significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the

US (as of 2010) from 1970- 2006.
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Table 3.22: Mean Effect of Residency Requirement lvas on Population Using Yearly

Census of Governments Estimates with Time Trend

1)

Log Population

Lagged Residency Requirement Law -0.030
(0.025)
Lagged Log of Crime 0.047*
(0.019)
Lagged Log of Property Tax Per Capita -0.010
(0.015)
Lagged Debt Ratio 0.226
(0.152)
Lagged Per Capita Expenditures -0.008
(0.024)
Lagged Log of Income Per Capita Interpolated 0.159***
(0.047)
Lagged % Black Interpolated -0.827***
(0.312)
Lagged % Other Races Interpolated -0.376
(1.394)
Lagged % > Age 60 Interpolated -4.384***
(0.794)
Lagged % High School Degree Interpolated -0.965*
(0.506)
Lagged % College Degree Interpolated 0.134
(1.226)
Lagged % Manufacturing Jobs Interpolated 0.543
(0.791)
Lagged % Professional Jobs Interpolated 0.683
(0.609)
Lagged % Vacant Units Interpolated -0.397
(0.398)
Lagged % Owner Occupied Units Interpolated 0.601**
(0.255)
Observations 2,618
Number of Cities 73
R-squared 0.955

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **

significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the

US (as of 2010) from 1970- 2006.
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Table 3.23: Dynamic Effect of Residency Requiremeritaws on Population Using Yearly

Census of Governments Estimates

1)
Log Population
Six years before Residency Law Implementation 0.019
(0.015)
Five years before Residency Law Implementation 0.003
(0.019)
Four years before Residency Law Implementation 0.011
(0.019)
Three years before Residency Law Implementation 0.003
(0.018)
Two years before Residency Law Implementation 0.006
(0.022)
One year before Residency Law Implementation 0.005
(0.024)
Year of Residency Law Implementation -0.015
(0.014)
One year after Residency Law Implementation -0.010
(0.009)
Two years after Residency Law Implementation -0.007
(0.010)
Three years after Residency Law Implementation Omitted
Four years after Residency Law Implementation 0.004
(0.009)
Five years after Residency Law Implementation 0.005
(0.009)
Six or more years after Residency Law Implementatio 0.019
(0.014)
Lagged Log of Crime 0.098***
(0.032)
Lagged Log of Property Tax Per Capita -0.004
(0.004)
Lagged Debt Ratio 0.182
(0.167)
Lagged Per Capita Expenditures 0.045*
(0.023)
Lagged Log of Income Per Capita Interpolated 0.571*
(0.220)
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Table 3.23 (cont’d)

1)
Log Population
(0.264)
Lagged % Other Races Interpolated 2.136
(1.695)
Lagged % > Age 60 Interpolated 0.772
(1.696)
Lagged % High School Degree Interpolated 0.507
(0.732)
Lagged % College Degree Interpolated -1.035
(1.743)
Lagged % Manufacturing Jobs Interpolated 1.012**
(0.376)
Lagged % Professional Jobs Interpolated -0.837
(1.089)
Lagged % Vacant Units Interpolated -1.198*
(0.597)
Lagged % Owner Occupied Units Interpolated -0.766
(0.590)
Observations 578
Number of Cities 34
R-squared 0.667

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample a panel of 73 of the 100 largest cities in the
US (as of 2010) from 1970- 2006.
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Table 3.24: Mean Effect of the Removal of Residendyequirement Laws on Population

Using Yearly Census of Governments Estimates

1)
Log Population
Lagged Removal of Residency Requirement Law 0.026
(0.037)
Lagged Log of Crime 0.142***
(0.040)
Lagged Log of Property Tax Per Capita -0.029
(0.028)
Lagged Debt Ratio 0.195
(0.174)
Lagged Per Capita Expenditures -0.070
(0.042)
Lagged Log of Income Per Capita Interpolated 0.708***
(0.081)
Lagged % Black Interpolated -1.258***
(0.353)
Lagged % Other Races Interpolated 1.501**
(0.630)
Lagged % > Age 60 Interpolated 0.472
(0.879)
Lagged % High School Degree Interpolated -1.630**
(0.754)
Lagged % College Degree Interpolated -2.752**
(1.134)
Lagged % Manufacturing Jobs Interpolated -0.509
(0.468)
Lagged % Professional Jobs Interpolated -1.276
(0.888)
Lagged % Vacant Units Interpolated -0.763
(0.770)
Lagged % Owner Occupied Units Interpolated -0.106
(0.226)
Observations 2,382
Number of Cities 73
R-squared 0.87

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke a panel of 73 of the largest cities in the US
(as of 2010) from 1970- 2006.
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Table 3.25: Mean Effect of the Removal of Residendyequirement Laws on Population

Using Yearly Census of Governments Estimates withifhe Trend

1)
Log Population
Lagged Removal of Residency Requirement Law 0.054
(0.036)
Lagged Log of Crime 0.049**
(0.023)
Lagged Log of Property Tax Per Capita -0.011
(0.015)
Lagged Debt Ratio 0.248
(0.156)
Lagged Per Capita Expenditures -0.011
(0.024)
Lagged Log of Income Per Capita Interpolated 0.178***
(0.047)
Lagged % Black Interpolated -1.146%**
(0.362)
Lagged % Other Races Interpolated -0.440
(1.380)
Lagged % > Age 60 Interpolated -4.568***
(0.907)
Lagged % High School Degree Interpolated -0.878
(0.579)
Lagged % College Degree Interpolated 0.124
(1.183)
Lagged % Manufacturing Jobs Interpolated 0.418
(0.787)
Lagged % Professional Jobs Interpolated 0.649
(0.664)
Lagged % Vacant Units Interpolated -0.426
(0.418)
Lagged % Owner Occupied Units Interpolated 0.563*
(0.305)
Observations 2,382
Number of Cities 73
R-squared 0.959

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Samplke a panel of 73 of the largest cities in the US
(as of 2010) from 1970- 2006.
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Table 3.26: Dynamic Effect of the Removal of Residey Requirement Laws on Population

Using Yearly Census of Governments Estimates

1)

Log Population

Six years before Residency Law Removal
Five years before Residency Law Removal
Four years before Residency Law Removal
Three years before Residency Law Removal
Two years before Residency Law Removal
One year before Residency Law Removal
Year of Residency Law Removal

One year after Residency Law Removal
Two years after Residency Law Removal
Three years after Residency Law Removal
Four years after Residency Law Removal

Five years after Residency Law Removal

Six or more years after Residency Law Removal

Lagged Log of Crime
Lagged Log of Property Tax Per Capita
Lagged Debt Ratio

Lagged Per Capita Expenditures
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-0.011
(0.023)
0.001
(0.026)
-0.013
(0.025)
-0.013
(0.025)
-0.011
(0.024)
-0.038
(0.036)
-0.035
(0.029)
-0.033
(0.032)
-0.022
(0.036)
-0.017
(0.037)
-0.015
(0.040)
-0.022
(0.042)
D.02
(0.043)
0.145%+
(0.038)
-0.027
(0.022)
0.042
(0.122)
0.008
(0.028)



Table 3.26 (cont’d)

1)
Log Population
(0.076)
Lagged % Black Interpolated -0.842**
(0.370)
Lagged % Other Races Interpolated 1.472**
(0.705)
Lagged % > Age 60 Interpolated 0.164
(0.962)
Lagged % High School Degree Interpolated -1.122
(0.721)
Lagged % College Degree Interpolated -2.698**
(1.163)
Lagged % Manufacturing Jobs Interpolated 0.335
(0.426)
Lagged % Professional Jobs Interpolated -1.793*
(0.966)
Lagged % Vacant Units Interpolated -1.271
(0.918)
Lagged % Owner Occupied Units Interpolated 0.117
(0.232)
Observations 1,785
Number of Cities 72
R-squared 0.865

Robust standard errors in parentheses, clustettée atty level. * significant at 10%; **
significant at 5%; *** significant at 1%. Sample & panel of 73 of the largest cities in the US
(as of 2010) from 1970- 2006.
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