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ABSTRACT

ELECTRONICS SYSTEM FOR A LOW FREQUENCY ULTRASOUND
PHASED ARRAY

By

Jason David Biel

An electronics system that allows for the independent control of all transducers in
a 13 element low frequency (80kHz) phased array has been constructed and tested.
The independent control of each transducer’s driving waveform allows for the control
of the position and intensity of the focused pressure field. Each channel can deliver
up to 25W continuous wave to a 50€2 load over a frequency range of 20Hz to 200kHz.
Arbitrary waveforms are defined by a numeric array of 2048 8-bit values on a computer
and sent to the controlling electronics and stored in memory. The waveforms have a
resolution of 320ns and 4mV. Pulsed waveform trains can have a programmed delay
ranging from Os to 167ms between cycling through the waveforms in memory. The
pressure field in the water tank is measured over a 200x200x300 mm grid. The focus
can be moved up to 30 mm from the geometric focus before grating lobes, due to the

geometry of the transducer array, significantly distort the resulting pressure field.
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Chapter 1

Introduction

Cavitation is the generation of small bubbles in a liquid due to rarefraction [9, 16].
Cavitation has many medical applications such as non invasive surgery, tissue ero-
sion, kidney stone disintegration and drug delivery [3, 2, 23, 20]. Since cavitation
bubbles are generated during the negative pressure cycle, a longer period increases
the chance for cavitation to happen and therefore lower frequencies should produce
more cavitation at a given amount of power input from a transducer [9, 16]. This
thesis describes a system that has been built to test and develop medical applications

for cavitation.

Some systems can produce cavitation at higher frequencies and without the abil-
ity to adjust the output power [1, 8]. The electronics system described in this thesis
has been designed to allow for the independent control of all transducers in the low
frequency (80kHz) phased array, including the shape, amplitude and phase of the driv-
ing signal. The electronics system was also designed for the readout of the resulting

pressure field from the water tank.

The low frequency ultrasound system is comprised of a transducer array and hy-
drophone in a water tank, a computer, and several custom and commercial electronic

subsystems. The system block diagram is shown in Figure 1.1. A picture of the system

1



is shown in Figure 1.2. The computer controls the electronics that drive the trans-
ducer array, controls the position of the hydrophone in the water tank, and records
the pressure reading from the hydrophone. A digital circuit stores digital waveforms
in memory and outputs the digital waveforms and control signals to an array of digital
to analog convertors (DACs), where the digital waveforms are transformed into ana-
log waveforms. The analog waveforms are the input to an array of power amplifiers
that drive the transducer array. A hydrophone is positioned at several points in the
tank with a 3-D positioning system in order to measure the pressure throughout the
water tank. At each point, the voltage waveform from the hydrophone is captured

with an oscilloscope and read back and recorded by the computer.
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Figure 1.1: Block diagram of the low frequency ultrasound phased array system.



Figure 1
positioning system, and driving electronics.

: Low frequency ultrasound system including the water tank, hydrophone,




Chapter 2

Water Tank and Ultrasound
Phased Array

The extent of the water tank is 380 by 380 by 470 mm. The water tank is shown in
Figure 2.1. The transducer array is placed in the center bottom of the water tank.
It is a 13 element spherically focused array as shown in Figure 2. The transducers
are driven at 80kHz, which corresponds to a wavelength of 18.7mm in water. Each
transducer is 40mm in diameter and they are spaced approximately 65mm from cen-
ter to center. This spacing corresponds to a 3.5\ spacing in water at 80kHz. The

transducers are labeled as shown in Figure 2.3.

A hydrophone is suspended in the water tank from a 3-D positioning system. The
coordinate system is defined such that the X and Y axis are centered approximately
above the center transducer. The Z axis is centered about 200 mm above the center
transducer face. The X and Y axis definitions are shown in Figure 2.4. The positioning
system can travel 200 mm in the X and Y direction and 300 mm in the Z direction.
The resolution of the positioning system specified by Parker Hannifin is 200nm. The
positioning system has a 195nm resolution. This was determined by instructing the

positioning system to move 1,000,000 steps, measuring the distance travelled, and

)



dividing the distance travelled by 1,000,000 steps to determine the distance travelled

in one step. The positioning system is shown in Figure 2.5.

Figure 2.1: Water tank.



(a) Transducer array viewed from the top.

(b) Transducer array viewed from the bottom.

Figure 2.2: 80KHz transducer array.



020
O ©

0J0
OJOJOJ0X0

)
)

Figure 2.3: Transducer positions viewed from the top.



A

i O
Wil

Figure 2.4: Transducer array X and Y axis definition viewed from the top.

Y



Figure 2.5: 3-D Positioning System with water tank and driving electronics.



Chapter 3

Control

The control circuit produces analog waveforms to drive the transducer array. The
control portion of the system is made up of the following: a computer to define
the waveforms, a digital circuit, called the arbitrary waveform generator (AWG),
that cycles through the digital waveforms, an array of DACs that convert the digital
waveforms into analog waveforms, and an array of matching networks and power
amplifiers that drive the transducers. Figure 3.1 shows an overview of the control

system.

usB Amplifier
>
AWG A

Figure 3.1: Overview of the control system.



3.1 Waveform Specification

The computer interface to control the transducer array and transducer readout is
implemented in Matlab ® . Arrays defining the waveforms are generated and sent
to the AWG using Matlab m-files. The waveforms are stored in memory on the AWG

and output to the DACs.

3.1.1 Commands

Matlab M-files are used to store basic commands for the digital board. A list of
these basic commands are shown in Figure 3.1. These commands read and write
words from and to the AWG, setting the global and per-channel enable signals, and
a command to define a wait period while cycling through values in memory. More
complicated tasks can be created by calling these basic commands along with other
Matlab code. These tasks include defining and programming some basic waveforms
such as pulsed and continuous sine, ramp, square and triangle waves. A list of these

complex functions are shown in Figure 3.2.

| Command | Description
write_word Write a single word to the AWG
read_word Read a single word from the AWG

set_enable_mask Enable any combination of channels

set_global_enable | Enable or disable all channels

Pad_delay Set a time delay between cycling through digital waveforms stored
in memory

Table 3.1: Low level AWG Matlab commands.

12



I Function

LDescript ion

program_pulsed_sine_wave
program_pulsed_sine_wave
-all_channels_cmdln

program_pulsed_sine_waves
_all_channels
program _sine_waves

-all_channels
pulsed_ramp_array
pulsed_sine_array
pulsed_square_array
pulsed_tria_array
ramp._array
set_pad_delay
sine_array

square_wave_array
tria_wave_array

Program a pulsed sine wave to a specified channel
Program a pulsed sign wave to all channels. This ver-
sion is self contained and can be run from the com-
mand line

Program a pulsed sine wave to all channels

Program all channels with a specified sine wave

Compute a numeric array that defines a pulsed ramp
Compute a numeric array that defines a pulsed sine
wave

Compute a numeric array that defines a pulsed square
wave

Compute a numeric array that defines a pulsed trian-
gle wave

Compute a numeric array that defines a repeating
ramp

Program the AWG with the pad time between cycling
through values stored in memory

Program a sine wave to a specified channel

Program a square wave to a specified channel
Program a triangle wave to a specified channel

Table 3.2: AWG high level commands.

13




3.2 USB Interface

A USB connection is used to communicate between the computer and the AWG. This
makes connecting to the AWG easy since all modern computers have a USB port, so
additional custom I/O cards for the computer are not needed. A USB connection also
allows for faster communication that a standard RS232 interface. A USB to RS232

converter is used on the AWG to simplify the USB implementation on the AWG.

3.2.1 Software

On the computer, the virtual comm driver from FTDI® is used to interface with the
external hardware through the USB port [15]. The driver makes the USB port look
like a standard serial communications port (comm port). This simplifies the program
interface because the only commands needed are read from and write to a standard
serial port.

In Matlab, text strings are written to and read from a serial port. This is accom-
plished with the scanf and printf commands by passing a handle to the serial port

that is associated with the USB controller.

3.2.2 Digital Board

The digital board uses an FTDI UM232R development board to convert between
USB on the PC and RS-232 on the AWG digital board [14]. Figure 3.2 shows the
schematic for the connection between the AWG and the FTDI UM232R development
board.

14
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Figure 3.2: USB interface schematic [14].
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3.3 Digital Board

The digital board is also called the arbitrary waveform generator (AWG). A MEMEC
Spartan-3 LC Development Kit was used to implement the AWG hardware [4]. The
firmware for AWG is implemented using VHDL and the Xilinx ISE design tools [10].
The AWG firmware is divided into the following parts: communications with the
computer; memory to store the waveform data; a controller for the DAC signals; and

clock generation. Figure 3.3 shows the firmware block diagram.

16
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Figure 3.3: Block diagram of the AWG firmware.
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3.3.1 Communications

The communications portion of the firmware communicates with the computer through
the RS232 port. In the AWG, there is a receiver that triggers on new words trans-
mitted into the serial port, converts them into an 8-bit parallel word and sends out
clock signals to trigger and synchronize other parts of the firmware. The communi-
cations portion of the firmware also has a transmitter that sends data back to the
computer. There is a state machine that parses words from the computer and sets
address lines and control signals for the internal memory and the DAC controller.

The communications firmware block diagram is shown in Figure 3.4.

Receiver

The receiver portion of the firmware triggers on new words arriving on the RS232
interface, sends a synchronize signal to the clock generator when a new word starts,
and converts the serial word into a parallel word. The state diagram for the receiver
state machine is shown in Figure 3.5. The timing diagram for the receiver signals is
shown in Figure 3.6. The transcoding of the serial word to a parallel word is performed
in the communications state machine. The communications state machine waits for
the start bit on the RX signal from the RS232 port, and when the start bit is detected,
each subsequent bit is put into ascending bits of the received parallel word. After the
bit 7 is read, the New_Word_Available signal is asserted until the stop bit is detected,
and the communications state machine starts over and waits for the next start bit.
When the beginning of a new word is detected, the SYNC signal is asserted for one
FPGA clock cycle in order to synchronize the external and internal baud clocks. The
Baud_CLK signal is the internally generated baud clock. The discrepancy between
the Baud_CLK timing and the RX signal as well as the need for the SYNC signal is
described in Section 3.3.3. The New_Word_Available AND_SYNC state diagram and

signal waveforms are shown in Figure 3.7.
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Figure 3.4: Block diagram of the communications portion of the firmware.
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Figure 3.5: UART receiver reading word state machine. This state machine waits for
a new word to start on the Rx signal, reads serial 8 bits into a register, and waits for
the next word to start.
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Figure 3.7: UART receiver new word available and sync state machine and timing
waveforms. New_Word_Available is asserted after a new word is available from the
receiver state machine. The sync signal is asserted for on FPGA clock cycle after the

start of a new word is detected.

22



Transmitter

The transmitter portion of the AWG firmware takes an 8-bit parallel word, serializes
it, and sends it back to the computer by way of RS232 communication with the
FTDI UM232R development board [14]. Figure 3.8 shows the state diagram for the
transmitter state machine and Figure 3.9 shows the timing diagram for the TX signal.
Once the SEND_WORD signal is asserted by the communications state machine, the
transmitter state machine take WORD_OUT, serializes it, and puts each bit on the
TX serial signal. A start bit is asserted before the data word, and a stop bit is

appended after the word.
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asserted each bit of WORD_OUT is placed on the TX serial signal.
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Figure 3.9: UART transmitter sending word waveforms. This waveforms shows the
timing of the TX signal with respect to the baud clock for sending the value 0x33
including the start and stop bits.
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3.3.2 Communications State Machine

The communications state machine waits for commands from the computer, parses the
commands, and sets internal control signals and address values. The communication
state machine also sends words back to the computer. The state diagram for the
communication state machine is shown in Figure 3.10.

There are 9 commands that can be sent to the AWG. The commands are sum-
marized in Table 3.3. Some commands require a single word, while others require

additional words to be sent after the command.

| Command(Hex) LDescription | Secondary Word I Tertiary Word | 4th Word ]
00 Reset
01 Start
02 Stop
03 Set Enable Mask | Enable Mask High | Enable Mask Low
04 Write Address High Address Low Data
05 Status
06 Read One Address High Address Low
07 Read All
08 Pad Cycle Pad Value

Table 3.3: AWG command summary.

The Reset command puts the AWG firmware into the startup state. This is the
default state in case there is an error in communications. The Start command asserts
the global enable signal. The Stop command deasserts the global enable signal. The
Set Enable Mask command sets the enable mask on a per channels basis allowing for
none, all or a subset of the channels to be enabled. When a channel is enabled, its
memory contents are output to the DAC. When a channel is disabled, an idle value
is output to the DAC. The Enable Mask is a 16-bit word; therefore, two 8-bit words
must be sent from the computer to the AWG: Enable Mask High specifying bits 8-15
and a Enable Mask Low specifying bits 0-7. The Write command writes a word to

an address in memory. There is 16k of addressable memory per channel; therefore, a
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14 bit address is needed. The address format is shown in Figure 3.11. Bits 0-5 of the
secondary command word sets bits 8-13 of the address. The tertiary command sets
bits 0-7 of the address. The 4th command is the data word that is written to memory.
The Status command sends the enable mask back to the computer. The Read One
command reads one word from a specified address. Bits 0-5 of the secondary command
word sets bits 8-13 of the address. The tertiary command sets bits 0-7 of the address.
The Read All command sends all of the contents of memory back to the computer.
The Pad Cycle command sets the delay time between cycles of outputting memory

contents to the DACs. This is described in Section 3.3.5.

. AddressHigh . Addiesslow

Figure 3.11: Memory addressing for the AWG.
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3.3.3 Clock Generation

The clock for the AWG firmware is the external 50MHz FPGA clock. It is used to
generate the other clocks needed for the AWG. The other clocks generated are the
BAUD clock for RS232 communication and the DAC clock used to update the DAC

control and data signals.

BAUD Clock

The BAUD clock generation state diagram is shown in Figure 3.12. The BAUD clock
is generated from the FPGA clock with a clock divider implemented with a counter.
A desired clock rate and duty cycle are specified in the firmware code, and a roll over
count is computed for the clock divider. The relation is shown in Equation (3.1). The
Divider signal is how many FPGA clock cycles there are in one baud clock cycle. The
High_Cycles signal is how many FPGA clock cycles the baud clock is to be asserted.
The FTDI UM232R can have baud rates defined by the Equation (3.4) [14].

Input_Clock_Freq

Divider = BAUD Rate (3.1)
Divi _Cycl
High Cycles = 1wider ¥ Duty_Cycle (3.2)
100
(3.3)
BR — 3000000 (3.4)
n+zx
n e [20,214] (3.5)
1131537
S {O’§’2’§’§’§’Z’§} (36)

The counter increments until it reaches a value of Divider, then it resets to 0. The
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BAUD_CLK is asserted when the counter is less than High Cycles. If the count is
greater than High_Cycles then BAUD_CLK is deasserted. The timing waveform for
the BAUD_CLK is shown in Figure 3.12.

BAUD Clock Generator BAUD Counter

CLK_IN
Rising Edge

Count <=
(Divider -1)

CLK_OUT = High

BAUD Clock Generation
BAUD_CLK |
Count 0123 High Cycles - 1 Divider - 1

Figure 3.12: BAUD clock state machine

BAUD Clock synchronization

The FTDI UM232R has a reference clock of 48MHz, and the AWG has a reference
clock of 50MHz [14]. This difference in clock speed can potentially cause a skew
in the BAUD clocks in the UM232R and the AWG that would allow for a bit to
be skipped. This is illustrated in Figure 3.13. In order to prevent a bit from being

skipped, the clock edges of the two BAUD clocks on the FTDI UM232R and the AWG
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are synchronized at the beginning of each word that is sent. This is accomplished
with the SYNC signal from the receiver state machine that was described in Section
3.3.1. The SYNC signal is asserted for one FPGA clock cycle when a new word is
received. This resets the internal BAUD clock so that its edges are coincident with the
FTDI UM232R clock edges. The SYNC signal generation state diagram and timing
waveforms are shown in Figure 3.14. The timing diagram for the synchronization is

shown in Figure 3.7.

31



BAUD Clocks Synchronized
BAUD GLK Word Read: 01010101,0x55
_ 1 [ ] Ewﬂ.: BITO lemi| [Bir2 _ _m: 3| [srra] [erTs | [erre] [err7] _ END _
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Figure 3.13: BAUD clock synchronization.
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Figure 3.14: BAUD clock synchronization waveforms.
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DAC Clock

The DAC clock generation state diagram and timing waveform is shown in Figure
3.15. The DAC clock is generated from the FPGA clock using a clock divider im-
plemented with a counter. A desired clock rate and duty cycle are specified in the
firmware code and a roll over count is computed for the clock divider. The relation
is shown in Equation (3.7). The divider needs to be calculated in two ways since
Divider * Duty_Cycle / 100 produces a negative number for frequencies 1 Hz and
lower because Divider * Duty_Cycle sets bit 32 of Divider high, which is interpreted
as a negative number. The sign is preserved when the next operation, divide by 100,
occurs. If the divide by 100 operation is performed first, bit 32 is never asserted and
the result is never considered negative. This does not work for frequencies less than
Input_Clock_Frequency*100 because Divider/100 < 1, which is rounded to 0. Then,

High_Cycles is 0, and the clock never changes.

Input_Clock_Freq

Divider = 3.7
woraer Output_Freq (3.7)
Duty_Cycl
High_Cycles = Divider * %—E (3.8)
Divid
High Cycles = zlv(;oer x Duty_Cycle (3.9)
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Figure 3.15: DAC clock generation.
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3.3.4 Memory

The Xilinx Spartan 3 XC400 FPGA that is on the MEMEC Spartan-3 LC Devel-
opment Kit has 16 RAM blocks that each have 16Kb of addressable data [11]. One
block of RAM is used to store the digital waveforms for a given channel. Each block
of memory can be configured for a different number of addressable words of differ-
ent lengths as shown in Figure 3.16. The memory organization chosen for the RAM
blocks is 2K words by 8-bits. Since the DACs inputs are 8-bit numbers, each address
stores one value that is output to the DACs. Two bytes are needed in order to address
the words in each channel. Eleven bits are needed to address a word in the block
of RAM, and four bits are needed to select the block of RAM for desired channel.

Figure 3.17 summarizes the memory block organization.

Total RAM bits, including 18,432 (16K data + 2K parity)
parity
Memory Organizations 16Kx1
8Kx2
4Kx4
2Kx8 (no parity)
2Kx9 (x8 + parity)
1Kx16 (no parity)
1Kx18 (x16 + 2 parity)
512x32 (no parity)
512x36 (x32 + 4 parity)
256x72 (single-port only)

Parity Available and optional only for organizations greater than
byte-wide. Parity bits optionally available as extra data bits.

Performance 240+ MHz (refer to individual FPGA family data sheet)

Timing Interface Simple synchronous interface. Similar to reading and writing
from a register with a setup time for write operations and
clock-to-output delay for read operations.

Single-Port Yes

Figure 3.16: Xilinx Spartan-3 memory structure [11].
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RAMB16_S9 2048 8-bit words

Channel Word

Figure 3.17: Memory structure with 2048 addressable 8-bit words per block of RAM
in 16 blocks of RAM.

Each memory block is implemented within dual port memory with independent
address, enable, and clock signals. The schematic for the memory block is shown in
Figure 3.18. For the AWG firmware, Port A is used to write values for the DAC
waveforms into memory and to output the contents of memory back to the computer
via the communications state machine. Port B is used to output the waveforms to
the DACs from the contents of memory, where the input to Port B is not used.

There are two read/write modes for the Xilinx memory that were utilized in the
AWG firmware: read first and write first. Write first is used on Port A because the
new values being written into memory are also ouptut to the DACS. Read first is
used on Port B because the input to Port B is not used and the contents of memory
are always the source of the output. The memory timing requirements specified by
Xilinx for dual port read first are shown in Figure 3.19 and the schematic is shown
in Figure 3.20. When Write Enable (WE) is low, ENABLE is asserted, and there is
a rising Clock (CLK) transition, data is read out from the specified address and the
data input (DATA in) is ignored. When WE is high, ENABLE is high, and there is
a rising edge on CLK, Data_in is stored at the specified address and the old contents
at that address are output to Data_out.

The memory timing requirements specified by Xilinx for dual port write first are
shown in Figure 3.21 and the schematic is shown in Figure 3.22. When WE is low,

ENABLE is asserted, and there is a rising CLK transition, data is read out from the
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Figure 3.18: Xilinx memory schematic [11].
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Data_in = = Data_out
WE —
EN ——
CLK —D

Address —p-| RAM Location

WRITE_MODE = READ_FIRST

Figure 3.20: Schematic for dual port read first operation [11].

specified address and Data_in is ignored. When WE is high, ENABLE is high, and
there is a rising edge on CLK, Data_in is stored at the specified address and is output

to Data_out.

The timing waveforms generated in the AWG memory operations are shown in
Figure 3.23. The address and data signals are set in the communications state machine
for a write cycle. The enable signal is asserted, and one FPGA clock later, the write
clock (WE signal) is asserted for one FPGA clock period. On the following rising
edge of the FPGA clock, the memory at the address specified is changed to the new

data.

The overall schematic for the memory interface is shown in Figure 3.24. Port
A is used for read and writing information to memory from the computer via the

communications state machine. Port B is used to output the contents of memory to

the DACs.
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WRITE_MODE = WRITE_FIRST

Figure 3.22: Schematic for dual port write first operation [11].

Port A: Computer Read and Write

The clocks that are fed into the blocks of RAM are the 50MHz FPGA_CLK attached
to RAM block port CLK and the write clock (WR_CLK) attached to RAM block
port WEA. The FPGA clock clocks both read and write actions and the WR_CLK
clock selects a read or write cycle for Port A. The address in (ADDR_IN) is a 15-bit
address that specifies which channel (block of RAM) to program and which word in
that block of RAM to read and write. The 4 highest bits (ADDR_IN(14:11)) select
which block of RAM is being addressed. They are passed through a 4:16 decoder
to assert a single enable signal (ENA) to one of the blocks of RAM. The lower 11
bits (ADDR_IN(10:0)) are passed to ADDRA to specify which word in the block to
address. The data input (D_IN) is an 8-bit word that is passed to DIA of each block
of RAM as shown in Figure 3.24. Data parity is not used so port DIPA is held high
[11]. Port A is not considered in a reset operation because its output goes to the

transmitter and not to the DACs so SSRA is set low.
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Port B: Computer Read and Write

The global enable (Global_Enable) and per channel enable (Per_Channel Enable) sig-
nals allow the memory contents to be output to the DACs when asserted or output a
predefined constant value when deasserted. The global enable and per channel enable
signals are ANDed together and fed to SSRB for each block of RAM. If the global
enable is low or the per channel enable for that block of RAM is low, the SSRB is
low and the SSRVAL specified in the VHDL code is output to the DAC. Otherwise,
if both are asserted, then SSRB is high and the contents of that block of memory are
output to the DAC. The DAC clock signal is fed into the CLKB port of each block
of RAM. The clock period is defined by the timing requirements of the DACs and
is discussed in Section 3.3.6. The address out signal (ADDR_OUT) specifies which
word in memory is output to the DACs. The bus select out signal specifies if even
or odd channels are updated during the current memory cycle. The motivation for
multiplexing between even and odd channels is discussed in Section 3.3.6. Since Port
B is used only to output the memory contents to the DACs, write actions on Port
B are disabled, and Port B is always set to read. This is done by setting WEB to
low and ENB high. DIB is also held high in order to prevent the data inputs from

floating. Data parity is not used so port DIPB is held high.

44



Choose
word from
one of 16
Channel 0 channels
WR_CLK [
L weal DOPA)
ADDR_IN(14:11) S ENA |RAMB16_S9_S9 | poa7:0] DATA_OUT_0
[ s, | R
SSRA | 16KB Data DATA_OUT_1
T CLKA | 8bitwide s
CLIN [— ADDR_IN(10:0) ADDRA[10:0 word c>4>.o_uq 14 D_OUT_A:0)
ADDR_IN(14:0) > - . onn.m__ DATA osua
D_IN(7:0) > - Port A ——
DIPA[0]
H_ _||. ADDR_OUT(14:11)
WEB DOPB[0]
____ENB| Port B DOB(7:0] DATA_OUT_0
GLOBAL_ENABLE SSRB DATA_OUT_1
PER_CHANNEL CLKB D
ENABLE(15:0) : D_OUT_B(7:0)
cK_out >—o ADDRB[10:0) DATA_OUT_14 BUS 8x8
DIB[7:0) DATA_OUT_15
ADDR_OUT(10:0) ———
DIPB[0]
ADDR_OUT(14:0) >
Bus_Out_Select >
Choose
word from
even and
odd bus
indicies

Figure 3.24: Memory schematic for channel 0. The same connections are made for
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3.3.5 DAC Controller

As shown in Figure 3.3, the DAC controller provides control signals to the DACs and
addresses and a clock signal for the memory to select which words are output to the
DACs. The control signals needed by the DACs are chip select bar (CS) and write bar
(WR). The timing requirements for these signals and the data are shown in Figure
3.25. WR is always held low, so the timing requirements for it are not considered.
C'S must be held low for at least 40ns during a DAC update. The data must be stable
for 15ns after (C'S) has been asserted, and the data must be held stable for at least
25ns. Figure 3.26 shows the timing that is implemented in the AWG. CS (CS_B) is
held low for 40ns fulfilling the 40ns setup time requirement. The data is stable for
at least 70ns prior to CS_B being asserted and is held 30ns after CS_B is deasserted,
fulfilling the 15ns stable time and 25ns setup time requirements. The time between
successive DAC updates is 320ns. As described in Section 3.3.6, DACs sharing a data
bus are updated in an interleaving fashion where the data on the bus changes from
one channel at the specified memory address when Out_Bus_Select is low to the other
when it is high. CS_B is asserted in the middle on the Out_Bus_Select assertion in

order to maximize the settling time. There is 160ns between DAC updates in a pair.
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Figure 3.25: DAC timing requirements [13].
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Figure 3.26: AWG DAC timing waveforms.
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Figure 3.27 shows a pulsed waveform repeating. The maximum time between
a pulsed wavefrom is 655us because there are 2048 words per channel in memory
and the DACs values are updated by cycling through the words every 320ns, where
320ns*2048 = 655us. If more time is required between pulses, then a wait time
between cycling through values in memory is added. This added wait time is the
padding. This padding is accomplished by adding a programmable counter into the
address count. The counter increments in time units of 655us, or increments of
memory cycle time. This is shown in Figure 3.27. The memory timing waveforms are
shown in Figure 3.28. There is a master count that increments every FPGA clock
cycle (20ns). There is a cycle count that increments every 16 FPGA clock cycles
(320ns). This count generates the DAC memory clock. The DAC address updates
every 320ns as well. The DAC address cycles from 0 to 2047. After cycling through
all the DAC addresses, the master count is reset and held constant, the DAC address
stops incrementing and the DAC memory clock stops pulsing. The pad count then
starts incrementing to a programmed count. After the pad count stops, the pad count
resets, the master count starts incrementing again, the DAC memory address starts

incrementing, and the DAC memory clock starts pulsing again.
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Figure 3.27: Pulsed waveform and cycle padding.
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3.3.6 I/0O

There are 97 IO pins available on the headers of the MEMEC Spartan-3 LC Develop-
ment Kit using the P160 Proto Board [5]. The headers on the P160 Proto Board are
standard 40 pin dual row with one-tenth inch spacing. The pinouts and associated
FPGA pin nets are shown in Figures 3.29 - 3.32. The required signals for the AWG
design are the following: communications signals Tx, Rx, CTS, and RTS, and DAC
signals for 16 channels. The signals needed per channel are: Data(7:0), WR_B, and
CS_B. If each DAC is updated independently and simultaneously, then 164 signals
would be needed. This is summarized in Figure 3.33. If 2 DAC channels are updated
serially, then they can share a common data bus and 8 8-bit data busses would be
needed instead of 16 8-bit data busses, reducing the needed I/O lines by a factor of
2. 92 IO pins are needed to implement this arrangement, which is summarized in
Figure 3.34. This arrangement would minimize the time between DAC updates by
allowing for parallel updates to happen between 8 DACs at a time while reducing the
number of pins needed by sharing a data bus between 2 DACs and satisfying the I/O

pin constraint.
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Figure 3.29: AWG I/O connector J3 [5].
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25 26 |—®LIOA9
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CON2X20
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1 channel pairs

Figure 3.30: AWG I/O connector J4 [5].
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Figure 3.31: AWG 1/O connector J5 [5].
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Figure 3.32: AWG
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16 Independent DAC Channels
Function Signal r Channel Per Chip

Rs-2s2/use [ PRSI b [ |

Figure 3.33: 16 channel DAC I/O resources.

8 Channel Pairs
Function I Per Channel Per

RS-232/USB

Figure 3.34: 8 channel pairs DAC I/O resources.
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3.4 DAC Board

3.4.1 Digital to Analog Converter

The Digital to Analog Converter (DAC) converts 8-bit words from the AWG to analog
voltages. There are 16 channels in the DAC array. As described in section 3.3.6, 2
channels share the same data bus. A DAC channel consists of a DAC circuit followed
by a Butterworth filter to reduce ringing in the output. Figure 3.35 shows the DAC
circuit overview. The DAC circuit consists of a Texas Instruments TLC7254 8-bit
DAC chips and an op-amp. The Butterworth filter is implemented with 3 op-amps

and several resistors and capacitors.

Noisy Filtered

igt Anal

o
8 bit DAC Output Butterworth

Filter

Figure 3.35: DAC with Butterworth filter.

Theory of Operation

The DAC circuit functions as an inverting amplifier as shown in Figure 3.36. The
TLC7254 varies the resistance R;;,:, a resistor between a constant reference voltage,
and an output pin attached to ground. This varies the current flowing through R;,;
and the feedback resistor R b and in turn the output voltage. The output of the DAC
is hooked up to the negative input of an op-amp with the positive input attached to
ground. This provides the ground reference for R;,;. The output of the op-amp is

fed back to the DAC, where an internal resistor connects it to the current output of
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Rjp. In this configuration, the DAC and op-amp form an inverting amplifier with a

constant input voltage and a variable gain. The transfer function of the amplifier is

Ry
Rint '

Vout = —Vref * (3-10)

The resistance R;y; is controlled by the digital input. A negative voltage reference
is used so that the output varies from OV to |Vj,¢| . A potentiometer is placed in series
with V;,: to provide an output range calibration. The potentiometer can increase the
resistance between V;,; and ground, changing R;,; in the transfer function and thus

changing the gain and output voltage range.

I
lrg'f | Fixed |
' a |
| Rint |
L+ AN -—

| Variable |

+

+ Vout

Figure 3.36: DAC simplified schematic
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Stability

The output of the DAC circuit was initially unstable because of the high bandwidth
of the op-amp. The unstable output is demonstrated in Figure 3.38. A pole was
added to the transfer function by adding a 2pF capacitor between the op-amp output

and the negative input as shown in Figure 3.37. The stabilized output is shown in

Figure 3.39.
D en
| TLC7254 R |
l NN
| Fixed |
e e
Vref ' C
wet oo
' ! | |
I Rint | 2pF
I Variable |
——————— +
+ Vout

Figure 3.37: DAC circuit with stabilizing capacitor.
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Figure 3.38: Example of DAC instability for a ramp function input.
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Figure 3.39: Example of stabilized DAC for a ramp function input.
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3.4.2 Output Filter

The output of the DAC contains a significant amount of ringing. The ringing is shown

in Figure 3.40. A filter was added after the DAC circuit to reduce the ringing on the

output. The filter chosen was a Butterworth filter because of the balance between the

filter cutoff and step response [21]. A cutoff frequency of 200Hz was chosen and the

component values were scaled by 100. A fifth order filter was implemented because a

3rd did not reduce the ringing to less than 15mV. The filtering result with a 3rd order

filter is shown in Figure 3.41. The filtering result with a 5th order filter, implemented

by cascading 2nd and 3rd order filters, is shown in Figure 3.42. A lookup table was

used to determine the values of the components. The schematic for the filter is shown

in Figure 3.43. The calculations for the capacitor values are as follows:

1 = o0+ 21*;; 200e3  139079nF
Co = 1553 %i}gﬁ oo = 10-7748nF
T 23;*2755 20063 ~ >303ank
Cy = 5~ %§383200€3 — 25.7433nF
Cs = 100w 2nnw200e3 ~ 2208InF

The closest standard values for the capacitors are listed in Table 3.4.
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Figure 3.40: DAC output without filtering.
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Figure 3.41: DAC output after 3rd order Butterworth filter.
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Figure 3.42: DAC output after 5th order Butterworth filter.
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Figure 3.43: Butterworth filter schematic.
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| Capacitor | Calculated | Standard |

C1 13.9579nF | 10nF
C2 10.7748nF | 10nF
C3 3.3534nF | 3.3nF
C4 25.7433nF | 22nF
C5 2.4581nF | 2nF

Table 3.4: Butterworth filter standard capacitor values.
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Implementation

The DAC board schematics were captured using Cadence® design tools. The design
was implemented in a hierarchical fashion in order to be able to reuse as much work
between the channels as possible. The hierarchical design meant that the schematic
for the DAC and Butterworth filter only had to be entered once and instanced for
each channel. It was also possible to reuse or copy the layout of the first channel
for the remaining channels. The DAC circuit boards were designed to fit in a rack
mount cage that had 6.25 inch tall slots. Only 6 channels could be fit into this space,
therefore two boards were designed: a 2-channel board that utilized the connection to
the AWG with connectors J4 and J5 since they had only enough pins for one channel
pair each, and a 6-channel board that utilized J3 and J6 on the AWG because those
connectors had enough pins for 3 channel pairs each. The layout of the 2-channel
DAC board is shown in Figure 3.44, and the layout for the 8-channel DAC board is
shown in Figure 3.45. The assembled 2-channel board is shown in Figure 3.4.2, and

the assembled 6-channel board is shown in Figure 3.4.2.
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Figure 3.44: 2-channel DAC layout.
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(a) 2-channel assembled DAC board viewed from the top.

(b) 2-channel assembled DAC board viewed from the bottom.

Figure 3.46: 2-channel DAC board.
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(b) 6-channel assembled DAC board viewed from the bottom.

Figure 3.47: 2-channel DAC board.
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3.5 Amplifier

The power amplifier takes the signal from the analog output of the DAC and provides
a voltage and current gain so that the output of the power amplifier can drive up to

25W into a 502 load.

3.5.1 Types of Power Amplifiers

There are many different types of amplifiers with tradeoffs between signal integrity,

efficiency and design complexity. The amplifier types are summarized in Table 3.5.

| Class | Complexity | Signal Integrity | Efficiency |
A Low High Low
B Low Low Medium
C Low Low High
Complementary Pair B | Medium Medium Medium
D High High High
AB High High Medium

Table 3.5: Amplifier classification summary.

Class A amplifiers are simple with great signal integrity but poor efficiency. They
have good signal integrity because they pass the whole signal without the transistor
changing its region of operation. Class A has poor efficiency because the transistor
is biased so that it stays on when there is no signal. A Class A amplifier is shown in
Figure 3.48.

Class B amplifiers are as simple and are more efficient than Class A but have poor
signal integrity. Class B amplifiers are simple because have the same components as
Class A. The difference between Class A and B amplifiers is how the transistors are
biased. Class B are more efficient than Class A because when there is no signal the
transistor does not draw any current. Class B has poor signal integrity because it

only passes half of the input signal. A Class B amplifier is shown in Figure 3.49.
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Figure 3.48: Class A amplifier.
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Figure 3.49: Class B amplifier.
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Class C are as simple as the Class A and B amplifiers with high efficiency and
poor signal integrity. Again, the difference is how the transistor is biased. They are
similar to Class B in that they turn on when the input exceeds a certain threshold
voltage. They pass less than half the input signal so their signal integrity is poor.
They have high efficiency becasue they pass so little of the input signal. A Class C

amplifier is shown in Figure 3.50.

A Complementary Pair Class B amplifier design is more complex than a Class
B but has similar efficiency and improved signal integrity. A Complementary Pair
Class B amplifier consists of two Class B amplifiers placed in series between the power
supplies. One amplifier passes the positive half of the signal and the other passes the
negative half of the signal. Ideally, the two amplifiers would pass exactly half of the
input signal, but because of the voltage needed to turn on transistors, there is a dead
zone around zero input where neither amplifier follows the input. This effect is known
as cross over distortion. This can be minimized with providing high gain feedback
from the output of the amplifier to the input. This reduces the input voltage range
that causes no change at the output. A Complementary Pair Class B amplifier is

shown in Figure 3.51.

Class D is a complex design with good signal integrity and efficiency. Class D
uses the concept of pulse width modulation. The output transistors pull the output
to Vsupply or OV. The output is averaged over time, so for a higher signal, a higher
duty cycle is used. Likewise, for a lower output value, a lower duty cycle is used.
The output needs to be filtered in order to average the signal and to eliminate the
undesired higher frequencies that arise from switching. A Class D amplifier is shown

in Figure 3.52.

Class AB is a complex design with good signal integrity and efficiency. Class
AB is a combination of Class A and Class B. Class AB is a complementary pair

configuration where one amplifier drives the output when the signal is positive and
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Figure 3.50: Class C amplifier.
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Figure 3.51: Complementary Pair Class B amplifier.
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Figure 3.52: Class D amplifier.




the other drives the output when the signal is negative. Both amplifiers conduct
a small amount of current when there is no signal. This eliminates the cross over
distortion but decreases the amplifier efficiency. Also, a Class AB amplifier needs a
biasing network that dissipates additional energy. Since Class AB is a linear amplifier
and not a switching amplifier like Class D, there is not any switching noise that needs

to be filtered. A Class AB amplifier is shown in Figure 3.53.
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Figure 3.53: Class AB amplifier.
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3.5.2 Amplifier Design

A Class AB amplifier was implemented because of the improved signal integrity with
moderate efficiency and design complexity and the lack of harmonic noise from a
switching design. The load is assumed to be 502 and the largest desired output is
25W when driven by a continuous sine wave. In order to get 25W out of 5012, a

70Vrms or 100Vpk_,k sine wave is needed.

In order to maximize the voltage output, two amplifiers are connected together in
a bridge topology instead of a single ended configuration. This topology in shown in
Figure 3.54. Instead of attaching one side of the load to ground, one amplifier output
is attached to one side of a load and another amplifier, with a gain of -1 relative to
the first amplifier, is attached to the other side of the load. This allows for twice the
voltage to be applied across the load for a given power supply voltage and eliminates

any DC offset on the output.

Each of the amplifiers has two parts: a voltage gain stage and a current gain stage.
The voltage gain stage amplifies the input voltage, where the input voltage is at most
1Vpk—pk- In order to obtain a 100V,x_pk output across the load, each amplifier in the
bridge must produce 50V _,x. With an input of 1V,_pk, a gain of 50 is needed to
produce 50Vp_px. An op-amp is used to provide the voltage gain because op-amps
are inexpensive and small , and they admit straightforward designs. The OPA552
is chosen because of its availability, cost, and performance. It has a bandwidth of
12MHz, a large supply voltage range of £30V/, a large output current, and an available
spice model. The large bandwidth facilitate the design of this 80kHz amplifier. The
large supply range makes a 100Vp;_,; output possible, even with dropout voltage
across the op-amp and output transistors, and the ability to simulate the circuit in

Spice allows for fast design refinement with fewer design cycles.

The current gain stage consists of a biasing network and a complimentary pair of
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Figure 3.54: Bridged amplifier topology.
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power transistors. The biasing network makes the amplifier Class AB. The network
biases the output transistors so that each transistor is conducting a small amount of
current when the input is O0V. This configuration consumes energy all of the time,
even without a signal, but signal distortion is minimized. The output transistors,
MJH11021(PNP) and MJH11022(NPN), are a complimentary pair of Darlington
BJTs. The complimentary pair aspect of the transistors means that they have similar
characteristics, such as base-emmitter on voltage (VBE_,y,) and current gain, so they
can be easily used in a complementary pair topology and the waveform will still be
symmetric. The Darlington aspect of the BJTs means that two BJT's are cascaded as
shown in Figure 3.55. This increases the current gain dramatically, which is needed
in a power amplifier. The output of the op-amp can supply 200mA of current. The
current needed for a 50V signal across a 50§2 load is 1A, therefore a current gain of

5 is needed. This is well within their minimum rated AC current gain of 75.
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Figure 3.55: Darlington pair transistors [18]

The complete amplifier design for the inverting amplifier is shown in Figure 3.56
and the non-inverting amplifier is shown in Figure 3.57. The amplifiers are attached
to the load as shown in Figure 3.54. The layout of the amplifier is shown in Figure

3.58. The assembled board is shown in Figure 3.59.
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Figure 3.56: Inverting amplifier design.
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Figure 3.58: Amplifier layout.




Figure 3.59: Assembled amplifier.




3.5.3 Stability

Circuit stability is analyzed using Rate of Closure (ROC) [21] which predicts the
stability of an amplifier from inspecting the open loop gain of the amplifier and
the gain of the feedback network. The transfer function of an op-amp circuit with

feedback is shown in Equation (3.17).

=K——— 3.17
Vin I (3.17)

1+
Admﬁ

K is the ideal gain. The values of K for different topologies are shown in Table

3.6. The op-amp topologies are shown in figures 3.60 - 3.62. The error multiplier
(EM) is defined in Equation (3.18).

1
EM=—— (3.18)

1
1+
AdmIB

Adm is the open loop gain of the op-amp. [ is the gain of the feedback network

from the output of the op-amp to the input terminals of the op-amp as shown in

figures 3.63 - 3.65. [ is defined for each topology in Equation (3.19).

VY 7
WV Z1+ 2,

B (3.19)

The term Ay, [ is the loop gain G. The phase margin (PM) is defined as 180° —
Z|G| at the frequency f. where |G| = 1. If PM < 0° then the amplifier is unstable.
If 0° < PM < 45° then the amplifier is marginally stable. If PM > 45° then the

amplifier is stable [21].

1
B
decrease PM by 90°. Each pole of Ay, changes the

PM can be predicted by inspecting the magnitude Bode plots of A4, and —. Each

1
o 1
slope of the magnitude Bode plot of Ay, by —20° and each zero of 3 changes the

pole of Ay, and and zero of
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1
p

of the magnitude Bode plots of Ay, and % at fc will determine how many poles and

slope of the magnitude Bode plot of — by +20°. Taking the difference in the slopes

zeros and are in Ay, and % up to fc and determine PM. This difference is the ROC
and is shown in Equation (3.20). Figure 3.66 shows an example plot of |A4,,| and
% for different feedback networks and the corresponding ROC and PM values. An
example plot for an unstable amplifier is shown in Figure 3.67 and Figure 3.68 shows

the Bode plot for a stabilized amplifier. An amplifier is stable if ROC < 40dB/dec
because PM > 45° [21].

ROC = slope

1
—| — slopelA
ﬁ‘ pl dml

1 (3.20)
Evaluated at fo — |Agn| = ’B.

Topology | Ideal Gain(K)
-7,
Inverting 2—12
Non inverting 1+ é
2
Differential Z
Al

Table 3.6: Ideal gain of common op-amp topologies.

The ROC for the designed amplifier is 20dB/dec and is shown in Figure 3.69.
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Figure 3.61: Non inverting amplifier topology.
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3.5.4 Performance

The pulsed output of the amplifier with a 1V,k — pk input and a 100Vpk — pk output
across a 50(2 load is shown in Figure 3.70. The simulated bandwidth of the amplifier is
380kHz. The lower —3;p frequency is 15Hz and the upper —34p frequency is 380kHz.
The Bode plot of the amplifier is shown in Figure 3.71. The measured bandwidth of
the constructed amplifier is 160kHz. The limiting elements in the simulation are the
output BJTs. A discrepancy in the model and the acutall transistors could explain

the difference in simulated and measured bandwidth.

3.6 Impedance Matching

Impedance matching is used to maximize power transfer and eliminate reflections

[22].

3.6.1 transducer impedance.s

The impedance of each transducer was measured with a HP4194A Impedance An-
alyzer and is shown in Figures 3.72 -3.84. Each channel has a unique impedance.
The impedance of each channel at 80kHz is summarized in Table 3.7. The resistance
varies from 151€2 to 31802 and the reactance varies from —167Q2 to 25€2. This is a
large variation in the impedances of the transducers, so each channel will be uniquely

matched.
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Figure 3.70: Amplifier output.
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| Channel | Resistance(f?) | Reactance(() |

1 226.60 15.36
2 231.60 25.31
3 245.11 -35.31
4 218.07 -22.96
5 217.69 -29.76
6 254.65 12.52
7 318.20 -5.58
8 318.23 -167.74
9 151.90 -6.53
10 238.58 -8.65
11 196.82 -34.99
12 237.13 -35.50
13 232.82 -66.26

Table 3.7: Transducer impedances at 80kHz.
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ch01 Transducer Impedance at 80kHz
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Figure 3.72: Channel 1 transducer impedance.
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Figure 3.73: Channel 2 transducer impedance.
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Figure 3.74: Channel 3 transducer impedance.
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Figure 3.75: Channel 4 transducer impedance.
107



Magnitude (Q)

ch05 Transducer Impedance at 80kHz

Real(Z) = 217.7 Q, Imaginary(Z) = -29.8 Q

Magnitude 145
..... Phase
, 430
15
0
-15
-30
-45
-60
-75
--90
.— ON 1 1 1
70kHz 75kHz 80kHz 85kHz 90kHz

Frequency (Hz)

Phase (Degrees)

Figure 3.76: Channel 5 transducer impedance.
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Figure 3.77: Channel 6 transducer impedance.
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Figure 3.78: Channel 7 transducer impedance.
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Figure 3.79: Channel 8 transducer impedance.
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Figure 3.80: Channel 9 transducer impedance.
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ch10 Transducer Impedance at 80kHz
Real(Z) = 238.6 Q, Imaginary(Z) = -8.7 Q
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Figure 3.81: Channel 10 transducer impedance.
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Figure 3.82: Channel 11 transducer impedance.
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Figure 3.83: Channel 12 transducer impedance.
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Figure 3.84: Channel 13 transducer impedance.
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3.6.2 Matching Networks

A Smith chart can be used to determine the elements needed to transform the trans-
ducer impedance to 50§2. A Smith chart is a graph of the impedance and admittance
planes where impedances and admittances are mapped directly. The impedance (Z)
plane in Figure 3.85(a) is transformed to the impedance (Z) Smith chart in Figure
3.85(b). The circles in Figure 3.85(b) are of constant resistance. The arcs in Figure
3.85(b) are of constant reactance. The admittance plane is transformed in to the
Smith chart in Figure 3.86. The circles in Figure 3.86(b) are of constant conduc-
tance. The arcs in Figure 3.86(b) are of constant susceptance. The impedance and
admittance Smith charts can be overlaid such that impedances and admittances map
directly as is shown in Figure 3.87. This is because Z = )l,, so point A (Z = 0+ 07)
on the Z graphs maps to infinity on the Y graphs. This point is on the far left of
Figure 3.87. Likewise, point E (Y = 0+ 0j) on the Y graphs maps to infinity on the

Z graphs, which is on the far right in Figure 3.87.
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(a) Z cartesian plane.
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(b) Z Smith graph.

Figure 3.85: Z-plane to Z-Smith chart mapping.
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Figure 3.86: Y-plane to Y-Smith chart mapping.
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F(0+1j) B(0+1j)

Figure 3.87: Combined Y and Z Smith chart mapping.
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Computing the impedance transformation of a passive network can be accom-
plished using Smith charts. Inductors placed in series with a circuit moves the
impedance upwards along the lines of constant resistance. A capacitor placed in
series with a circuit moves the impedance downwards along the lines of constant re-
sistance. An inductor placed in parallel with a circuit moves the admittance upwards
along the lines of constant conductance. A capacitor placed in parallel with a circuit
moves the admittance downwards along lines of constant conductance. These paths

are shown in Figure 3.88.

Constant G Constant R

Figure 3.88: Effect of adding a capacitor or inductor in series or parallel with an
impedance.

In order to transform an impedance using a Smith chart, a point is plotted for the
starting impedance and one for the conjugate of the desired impedance on the Smith
chart. Arcs are drawn along paths of constant conductance and resistance through
the points of starting and desired conjugate impedance. This is shown in Figure 3.89.
Matching networks can be realized with paths from arcs of both points that intersect.

Figure 3.90 shows two possible paths for the given example.
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Figure 3.89: Arcs of constant resistance and conductance plotted through the start
and conjugate desired impedances.

Desired*

Figure 3.90: Two possible paths on the Smith chart transforming impedance start to
desired conjugate impedance.
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There are several topologies for impedance matching: 2 element L-networks; 3
element 7 and T-networks; and 4 element cascaded 2 element networks. All networks
can transform the magnitude of the source to load impedances. L-networks are simple
but have a fixed selectivity and pass high or low frequencies. T and n-networks are
more complicated but allow for a designed selectivity. Cascaded networks allow for
a band pass filters and larger source to load impedance ratios. For simplicity, the

initial matching is done with L-networks.

L-networks are simple 2 element networks that match the impedance and act as
a low-pass or high-pass filters. Figure 3.91 shows the two basic topologies of an L-
network. Zg is the output impedance of the source and Zj, is the input impedance
of the load. Z; and Z3 can be capacitors, inductors or resistors, but inductors and

capacitors are typically used so that power is not lost in a resistive element.

Choosing which topology to use depends on the difference of the real parts of
Zg(Rg) and Zr(Rr). If Rg is larger than Ry, then Z; is placed in parallel with
Zg to lower the source impedance and Z; is placed in series with Ry to raise the
load impedance as is shown in Figure 3.91(a). If Ry, is larger than Rg, then Z3 is
placed in parallel with Z in order to lower the load impedance and Z; is placed in
series with Zg raise the source impedance as shown in Figure 3.91(b). This can be
seen on the Smith charts in Figure 3.6.2. Impedances with larger R, to the right on
the Smith chart, move along arcs of constant conductance implying reactive elements
being placed in parallel. Impedances with smaller R, to the left on the Smith chart,
move along arcs of constant resistance implying reactive elements being placed in
series.

A 2 element L-network is either a high pass or low pass filter. Whether it is high
pass or low pass depends on the choice of where the inductor and capacitor is placed.
For the case of Rg < Ry, in Figure 3.92, if a capacitor is used for Z; and an inductor

1s used for Zy, then the L-nework is a low pass filter. Conversely, if an inductor is
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used for Z; and a capacitor is used for Zo, then the L-network is a high pass filter.
For the case of Rg > Ry, in Figure 3.6.2, if a capacitor is used for Z; and an inductor
is used for Zs, then the L-nework is a high pass filter. Conversely, if an inductor is

used for Z; and a capacitor is used for Zy, then the L-network is a low pass filter.

Z3

(a) L-network for Zg > Zj,.

Z1

(b) L-network for Zg < Z.

Figure 3.91: L-Network Topologies
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Figure 3.92: L-network impedance matching on a Smith chart for Rg < Ry,.
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Figure 3.93: L-network impedance matching on a Smith chart for Rg > Ry
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Whether X; and X3 is a capacitor or an inductor depends on if Rg > Ry, or
Rg < Ryp. First consider a matching network where Rg > Rj. To calculate the
values of X; and X9, the impedances of the source is transformed with X; to Z;
at point C and the impedance Z; is transformed with X9 from point C to Load*
in Figure 3.94. The transformed impedance Zj is set equal to the conjugate load

impedance and the values X; and X9 are calculated.

Z3

/./\X c

1
9000 >
J N
/ N\ Zs

Source o

Figure 3.94: Transformed start and load impedances on a Smith chart.
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The source impedance is

Zs = Rg+ jXg. (3.21)

The load impedance conjugate is given by

Z; = Ry + i X, (3.22)

Z; =Ry — jX|. (3.23)
The source impedance is transformed to Z; at point C by adding X in series as

is shown in Equation (3.24).

Z1 = Rg+ j(Xs + X1) (3.24)

(3.25)

The admittance Y] at point C is

1 1

M= = Re X+ X0) (3:26)
_ 1 RS_j(XS+X1) (327)

Rs+ j(Xs+X1) Rs— j(Xs+ X1) '
Bs . (Xs+ X)) (3.28)

- R% + (Xg + X1)? - ]R§+(X3+X1)2

The admittance Y; is transformed to the admittance Y5 by adding G3 = 1/X3 in

parallel with Yj.

_ Rg — (Xs + X1)
R% + (Xg+ X;)? RZ + (X + X1)?

+Go (3.29)

Y,

128

,.'g

—



The admittance Y (L*) from eq (3.23) is

1 1
Y] = —_— s
L= z;  Rp-ijXxg
_ 1 Ry + X1,
Ry — jX1, R+ jX|,
_ Rp+j3Xp,
R% + X2
X Ry, XL

L~ 532 7+ 53 3
RL+XL RL+XL

Y} =G} + jB}

(3.30)

(3.31)

(3.32)
(3.33)

(3.34)

The admittances Y} and Y3 are equal. Setting the real and imaginary parts equal

R, Rg
R2+X?  RL+(Xs+X1)?
Gy = s
R% + (Xg + X;)?
. X . (Xs + X1)
i s xrxz ¢
L+t4L | Rg + (Xs + X1) ]
I xs+x0) ]
B} =-— Xs +G
Lo R (XK + X2 2

(3.35)

(3.36)

(3.37)

(3.38)

In Equation 3.36 the known quantities are the conjugate load conductance (G7),

the source resistance (Rg), and the source reactance (Xg). Solving Equation 3.36

for X yields two answers, a value for a low pass and a high pass matching network.

In Equation 3.38 the known quantities are the conjugate load susceptance (Bj),

the source reactance (Xg), the source resistance (Rg), and the reactance X; from

Equation 3.36. Solving Equation 3.38 for two answers, a value for a low pass and a

high pass matching network.

The Matlab code to implement the L network matching component calculations

is shown in Listing 3.1. If Rg < Ry, then a series element is attached between the
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source and load (X;) and an element is placed in parallel with the load (Gap). If
Rg > Ry, then a series element is attached between the source and load (X32) and
an element is placed in parallel with the source (G1). If X is negative then El is a
capacitor and E2 is an inductor. If X is positive then E1 is an inductor and E2 is
a capacitor. If X9 is negative then E3 is a capacitor and E4 is an inductor. If X5 is

positive then E3 is an inductor and E4 is a capacitor.
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Listing 3.1: L matching network calculations Matlab code.

function [E1,E2,E3,E4] = L_matching(z_source,z_load,freq)

% L_matching(z_source,z_load, freq)

%

% This function determines the capacitance and inductance
% for elements in L matching networks. The inputs are the
% source and load impedance and the operating frequency.
% The outputs are the capacitance and inductance of the low

% pass L matching network followed by the capacictance and

% inductance of the high pass L matching network.

%

% The elements are returned in the following structure:

% struct( ’value’,0,’prefiz’,’’, ’unit’,’’, "topology ', ’’)

% value : { Numeric value of component}

% prefiz: Unused

% unit: {’H’,’F’}. This indicates if the element is an
% inductor, H for Henries, or a capacitor, F for
% Farads.

% topology: {’Source_Parallel’, ’Source_Series ’,

% "Load_Parallel’, ’Load_Series ’}.

% This indicates where the element ts in the L
% network. ’Source_Parallel’ indicates in

% parallel with the source. ’'Load_Parallel’

% indicates in parallel with the load.

% "Source_Series ’ and ’'Load_Series’ indicate the
% element ts in series between the load and
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% source.

%
% Ezample: [FE1 E2 E3 Ej] = L_matching (50, 25 + 10j, 1e6)

)

El struct( ’value’,0,’prefix’,’’, unit’,’’, topology’,’’);

E2

struct (E1);
E3 = struct (El);
E4 = struct (El);

if real(z_source) < real(z_load)

% Series element attached to source.
% Parallel element attached to load.
R = real(z_source);

X = imag(z_source);

y = 1/z_load;
ys = conj(y);
Gs = real(ys);
Bs = imag(ys);
else
% Series element attached to load.
% Parallel element attached to source.
R = real(z_load);
X = imag(z_-load);
y = 1/z_source;
ys = conj(y);
Gs = real(ys);

Bs = imag(ys);
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end

Be = subs(solve (’'R=(Gs)/(Gs"2.+.(Bs+.B)"2)’,’B’));
Xe = (—(Bs + Be)./(Gs"2 + (Bs + Be)."2)) — X;

if real(z_source) > real(z_load)
% Source element moves along constant conductance circles.
% Load element moves along constant resistance circles.
% Series element attached to source.
% Parallel element attached to load.
if Xe(1) <0
% X1 Capacitive
% X2 Inductive
El.value = —1/(Be(l)*2xpixfreq);
El.unit = 'H’;
El.topology="Source_Parallel ’;
E2.value = 1/(Xe(1)*2xpixfreq);
E2.unit = 'F’;
E2.topology="Load_Series ’;
else
% X1 Inductive
% X2 Capacitive
El.value = Be(1)/(2*pixfreq);
El.unit = 'F’;
El.topology='Source_.Parallel ’;
E2.value = —Xe(1)/(2«pixfreq);
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E2.unit = 'H’;
E2.topology='Load.Series ’;

end

if Xe(2) <0

% X8 Capacitive

% X4 Inductive
E3.value = —1/(Be(2)*2xpixfreq);
E3.unit = 'H’;
E3.topology="Source.Parallel ’;
E4.value = 1/(Xe(2)*2xpixfreq);
E4.unit = 'F’;
E4.topology="Load.Series ’;

else

% X8 Inductive

% X4 Capacitive

E3.value = Be(2)/(2*pixfreq);
E3.unit = 'F’;
E3.topology='Source.Parallel ’;
E4.value = —Xe(2)/(2*xpixfreq);
E4.unit = 'H’;
E4.topology="Load.Series ’;
end
else
% Sowrce element moves along constant resistance circles.

% Load element moves along constant conductance circles.

% Se 7zes element attached to load.
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% Parallel element attached to source.

if Xe(l) <0

% X1 Capacitive

% X2 Inductive
El.value = —1/(Xe(1)*2*pixfreq);
El.unit = 'F’;
El. topology="Source.Series ’;
E2.value = 1/(Be(1)*2*pixfreq);
E2.unit = 'H’;
E2.topology="Load_Parallel ’;

else

% X1 Inductive

% X2 Capacitive
El.value = Xe(1)/(2xpixfreq);
El.unit = 'H’;
El.topology='Source.Series’;
E2.value = —Be(1)/(2*pixfreq);
E2.unit = 'F’;
E2.topology="Load_Parallel ’;

end

if Xe(2) <0

% X3 Capacitz'i.)e

% X4 Inductive
E3.value = —1/(Xe(2)*2xpixfreq);
E3.unit = 'F’;

E3.topology="Source._Series ’;
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E4.value = 1/(Be(2)*2xpixfreq);
E4.unit = 'H’;
E4.topology='Load_Parallels’;
else
% X8 Inductive
% X4 Capacitive
E3.value = Xe(2)/(2xpixfreq);
E3.unit = 'H’;
E3.topology="Source.Series ’;
E4.value = —Be(2)/(2xpixfreq);
E4.unit = 'F’;
E4.topology="Load_.Parallels’;
end

end

Figure 3.95 shows the matching networks. The L matching network calculated for
each channel is listed in Table 3.8. The output impedance of the amplifier (Ampoyt)
is assumed to be 502 and the transducer impedance is assumed to be larger than
50Q2. The matching network with values E1 and E2 is used because it is a high pass
filter and any DC signal across Ampy,¢ will be blocked.

The resulting impedance transformations of the transducers with the matching

networks are summarized in Table 3.9 and shown in Figures 3.96 - 3.108.
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Ampout

Ampout

Figure 3.95: L matching networks for the array transducers.

E,
L o

1]
E;

E3
— E,

X Ducer

X Ducer

| Channel | E1(Q) [E2(2) [E3(2) [E4(Q)
1 2.11e-08F | 2.49e-04H | 1.87e-04H | 1.71e-08F
2 2.07e-08F | 2.57e-04H | 1.91e-04H | 1.72e-08F
3 1.99e-08F | 2.32e-04H | 1.99¢-04H | 1.48e-08F
4 2.15e-08F | 2.25e-04H | 1.84e-04H | 1.57¢-08F
5 2.15e-08F | 2.22e-04H | 1.84e-04H | 1.54e-08F
6 1.96e-08F' | 2.57e-04H | 2.02e-04H | 1.62e-08F
7 1.72e-08F | 2.71e-04H | 2.30e-04H | 1.44e-08F
8 1.49¢-08F | 2.53e-04H | 2.66e-04H | 1.05e-08F
9 2.78e-08F | 2.06e-04H | 1.42e-04H | 1.81e-08F
10 2.05e-08F | 2.40e-04H | 1.93e-04H | 1.59¢-08F
11 2.27e-08F | 2.10e-04H | 1.74e-04H | 1.54e-08F
12 2.03e-08F | 2.28¢e-04H | 1.95e-04H | 1.49e-08F
13 1.98e-08F | 2.18e-04H | 2.00e-04H | 1.36e-08F
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| Channel | Magnitude(Q2) | Phase(Degrees) |

1 50.32 0.84
2 50.19 -0.37
3 49.65 -0.31
4 50.31 0.34
5 50.18 0.19
6 48.81 0.93
7 49.09 0.30
8 50.12 -0.55
9 50.96 0.28
10 49.79 0.54
11 49.71 0.66
12 50.13 0.80
13 49.70 0.34

Table 3.9: Impedances of matched transducers.
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Figure 3.96: Channel 1 matched transducer impedance.
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Figure 3.97: Channel 2 matched transducer impedance.
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Figure 3.98: Channel 3 matched transducer impedance.
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Figure 3.99: Channel 4 matched transducer impedance.

142



Magnitude ()

ch05-matched Transducer Impedance at 80kHz

Magnitude
Phase

Real(Z) = 50.2 Q, Imaginary(Z) = 0.2 Q

1

120

105

70kHz

75kHz

80kHz
Frequency (Hz)

85kHz

90kHz

Phase (Degrees)

Figure 3.100: Channel 5 matched transducer impedance.
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Figure 3.101: Channel 6 matched transducer impedance.
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Figure 3.102: Channel 7 matched transducer impedance.
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Real(Z) = 50.1 Q, Imaginary(Z) = -0.5 Q
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Figure 3.103: Channel 8 matched transducer impedance.
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Figure 3.104: Channel 9 matched transducer impedance.
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Figure 3.105: Channel 10 matched transducer impedance.
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Figure 3.106: Channel 11 matched transducer impedance.
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151



Chapter 4

Pressure Field Measurement

A pressure field measurement entails positioning the hydrophone in the desired loca-
tion, exciting the transducer array, and capturing the resulting pressure data. This
process is repeated for each location in the desired area over which the pressure field
is measured. In order to focus the field in a particular location, the delays for each
transducer must be set such that the pressure from each transducer constructively

interferes at the desired location.

4.1 Hydrophone Positioning

The hydrophone is positioned using a Parker® 3-D positioning system. The posi-
tioner is controlled by the computer over an RS-232 port. Each axis is independently
controlled by passing character string commands over the serial port. Each controller
will echo the command and send back any requested information such as the status of
the controller. Control was implemented using Matlab m-files. Table 4.1 summarizes

the commands that control the positioning system.
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| Command | Description

pos_home Send the positioner to the home position.

pos_in_position Check to see if a specified axis or all axis are in position.

pos.init Initialize the positioner communication settings and motor profiles
and send to the home position.

pos_is_moving Check to see is a specified axis or all axis are moving.

pos_map Define the geometry of the positioning system.

pos_move Move the positioner in 3 dimensions specified in mm.

pos_move_axisl Move the positioner along the X-axis specified in mm.

pos_move_axis2 Move the positioner along the Y-axis specified in mm.

pos_move_axis3 Move the positioner along the Z-axis specified in mm.

pos_move_step Move the positioner in 3 dimensions specified in steps.

pos_read Read a line from the motor controller and return it as a string.

pos_read_all Read lines from the motor controller and return them as several
strings until an empty string is read.

pos.read_register | Read the contents of a specified register.

pos_write Write a command over the serial port to the motor controllers and
return the response.

Table 4.1: Positioner Matlab commands.

4.2 Hydrophone Measurements

The relative pressure field value is collected from the output of the hydrophone,
which passes through a pre-amplifier into an oscilloscope. The oscilloscope digitizes
the analog waveform, and the resulting digital waveform is sent to the computer over
the GPIB bus. Basic commands to interface with the GPIB bus were implemented
with Matlab using m-files. The commands are summarized in Table 4.2. Using the
GPIB commands and other Matlab commands, higher function m-files were created
to control and communicate with the oscilloscope. These are summarized in Table

4.3.

4.3 Calibration

In order to focus the field in a particular location, the delays for each transducer

must be set such that the pressure from each transducer constructively interferes at
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[ Command | Description

GPIB_close Close the specified GPIB port.

GPIB._init Open and initialize the specified GPIB port.

GPIB_query Send a command and read back the response into a string.
GPIB_read Read a single line from the GPIB port and place it in a string.

GPIB_read_all Read a line from the GPIB port and place it in a string until a null
string is read.
GPIB_write Write a command to a specified GPIB port.

Table 4.2: GPIB Matlab commands.

| Command | Description ]

scope_capture_wave_fast Capture the waveform from the oscilloscope and return the
data array. This function does not set the GPIB address,
save the data, or return the time array.

scope_init Initialize the oscilloscope to a predefined state. This file
should be copied and editied for each experiment so that the
state is preserved for each experiment and not overwritten
by subsequent ones.

scope_make_time_array Query the oscilloscope to determine the time settings and
number of points a waveform and then return a time array
that matches this criteria.

scope_set_channel Change the selected channel on the oscilloscope.

scope This is a macro command that sets the oscilloscope resolu-
tion, captures the waveform from the oscilloscope, saves the
data to a specified file, and displays a plot of the data.

Table 4.3: Oscilloscope Matlab commands.

the desired location. There are two ways to determine the delays needed to focus
the pressure field at a specific location: measure the delays from each transducer at
the desired location and use correlation to determine the needed delays; calculate the
delays based on the geometry of the transducer array, the frequency at which the
transducers are driven at, and the position of the desired focus [17]. The geometry of
the array has yet to be measured in detail so the former method is used. Figure 4.1
shows the responses from each transducer superimposed on each other. The delays
were calculated, and Figure 4.2 shows the resulting waveforms measured at the same

location with the applied delays. Table 4.4 contains a summary of commands that
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are used for the calibration process. Listing 4.1 shows an example m-file that focuses

the array at a single location.

| Command | Description |

calibrate_all transducers A macro function to calibrate all transducers at a specified
position and save the calibration data to a specified direc-
tory.

calibrate_reference This function measures and records the hydrophone wave-
forms at a specified location.

calibrate_single_transducer | A macro function to calibrate a single transducer at a spec- o
ified position and save the calibration data to a specified
directory.

delay _calculations This function calculates the delays needed to make the pres-

sure from each transducer coherent at a sampled position.
The waveforms from a calibration test with no delays ap-
plied are read in from the specified directory and root file

name.
delay _check This function measures and records the hydrophone wave- )
forms at a specified location using calculated delays.
delay _reference This function calculates the delays from saved waveform re-

sponses for each transducer at one location and saves the
results to a file.

plot_calibrated_delayed This function plots the waveforms saved from the cali-
brate_all_transducers function. The directory and file names
should be the same that were used when calling cali-
brate_all_transducers. The waveforms are saved in PDF for-
mat.

plot_calibrated reference This function plots the waveforms saved from the cali-
brate_reference function. The directory and file names
should be the same that were used when calling cali-
brate_reference. The waveforms are saved in PDF format.

Table 4.4: Calibration Matlab commands.
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Figure 4.1: Superimposed responses of each individually excited transducer with no
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Listing 4.1: Example Matlab m-file that measures the transducer response.

position = [0 —10 —25]

directory = ’(x,x,—25)";

file = '(0,-10,-25)";

calibrate_reference (position ,directory , file)
delay_reference(directory , file)

delay_check (position , directory , file)
plot_calibrated_reference (directory , file)

plot_calibrated_delayed (directory , file)

4.4 Pressure Observation

The positioner and oscilloscope commands are used with other Matlab commands
to define functions that measure the pressure in the water tank. These commands
are summarized in Table 4.5. Listing 4.2 is an m-file example of a pressure field
observation. The delays from the calibration observation performed in Listing 4.1 are
load into the array and the pressure field is measured over the specified plane. The
variable dimension specifies how large the plane is on each side in mm. The variable
resolution specifies the distance between each observation in mm. The variable origin
specifies the least coordinate in the plane to be measured. The directory and file need

to be the same as specified in Listing 4.1.
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| Command

Description

pm_calc
pos_scan_cube

measure
scan_line

measure_pressure_field

scan_plane

plot_one
transient_movie

Calculate the magnitude of a voltage waveform.

Scan a cube of a specified dimension, resolution, and starting
location and record the data to a specified directory.
Capture a waveform from the oscilloscope and save the data
to a specified file.

Scan a line of pressure parallel to the X-axis in a specified
direction, distance, and resolution.

Measure the pressure over the specified dimension starting
at the specified origin and moving in a positive direction.
The waveforms from the pressure field measurements are
stored in the specified directory with the specified root file
name.

Scan a plane of pressure normal to the Z-axis in a specified
direction, distance and resolution.

Plot the results from a single plane pressure field scan.
Make a movie out of the oscilloscope traces over a plane.
This movie shows the pressure field in the plane over time.

Table 4.5: Pressure field measurementss Matlab commands.
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Listing 4.2: Example Matlab m-file to measure a pressure field.

clear all

% Define paths to matlab m-files
common_path = ’../../Common/’;
addpath (common_path)

path_defs (common_path)

4

% Load delays
position = [0 —10 —25]

directory = ’(x,x,—25)";
file = '(0,—10,-25);

data_file_name = ...

sprintf(’../ Calibrate/%s/%s_ref_delays.mat’, directory , file);

load (data_file_name);

V4
/0

% Focus at home position

% 100mm plane with Z2mm resolution

%
dimension = 160;
resolution = 2;

origin = [-80 —80 —25];
%
measure_pressure_field (delays

,directory , file ,dimension,resolution ,origin ,.5);

- AR
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Chapter 5

Results

5.1 Pressure Linearity

Since the pressure from each transducer adds linearly, the pressure measured from
exciting each transducer individually should add up to the pressure measured from

exciting all the transducers. This assumption is confirmed and shown in Figure 5.1.

5.2 Focussing

In order to determine where the geometric focus of the transducer array is, a cube
of the pressure field was scanned without any delays applied to the transducers. The
resulting pressure field is shown in Figure 5.2. The geometric focus was estimated to
be at -25 mm below the hydrophone home position.

The array was calibrated to focus at points evenly spaced in the geometric focal
plane between (0,0,-25) mm and (0,60,-25) mm. The resulting pressure fields are
shown in Figures 5.3 - 5.9. There are large grating lobes about 60 mm from the

focus. As the focus moves away from the geometric focus and a grating lobe moves
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toward the geometric focus, the pressure at the intended focal point decreases and
the pressure at the grating lobe that is moving closer to the geometric focus increases.
The focus can be moved approximately 30 mm from the geometric focus before the

grating lobe has a higher pressure than the intended focus.
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Figure 5.4: Array focused at (0,10,-25).

166



(ww) uogisod ¥

09-

o

02-

0z

oy

09

Y position (mm)

N N »
=] o =]

N
2
=3 =

S
Pressure (kPA)

—
@

Figure 5.5: Array focused at (0,20,-25).

167




(ww) uogisod ¥

Y position (mm)

N ~n
=] =]

oy
09

o

08-
09-
o

08-

09-

o

02-

0z

oy

09

i N
@ o
1=

=3

=
Pressure (kPA)

Figure 5.6: Array focused at (0,30,-25).
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Chapter 6

Discussion

The system can be improved in several ways with future implementations. More
channels can be implemented by addressing FPGA board I/O limitations using se-
rial DACs instead of parallel DACs and by increasing the memory capacity by using
FPGAs with more memory or by using memory external to the FPGAs. Another
improvement is to implement multiple delay patterns. This can be accomplished by
changing the existing firmware or by increasing the computer serial interface through-
put in order to decrease the time needed to program the channel waveform data and
allow for delay patterns to be loaded while the array is running. Lastly, the power

amplifier can be modified slightly to drastically increase the output power.

6.1 Serial DAC

Initially, the TLC7254 parallel DAC was chosen because of its speed, cost, and avail-
ability. Since the initial design, there are serial DACS that have become available that
are comparable in speed and cost such as the AD5426 or AD5450. These serial DACs
require 2 signals per channel as apposed to 9 signals per channel for the TLC7254
[13] [7] [6]. This allows the number of DAC channels to increase from 16 to 46 with
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the current FPGA circuit board 1/O resources as shown in Figure 6.1. This would
also simplify the DAC circuit board by reducing the number of traces. The reduced
number of traces may may also allow for 8 channels to be implemented in a single

circuit board that fits in the 6.25 inch tall slots that are presently.

Serial DAC

Figure 6.1: Serial DAC I/O resources.

6.2 Additional Memory

More memory is needed in order to implement more channels. Increased memory
capacity can come from larger capacity FPGAs such as the Xilinx XC6SLX100, which
has 268 blocks of 16Kb block RAM, or the Xilinx XC3S5000, which has 104 blocks
of 16Kb block RAM, or memory external to the FPGA [11] [12]. Each 16Kb block
of memory can store the waveform for one transducer; therefore, the XC3S5000 can
implement 104 channels and the XC6SLX100 can implement 268 channels. In order
to use these higher capacity FPGAs, development boards for these FPGAs need to
be found and purchased or custom boards need to be constructed. Since the FPGA

slice resources are presently underutilized, using lower capacity FPGAs with external
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memory is another option. External memory would take up I/O resources on the
FPGA and reduce the number of DAC channels that can be implemented. In order
to utilize external memory, development boards that support external memory need

to be found and purchased or custom circuit boards need to be fabricated.

6.3 Multiple Delay Patterns

6.3.1 Firmware Implementation

Future applications of the ultrasound phased array motivate the implementation mul-
tiple delay patterns. Only one delay pattern is possible with the current firmware, but
multiple delays are possible with slight modifications in the firmware. The waveforms
would still be stored in memory, but different delays would be stored for each pattern.
These different delays could be implemented with cascaded counters. There are 3340
unused slices in the FPGA with the AWG design. The counters needed to implement
the delays for one pattern for each channel require 42 slices; therefore, approximately
79 total delays/channels can be implemented or 6 delay patterns patterns for the 13
transducer array can be implemented with the current FPGA. This estimate is con-
servative because there are some elements of the delay counters that can be shared

instead of replicated for each channel.

6.3.2 Live Updating Implementation

Updating the delay information from the computer while running the array would
allow for unlimited delay patterns. With the existing firmware, it takes one minute
to update 16 2K-word channels of memory. This corresponds to about 546 words per
second. The current serial communication baud clock rate is .5 MBaud but the FTDI

UM232R can go up to 3 MBaud [14]. This would increase the throughput by a factor
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of 6 to 3.2K words per sec. There are two words needed for to specify each delay, one
delay per channel per pattern, and 13 channels in the array means there are 26 words
need to be sent from the computer to the AWG per pattern. Therefore programming

a pattern would take approximately 7.9ms.

6.4 Power

More output power can be achieved with the existing amplifier design with few
changes. The LME49811 is a high bandwidth, high voltage op-amp [19]. It was
not used initially because it was twice the cost of the OPA552 and there is not a spice
model available, so the design could not be simulated prior to building the circuit and
this could potentially increase the design time and cost. The LME49811 can handle
a supply voltage up to 200V. The LME49811 bandwidth is approximately 100MHz
with a gain of approximately 58dB at 80kHz[19]. This is greater than the gain of
34dB needed in the existing amplifier design. The LME49811 can source up to 9mA
of output current [19]. Assuming a load matched to 50Q with an output voltage
of 400Vpx_pr max, a miximum output current of approximately 8A is needed. The
current gain of the output transistors would need to be 8A/9mA = 889. The exist-
ing output transistors can supply up to 15A continuous current, can withstand 250V
across the collector-emitter junction, and have a DC current gain of approximately
1300 at a collector current of 8A at 25C [18]. Higher voltage power transistors will be
needed or the maximum output voltage will need to be limited to 250,k _pk. 400W
will be delivered to a 502 load when driven with a 400V _py, sinusoid. 156W will be

delivered to a 50(2 load when driven with a 2560V,;_ sinusoid.
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Chapter 7

Conclusion

An electronics system that allows for the independent control of all transducers in
a 13 element low frequency (80kHz) phased array has been constructed and tested.
The system comprises an ultrasound transducer phased array in a water tank, a
hydrophone suspended in the water tank from a 3-D positioning system, a computer
to control the ultrasound array, 3-D positioning system, and record the pressure from
the hydrophone, and a set of custom and commercial electronics to drive the phased

array.

The water tank is 300x300x500 mm, and the transducer array is positioned at the
center bottom of the tank. The 3-D positioning systems is approximately centered in
the water tank. It can travel 200x200x300 mm and has a resolution of 200nm. The
transducer array is made up of thirteen 80kHz ultrasonic transducers that are 40mm
in diameter and are placed in a radial pattern with 66mm spacing. This corresponds

to a 3.5\ center-to-center spacing at 80kHz in water.

The computer controls the hydrophone position and the electronics that drive the
transducer array. The control is implemented with m-files in Matlab. There are m-
files that: perform a pressure field measurement, calibrate and test the transducer

array delays, control the 3-D positioning system, read and record the voltage data
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from the hydrophone, and program waveforms that drive the transducer array.

The electronics that drive the transducer array are divided into the following: a
commercial FPGA development board that stores digital waveforms and controls an
array of DACs, an array of DACs on a set of custom circuit boards that convert
the digital waveforms into analog waveforms, an array of power amplifiers on a set
of custom circuit boards that amplify the analog waveforms in order to drive the
transducers, and a set of matching networks. The commercial FPGA board is a
MEMEC Spartan-3 LC Development Kit that contains a Spartan 3 XC400 FPGA.
The digital waveforms are stored in the RAM on the FPGA with the waveform for
each channel stored in a 16Kb data block. The waveforms are 2048 8-bit words that
update the DAC voltages every 320ns. The DACs are implemented using a Texas
Intruments TLC7524 and an op-amp. The initial output of the DAC circuit was
noisy, so a 5th order Butterworth filter is used to reduce the noise. The output of the
DACs, which have a resolution of 4mV for an 8-bit input, are set to 1Vp_pi. The
output of the DAC circuits are amplified with an array of power amplifiers. The power
amplifiers are Class AB implemented using Burr-Brown OPA552 op-amps and On-
Semiconductor MJH11021/2 Complementary Darlington Silicon Power Transistors.
The power amplifier can drive 25W into a 5012 load. Each transducer has a matching
network that transforms its impedance to 5010.

The geometric focus of the transducer array was observed and the focus was moved
in the X-Y plane by changing the phase of each transducer. The focus can be moved
up to 30 mm from the geometric focus before grating lobes, due to the geometry of

the transducer array, significantly distort the resulting pressure field.
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