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ABSTRACT

RESOURCE ALLOCATION AND ROUTING IN

MULTI-HOP WIRELESS NETWORKS

By

Yong Ding

Multi—hop wireless networks have been widely deployed in different application

areas. These include wireless sensor networks, wireless mesh networks, and wireless

vehicular ad-hoc networks. Resource allocation and routing are two critical issues for

multi—hop wireless networks. The appropriate allocation of the limited resources, such

as energy or channel, can usually improve the network performance dramatically. On

the other hand, routing is usually coupled with resource allocation, which affects the

network topology. The problem itself can even be regarded as a high level resource al-

location, because it is equivalent to allocating the set of wireless links and bandwidth

for each particular application. Due to the difference in hardware characteristics and

application background, different networks should be given special design consider-

ations. In this dissertation, we discuss several research topics related with resource

allocation and routing in multi-hop wireless networks.

First, we investigate the problem of sleep scheduling of sensors in dense wireless

sensor networks with the goal of reducing energy consumption. The basic idea is to

partition sensors into groups such that a connected backbone network can be main-

tained by keeping only one arbitrary node from each group in active status. Unlike

previous approaches that use geographic partitions, we propose to partition nodes

based on their measured connectivity. The proposed scheme not only ensures K—

vertex connectivity of the backbone network, but also outperforms other approaches

in irregular radio environments.



Second, we study the channel assignment with partially overlapping channels in

wireless mesh networks. Unlike previous studies that focus on the channel assign-

ment with non-overlapping channels only, we propose efficient channel assignment

algorithms that use both non-overlapping and overlapping channels. We show that

the network capacity can be dramatically increased by using partially overlapping

channels, and the proposed algorithms find better solutions than existing algorithms.

Third, as both static channel assignment and dynamic channel assignment have

their own strengths and drawbacks, we propose a hybrid wireless mesh networking

architecture, which combines the advantages of both channel assignment approaches.

We discuss both the channel assignment algorithms and routing protocols used in

this hybrid architecture. We demonstrate that our proposed approach achieves better

adaptivity to the changing traffic and lower data delivery delay.

Fourth, we study the application of multi-source video on—demand streaming in

wireless mesh networks. We focus on the problem of finding the maximum number

of high-quality and independent paths from the user to the multiple video sources by

considering the effect of wireless interference. We propose efficient routing algorithms

that aim at minimizing the network congestion caused by each new video session. We

show that it not only improves the average video streaming performance, but also

increase the network’s capacity of satisfying video requests.

Finally, we present a routing algorithm for vehicular ad-hoc networks with the

goal of efficient data delivery under low and median vehicle densities. We consider

the deployment of static nodes at road intersections to help relay data. We propose

an algorithm that determines whether a vehicle forwards a packet to the static node

and when the static node forwards the packet to vehicles. We show that our proposed

routing algorithm achieves lower data delivery delay than the previous algorithms.
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CHAPTER 1

Introduction

Multi-hop wireless networks consists of wireless nodes that form a multi-hop network

topology. There have been several different types of multi-hop wireless networks that

are widely used in different application areas. These include wireless sensor networks

(WSN), wireless mesh networks (WMN), and vehicular ad-hoc networks (VANET).

As different types of networks differ in the hardware characteristics of wireless nodes

and supported applications, they require different design considerations.

WSN is composed of battery-powered sensors. After deployment, WSN is in—

tended to work for months or years. Therefore, energy becomes a critical resource.

Experiments have shown that most of the sensor’s energy is consumed in wireless

communication. This motivates us to study the design of energy—efficient algorithms

in WSN to prolong the network lifetime.

WMN is composed of mesh routers that have permanent power supply. Unlike

WSN, WMN is used as infrastructures to enhance wireless coverage and last-mile

Internet access. Therefore, energy is no longer an issue in WMN. Instead, it becomes

important to improve the overall network throughput. In multi-channel WMN, the

appropriate assignment of channels is critical for improving the network capacity. As

more and more high bit-rate applications, such as video streaming, begin to be de-



ployed on WMNs, routing becomes another important issue. It is usually correlated

with channel assignment. An efficient routing algorithm not only improves the ap-

plication performance, but also increases the overall network throughput of WMN,

which are supposed to be shared among multiple users. This motivates us to study

the channel allocation and routing in multi—channel WMN.

VANET consists of vehicles with wireless communication capability. Similar to

WMN, enery is not an issue, because the wireless device can be powered by vehicles.

Unlike WMN, which is static, the VANET has high mobility and the network is

frequently disconnected. As a result, it usually causes high delay for end-to-end data

delivery over multiple hops. This motivates us to study efficient routing algorithms

to reduce the data delivery delay in VANET.

In this chapter, we first give an overview of the different types of multi—hop wire-

less networks. We then discuss the challenges of resource allocation and routing in

different networks. Finally, we present the structure of dissertation.

1.1 Overview of Multi-Hop Wireless Networks

In this section, we present a brief introduction of different types of multi-hop wireless

networks and their potential applications.

1.1.1 Wireless Sensor Networks

A wireless sensor network (WSN) is composed of a large number of tiny battery-

powered sensor nodes that are densely deployed in the area of interest to monitor the

environment and collect data. Each sensor node consists of sensing, data process-

ing, and wireless communication components. Usually, sensor nodes are randomly

deployed, and they are able to self-organize a multi—hop wireless network. Fig.1.1 [9]

illustrates a typical architecture of a wireless sensor network. Data are collected from
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Task Manager

Node    Sensor Field 

Sensor Node
User

Figure 1.1: Wireless Sensor Network [9]

sensor nodes and routed back to the sink through multi-hop relay of other sensor

nodes. The user communicates with the sink via Internet or Satellite to view results

from and control the sensor network.

The advancement of technology in wireless sensor networks has enabled a variety

of applications [9] [24].

0 Military Applications: such as monitoring friendly forces, reconnaissance of

opposing forces, and battlefield surveillance.

0 Environmental Applications: such as forest fire detection, bio-complexity map-

ping of the environment, and flood detection.

0 Health Applications: such as tele—monitoring of human physiological data,

Tracking and monitoring patients inside a hospital, and drug administration

in hospitals.

0 Home and Commercial Applications: such as home automation and smart en-

vironment, managing inventory control, and vehicle tracking and detection.



 Gatewayl Gateway2

  
Q

Stationary

Client

 

Figure 1.2: Wireless Mesh Network [7]

1.1.2 Wireless Mesh Networks

Wireless mesh networking has become a promising technology that has the poten-

tial to enable many useful applications. A typical wireless mesh network (WMN)

architecture is shown in Fig.1.2 [7].

A wireless mesh network consists of mesh routers and mesh clients. Usually,

mesh routers are assumed to be stationary, and each router is equipped with one or

more wireless interfaces. While mesh routers provide coverage in the neighborhood,

they also connect with each other to form a multi—hop wireless backbone network.

Some special mesh routers, called gateways, also have interfaces directly connected to

the Internet. Thus, the backbone network can carry traffic between mesh clients or

between mesh clients and the Internet through multi-hop relay of the mesh routers.

A mesh client can be mobile or stationary and typically has only one interface. It is

connected to the network through the mesh router that covers the client or directly

through the gateway.



In a wireless mesh network, there are three kinds of links: i) Access links, which

connect users to mesh routers. They can be wired (Ethernet) or wireless (802.11

or Bluetooth); ii) Backbone links, which provide connections between mesh routers.

Usually 802.11 or some proprietary protocols are used. iii) Backhaul links, which con-

nect gateways to the Internet. The technologies usually used are Ethernet or TV cable

for wired connections, and 802.16 or proprietary protocols for wireless connections.

There have been many prospective applications envisioned by wireless mesh net-

working [10]. Some commercial deployments and university testbeds are already

working with the focus on different application areas.

0 Extended 802.11 coverage: Broadband home networking is a typical application

of using wireless mesh networking technology to extend 802.11 indoor coverage.

Tfaditional 802.11 WLAN may either cause dead zones in the home if only

one access point is deployed, or cause unnecessary traffic under the deployment

of multiple access points because end users of different access points have to

communicate through the Internet even though they are in the same home. By

placing multiple wireless mesh routers with mesh connectivity in the home, all

these problems can be solved.

0 Community Networks: A community network can be formed by establishing

mesh connectivity among mesh routers in the homes within a community area.

This brings two major advantages. First, multiple homes may share one access

point that connects to the Internet, which is a more flexible and economic way

to access the Internet. Second, wireless mesh community networks enable many

applications within the neighborhood, such as distributed file storage, file access

and video streaming.

0 Broadband Internet Access: Wireless mesh networking has also been considered

as a cost-efficient way of establishing last-mile Internet access. By replacing
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Figure 1.3: Wireless Vehicular Ad—Hoc Network

wired connections with wireless connections using mesh routers, not only can

the coverage be enhanced, but the network also becomes more flexible.

o Other Applications: These include transportation systems, building automa-

tion, health and medical systems, and security surveillance systems.

1.1.3 Wireless Vehicular Ad—Hoc Networks

Since FCC allocated 75 MHz of spectrum at 5.9GHz for Dedicated Short-Range Com-

munications (DSRC) [1], inter-vehicle communication and vehicle-to-infrastructure

communication can be supported using a variant of the IEEE 802.11a technology.

Vehicular ad-hoc network (VANET) is composed of vehicles, where each vehicle is

equipped with wireless communication capability. An example of vehicular network

is illustrated in Fig.1.3. The data can be delivered between vehicles through multi-hop

data transmission.

Many potentially useful applications have been envisioned in vehicular ad-hoc

networks [115] [119].
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0 Safety Applications: such as vehicle collision avoidance and road condition

warning.

0 Road Assistance Applications: such as real-time traffic estimation for trip plan-

ning, and information retrieval.

0 Entertainment Application: such as media content sharing.

0 Data Deliver Networks: For example, by embedding sensors in vehicles, a mobile

sensor network can be established to monitor road and environmental conditions

in large areas. The vehicular networks can act as a “delivery networks” to

transfer data from remote sensor-nets to Internet servers.

1 .2 Motivation

In this section, we introduce the challenges in resource allocation and routing in

different types of multi-hop wireless networks, and therefore explain the motivation

of this dissertation.

1.2.1 Critical Resources in Wireless Networks

In this subsection, we introduce the critical resources in wireless sensor and mesh

networks. The resource allocation becomes an important issue in both networks.

1. Energy Efficiency in Wireless Sensor Networks

Wireless sensor networks consist of a large number of battery powered nodes that

need to operate in unattended status for months. In order to sustain sensors to run

for a long period of time with limited energy capacity, it is critical to save energy

in sensor operations. Since wireless communication consumes the majority of energy

among all the sensors’ activities, reducing power consumption in communication is



the most effective approach to prolong sensors’ lifetime. Two strategies are usually

used to minimize energy dissipation in sensor communication: i) adjust the radio

transmission power of each node; or ii) schedule the wireless interfaces of sensor

nodes to rotate between active and sleeping status.

When a wireless interface is turned on (or in active status), it may be at one

of the three modes; transmitting packets, receiving packets, and idle listening. Ex-

periments in [20] showed that the energy consumption ratio of listening, receiving,

and transmitting is 1:1.2:1.7 for sensor nodes. As a result, if an active interface is

not transmitting or receiving packets frequently, it may consume a large portion of

energy on idle listening. In this dissertation, we propose an adaptive sleep scheduling

algorithm [33] [35] that enables sensor nodes to save the energy spent on idle listening

and therefore prolongs the network’s lifetime.

2. Channel Diversity in Wireless Mesh Networks

One major problem facing wireless networks is the capacity reduction caused by the

interference among wireless links. For example, the throughput of a 2—hop flow halves

in a single-radio single-channel multi-hop WMN, because the wireless interference

enforcas that only one of the two hops can be active at the same time.

It has been shown that a pair of wireless links can transmit simultaneously as long

as they are operating on different non-overlapping channels, even through they are

within interference range of each other. Fortunately, 802.11b/g and 802.11a provide 3

and 12 non-overlapping channels respectively. Thus, we can mitigate the interference

within the network by fully exploiting the spectrum resource.

Although multiple channels and multiple radios are available, standard IEEE

802.11 protocol is designed for only single channel and single radio per node. In

a multi-channel multi-radio WMN, a coordination layer is needed between the MAC

and network layer to enable a mesh node to coordinate among multiple radios and



configure them with appropriate channels. Channel allocation is therefore a very im-

portant issue. Generally speaking, we want to assign each radio of each mesh node

with an appropriate channel so that the network performance can be maximized.

In this dissertation, we propose an eflicient channel assignment algorithm [31] that

fully utilizes both partially overlapping channels and non-overlapping channels in the

channel assignment. In addition, we propose a hybrid wireless mesh networking ar-

chitecture [32], which well utilizes the advantages of both static and dynamic channel

allocation mechanisms.

1.2.2 Routing in Multi-Hop Wireless Networks

Due to the different characteristics of different types of multi—hop wireless networks,

the routing protocols have different design considerations in different networks.

1. Routing in Multi-Channel Wireless Mesh Networks

Wireless mesh network is envisioned to be used for low—cost infrastructures for build-

ing community networks. A community network is a static multi—hop wireless network

composed of many mesh routers, where each mesh router establishes connectivity

with neighboring mesh routers. There are some special routers working as gateways

to provide access to the Internet.

One distinguished feature of wireless mesh networks is that multiple channels are

usually used to improve the network capacity. Therefore, there is one more important

factor that we need to consider in the design of routing protocols, that is, the channel

diversity. When finding the route for a single flow, we need to ensure that the route

has good channel diversity so that the intra-flow interference is minimized. While

considering the routing of multiple flows, in addition to the intra—flow interference

of each flow, we also need to minimize the inter-flow interference between different

flows, so that we can maximize the overall performance.



As the use of multiple channels improves the capacity of wireless mesh network,

there is growing demand of deploying high performance applications, such as video on-

demand applications, on the network. To improve the video streaming performance,

we can stream the video from multiple paths over the wireless mesh network. The

multipath video streaming brings the following benefits compared to the single-path

video streaming: (1) The multipath routing distributes the traffic over the network, so

it enjoys higher quality of data transmission than single-path routing, which can easily

cause congestion; (2) The multipath routing improves the stability and robustness,

because the probability that all paths experience bursty loss or congestion gets smaller

than using single path. In this dissertation, we propose a multipath routing algorithm

for improving the multi-source video streaming performance in multi-channel wireless

mesh networks.

2. Routing in Vehicular Ad-Hoc Networks

A vehicular ad-hoc network can be regarded as a special type of mobile ad hoc network

(MANET) with some unique features. First, as vehicles usually move at high speeds,

the topology of the vehicular network changes more rapidly. Second, unlike MANETs

where an end-to—end connection is usually assumed, vehicular networks are frequently

disconnected depending on the vehicle density. The most distinguished feature is that

vehicles have some restricted mobility pattern. Specifically, all vehicle movements are

constrained in roads, which have a static structure. Vehicles can only move in either

direction on the road, and move at a speed restricted by the speed limit. These

characteristics make the classical MANET routing algorithms such as AODV [83]

and GPSR [55] inefficient in vehicular networks, and significantly influence the design

of alternative routing protocols.

As the vehicular network is frequently disconnected, there might be cases when

a packet has no connected vehicle to deliver to as the next hep. In this case, vehi-

10



cles have to carry the packet and then forward it when possible. As a result, the

data delivery delay may become very large. Especially, the vehicular network has

lots of topology holes, which makes traditional greedy geographic forwarding every

inefficient. In this case, we can utilize the mobility pattern of vehicles to reduce the

packet delivery delay. Although the vehicles have high mobility, the street map is

static. In this dissertation, we propose a static-node assisted routing protocol [34]

that well utilizes the knowledge of street map to achieve improved data delivery delay

in vehicular ad-hoc networks.

1.3 Structure of The Content

The remainder of this dissertation is organized as follows. We review the related work

in Chapter 2. Chapter 3 presents a distributed sleeping scheduling algorithm in wire-

less sensor networks, which is adaptive to irregular radio environments. Chapter 4

proposes efficient channel assignment algorithms with partially overlapping channels

in wireless mesh networks. We discuss the hybrid channel allocation for wireless mesh

networks in Chapter 5. In Chapter 6, we propose an eflicient multipath routing algo-

rithm, which improves the video streaming performance in wireless mesh networks.

In Chapter 7, we present a static-node assisted routing protocol for vehicular ad-hoc

networks, which reduces the data delivery delay. Finally, we present a summary and

some potential future work in Chapter 8.

11
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CHAPTER 2

Related Work

In this chapter, we review the previous work on resource allocation and routing in

different types of multi-hop wireless networks.

2.1 Energy Efficient Wireless Sensor Networks

Energy in sensor networks can be saved by adjusting the radio transmit power of

each node. Several topology control algorithms [89] [109] [63] have been proposed to

reduce energy consumption by selecting adequate node transmit power while main-

taining network connectivity. Ramanathan and Rosales—Ham [89] formulated it as

a constrained optimization problem and presented distributed heuristic algorithms

to maintain a connected topology using minimum power. Wattenhofer et al. [109]

suggested to decide the radio transmit power of each node based on the directional

information, that is, a node grows its transmission power until it finds a neighbor

node in every direction. Li and Hou [63] proposed FLSSk, which minimizes the max-

imum transmission power used while preserving k-vertex connectivity of the wireless

network. In addition, some other work studied energy-saving specifically in routing

packets, such as energy conserving routing [18] and efficient communication proposed

in [65]. Energy conserving routing [18] selects the appropriate routes and correspond-
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ing power levels in order to maximize the network lifetime. Li and Song [65] proposed

a topology control algorithm for each node to adjust its transmission power, such that

the topology formed is efficient for both unicast and broadcast communications.

In [25] [45] [13], the authors select the set of active nodes for routing purposes

based on the idea of approximating a minimum connected dominating set (MCDS).

[112] further discusses how to balance energy dissipation in the cluster heads of the

CDS. Deb and Nath [27] proposed a node scheduling approach that can adapt to

the trade-off between energy conservation and data delivery quality. Although CDS

approaches save energy by decreasing the number of active nodes, they are not efficient

at balancing energy consumption among nodes so as to maximize the network lifetime.

To reduce the energy waste in idle listening, duty cycling has been proposed in

[118] and [106], where the wireless interface of each node follows a periodic cycle of

active/sleep states. Although duty cycling is energy-efficient, it increases the delay

of data delivery, because the intermediate node has to wait for the next-hop node to

wake up to receive the packet. [36] analyzes the bounds of data delivery delay by using

completely decentralized duty cycling. In [42], the authors formulate the problem of

assigning duty cycle to each node while minimizing the end-to-end communication

delay, and provide optimal solutions for networks with some special topologies and

heuristic solutions for networks with arbitrary topologies.

Node scheduling algorithms that maintain a connected dominating set and bal-

ance energy usage by switching node status have been studied in [20] and [117]. These

approaches cope with the idle listening problem without causing dramatical data de-

livery delay. Span [20] aims at reducing energy consumption of a wireless network

without significantly diminishing its capacity or connectivity. In Span, each node

makes a local decision on whether to sleep or join the backbone as a coordinator

by periodically checking the status of its neighbors. Unlike Span, GAF [117] divides

nodes into groups such that a communication backbone is formed by selecting an arbi-
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trary active node from each group while keeping others in sleeping mode. Compared

with Span, GAF imposes less overhead on switching node status, because only nodes

within each group need to communicate with each other for load balance purposes.

CEC [116] divides nodes into clusters based on measured connectivity similarly,

but it cannot efficiently switch node status within each group like GAF. Instead, it

needs to re-form clusters to balance energy consumption among nodes. Friedman

[41] proposed timed grid routing, which is based on virtual grids and synchronized

clocks. It aims at avoiding message collision as well as conserving energy through

node scheduling. The authors of [102] focused on energy efficiency and preserving

network coverage at the same time.

2.2 Channel Allocation in Multi—Channel Wireless

Mesh Networks

One major problem facing WMNs is the capacity reduction caused by the interference

among wireless links. When two nearby wireless links communicate on the same

frequency band, they cannot transmit data simultaneously. As a result, the backbone

links are usually the bottleneck of the network. To alleviate this problem, in many

WMNs, mesh routers are equipped with multiple radios, which can be configured

to operate on different channels. Thus, simultaneous transmission and reception are

made possible.

Fig.2.1 illustrates the categorization of different channel assignment algorithms.

As omni-directional antenna and directional antenna have different interference mod-

els, channel allocation should be performed differently. In addition, with regard to

how frequently the channel of each radio changes, channel assignment can be cate-

gorized into static assignment algorithms and dynamic assignment algorithms. Note

that there are no dynamic channel assignment algorithms for directional’antenna

14
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Figure 2.1: Categorization of Channel Assignment Algorithms

WMNs due to its large channel switching overhead.

In static channel allocation, one approach assumes a known traffic profile in the

network, because the aggregate traffic load of each mesh router changes infrequently.

The authors of [91] proposed an iterative approach to solve the joint routing and

channel assignment problem, which can calculate a routing scheme as well as a chan-

nel assignment scheme, such that all traffic profiles are satisfied. In [11] and [56], the

authors formulated the problem using linear programming with constraints on inter-

ference and fairness, which is NP hard. They proposed approximation algorithms to

get a joint routing and channel assignment scheme.

Other studies assume that the traffic profile of each mesh router is not known,

and usually consider channel assignment and routing separately. The authors of [90]

assumed that the traffic from the Internet gateway to clients is dominant, and thus

they first constructed a load-balanced routing tree from the original network topology,

and then proposed a distributed load-aware algorithm to assign channels to the links

on the tree. In [50], the peer-to-peer traffic was assumed to be dominant in the

network. The authors first constructed a k—connected backbone from the original

15
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network topology, and then assigned channels on the constructed topology. There

have also been some heuristic channel assignment algorithms proposed in [98] [86] to

minimize the interference in the wireless mesh network when the backbone topology

is already determined.

With regard to how frequently interfaces switch channels, dynamic channel assign-

ment can be divided into long-term and short-term strategies. In long-term strategies

such as [86], channel switching is usually network-wide and governed by a central

server. The central server monitors for environmental changes, recalculates the chan-

nel assignment for the whole network, and informs nodes to switch channels in each

time period.

In short-term strategies such as [113] [96] [12] [101], channel switching happens fre-

quently among nodes that want to communicate with each other. Thus, the switching

overhead and coordination mechanism are the major challenges. Short-term dynamic

channel assignment strategies can be categorized into two approaches. i) Devoting a

single interface from each node for the purpose of control only [113]. This approach

does not require synchronization among nodes but may not exploit the resources ef—

ficiently. ii) No separate interface is devoted for control so that resources can be

utilized more efficiently, but this approach requires synchronization among nodes [96]

[12] [101].

Some dynamic channel allocation algorithms, which require less frequent switch of

channels, have been proposed in [81] [30]. The authors of [81] proposed a distributed

routing and channel allocation algorithm for each flow. However, it is especially de-

signed for the network, where each node has exactly two radios. A learning approach

has been proposed in [30], where nodes autonomously learn their channel allocation

based on the channel usage information in neighborhood. The learning algorithm

needs time to converge to a good channel assignment each time the traffic pattern

changes.
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The throughput of WMNs can be improved by using directional antennas. In [88],

the authors proposed using directional antennas to establish point-to—point links.

They observed that even in the presence of side-lobes, it is possible to transmit

(receive) along all links of a node simultaneously under the same channel. Some

algorithms have been proposed in multi-radio multi-channel WMNs using direction

antennas such as [87] and [38], which well utilize the special properties of directional

antennae. All these algorithms use static assignment strategies, because dynamic

channel switching causes much more overhead in directional antennae.

Previous channel assignment algorithms are based on non-overlapping channels.

The benefit of using partially overlapping channels in WLANs has been studied in

[73], [72]. In [73], the authors measured the interference between different APs when

partially overlapping channels are used. They proposed channel assignment algo-

rithms with partially overlapping channels for APs in [72], which aim at minimizing

the interference between different WLANs. A similar problem has also been studied

in cellular networks [122]. The authors addressed the channel assignment problem of

minimizing interference between same channels and adjacent channels.

The channel assignment with partially overlapping channels in wireless mesh net-

works has been discussed in [74]. They assume that the traffic profile is known before

doing channel assignment. The use of genetic algorithm for channel assignment has

been studied in cellular networks [120], but it has not been fully studied in wireless

mesh networks yet.

2.3 Routing in Multi—Hop Wireless Networks

In this section, we review the previous work on the routing in both wireless mesh

networks and vehicular ad-hoc networks.
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2.3.1 Multipath Routing in Wireless Mesh Networks

Video streaming is a challenging task due to its high bit rate, delay, and loss sensi-

tivity. It is believed that the application performance can be improved by streaming

the video over multiple paths. In [104] and [77], a peer-to—peer architecture for me-

dia streaming has been proposed, where a user can stream videos from both servers

and peers. One major problem with multi-source video streaming is the discovery of

multiple routes. Specifically, these routes need to be independent so that the failure

or congestion of one route will not influence the others.

Multi-path routing has been used in wireless ad hoc networks to provide error

resilience and load distribution. A number of multi—path routing protocols [53] [61]

[70] have been proposed to discover multiple paths between a single source and a

single destination. These protocols focus on finding edge-disjoint paths. However,

there still exists correlation between these edge-disjoint paths due to the effect of

wireless interference.

There have been several studies of multi-path video streaming in wireless ad hoc

networks. In [69], the authors tried to find optimal paths for each session of multiple

concurrent video sessions such that the overall video distortion is minimized. How-

ever, the authors have not considered wireless interference in the problem formulation.

In [68] and [110], the authors took the wireless interference into consideration, and

they studied the selection of optimal paths between a single source and a single des-

tination. Both studies used Multiple Description Coded video (MDC) for multi—path

streaming, but optimized for different objectives. The former one aims at minimizing

the distortion metric [23], while the latter one tries to minimize concurrent packet

drop probability over all paths.

Multi—path video streaming over static wireless mesh networks has been studied

in [62] [57]. The authors used double-description coding and tried to find two paths

to optimize the distortion of the video streaming application. However, the proposed
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mechanisms are for single-channel wireless mesh networks and do not guarantee the

independency among the two paths. As a result, the failure or congestion of one path

may affect the other. Moreover, their optimization is only for a special case, in which

the video stream is split over two paths.

A similar problem has been studied in other networks. In [14], the authors studied

multi-path selection in Internet overlay networks with the goal of maximizing aver-

age video quality. In [75], the authors proposed to build a tree to aggregate videos

from multiple video surveillance nodes (leaf nodes) to a center (root node) in sensor

networks, while minimizing the wireless interference in the tree.

Once the multiple paths have been discovered, the sending rate on each path

should also be determined. There have been many studies on rate allocation for a

single video streaming session, assuming the multiple routes have already been found.

They have proposed rate allocation schemes to minimize the packet loss [78], or to be

used with FEC [76], or minimize the distortion metric [126]. All these rate allocation

algorithms optimize for the current session only, and have not considered its influence

on either existing sessions or subsequent sessions.

2.3.2 Routing in Vehicular Ad—Hoc Networks

There have been many studies on delivering messages in sparse mobile ad hoc net-

works with sporadic connectivity and ever-present network partitions. In these net-

works with extreme conditions, traditional routing algorithms that assume the fully

connected path between hosts become inefficient. In case of the random movement of

mobile nodes, “opportunistic forwarding” has been proposed in [105] [22] [54]. Some

other studies employed controlled mobility to help message delivery [64] [124] [19].

Vehicular network (VANET) is a special type of mobile ad hoc network (MANET).

The most distinguished feature of VANET is that vehicles have some restricted mobil-

ity pattern. Specifically, all vehicle movements are constrained in roads, which have
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a static structure. Vehicles can only move in either direction on the road, and move

at a speed restricted by the speed limit.

GPCR [66] is a position-based routing protocol, which uses the knowledge of the

street map structure. In GPCR, when the packet is in a vehicle that is in the street,

it will be forwarded to the next intersection by using greedy geographic forwarding.

Once the packet reaches the intersection, the routing decision is made to forward the

packet to the neighboring vehicle with the largest progress towards the destination.

GyTAR [52] uses the vehicle density as well as the distance from the destination for

route decision at intersections. When a packet reaches the intersection, it will select

the neighboring intersection, which is geographically closest to the destination and

has the highest vehicle traflic. “Trajectory based forwarding” [103] [79] also utilizes

the static structure of street maps. It can be considered as an extension to geographic

forwarding in that messages are forwarded greedily along a predefined trajectory.

MDDV [111] and VADD [123] combine geographic forwarding, opportunistic for-

warding, and trajectory based forwarding for data delivery in VANET. They abstract

each road as a link whose delay is the time consumed to deliver a packet through

the corresponding road by the multi-hop communication and the carrying of moving

vehicles on this road. Therefore, packets will be delivered along the shortest-delay

trajectory. In cases when no vehicles are available in the next road for data deliv-

ery along the shortest delay trajectory, VADD improves packet delivery reliability

by making a routing decision at each intersection to select a best currently available

trajectory. Different from MDDV and VADD, our work focuses on data delivery in

VANET under low vehicle densities, where VADD experiences dramatic performance

degradation in packet delivery delay, and MDDV even renders poor reliability.

LOUVRE [60] abstracts the street map into an overlay network based on the

vehicles at intersections and the vehicle density in each road. There exists a link if

and only if the vehicle density on the road is higher than the predefined threshold.
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TOPO [108] used the similar idea of overlay routing. However, they are not suitable

for scenarios of low vehicle densities, because the overlay network may be disconnected

most of the time. Throwbox [125], a device that can store and forward data, has been

designed to improve the network throughput and reduce packet delay in delay tolerant

networks. The placement of throwboxes and the determination of packet forwarding

trajectory are based on the contact opportunities between each pair of mobile nodes,

which can be effective in small scale networks. However, the assumption of known

contact opportunities limits it extensibility to larger scale networks.

As some vehicles, such as buses, have predetermined routes, several algorithms

have been proposed to utilize this predictable mobility for data delivery in VANET.

The authors of [26] suggest to utilize the non-randomness in the movement of mobile

nodes. Vehicles can learn the movement pattern in the form of the meeting likelihood

of pairwise nodes from the network, and use it to inform an adaptive routing strat-

egy. The authors of [17] [16] used a similar idea and proposed routing protocols in

the VANET formed by buses, whose mobility pattern can be well used to facilitate

successful data delivery.
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CHAPTER 3

Adaptive Sleep Scheduling for

Wireless Sensor Networks

The major portion of energy in a sensor network is often consumed by idle listening

instead of packet transmission and reception under light traffic or in a dense network.

It has been observed that the energy consumption of a wireless interface cannot be

ignored even when it is in the listening mode. The experiment in [20] shows that the

energy consumption ratio of listening, receiving, and transmitting is 1:1.2:1.7. (The

ratio is shown to be 1:1.05:1.4 in [97] and 12222.5 in [5].) Therefore, energy can be

further saved by reducing the time spent in idle listening of sensor nodes.

In duty cycling approaches [118] [106], the wireless interface of each sensor node

follows a periodic cycle of active/sleep states. However, this approach incurs addi-

tional end-to—end communication delay, because the intermediate node has to wait

for the node at the next hop to wake up for receiving the packet.

In this chapter, we adopt another sleep scheduling approach to reduce the energy

consumption without causing dramatic data delivery delay in a dense sensor network.

Since only a small portion of the sensors are involved in packet transmission and

reception in a dense sensor network where broadcast is not frequently initiated, it
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will be most effective to save energy by turning off the wireless interfaces of those

redundant sensors that only operate in listening status. Therefore, we can divide the

sensor nodes into groups such that nodes in each group are equivalent with regard to

data delivery. At each time, one node is selected from each group to operate in active

radio mode (listening, transmitting, receiving), while other nodes put themselves

into sleepng mode by turning off their wireless interfaces. No matter which node is

selected from each group, all the active nodes need to form a connected backbone

network. If a sleeping node wants to send data, it can turn on its wireless interface

temporarily to transmit the packets through the backbone network. In addition, the

roles of active nodes and sleeping nodes need to be swapped once a while to balance

the power consumption among all the nodes, which prolongs the network’s lifetime.

The algorithm that saves energr by utilizing this node scheduling method has been

proposed in ad hoc networks. GAF [117] [116] partitions the nodes based on their

geographic locations. It divides the deployed area into multiple equal-size squared

cells so that nodes in the same cell form a group. By assuming an ideal radio propa-

gation model and choosing the appropriate side length of cells, it ensures that a well

connected backbone network can be formed as long as at least one node in each cell

remains in active mode. However, this geographic partition suffers from several draw-

backs besides its dependence on the localization infrastructure. First, as GAF uses

fixed cells in its partition, it lacks the flexibility to provide different partitions that

can ensure different connectivity levels of the backbone networks. Second, geographic

partition methods depend on the assumption of ideal radio propagation model, which

does not always hold due to radio’s irregular transmission pattern and multi-path

effect in real environment. As a result, the connectivity of the backbone network

cannot be guaranteed, which causes degradation in network performance.

Motivated by these limitations, we propose a Connectivity based Partition Ap-

proach (CPA), which divides nodes based on their measured connectivity instead
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of guessing connectivity by their positions. In comparison, our approach has more

flexibility because it can generate partitions while ensuring K-connectivity of the

backbone network. In addition, as CPA is based on measured connectivity, it can

guarantee the connectivity of the backbone network even under un-ideal radio prop-

agation models. Thus, CPA is more adaptive to irregular radio environments.

The rest of the chapter is organized as follows. Section 3.1 introduces the moti-

vation. Section 3.2 gives a formal description of the problem. Section 3.3 discusses

the detailed design of CPA. Section 3.4 evaluates CPA by comparing it with GAF.

Finally, we conclude this chapter in Section 3.5

3.1 GAF under Irregular Radio Model

GAF [117] identifies redundant nodes based on location information and virtual grids.

It assumes an ideal radio propagation model of circular transmission range and the

same radio transmission radius for all the nodes. Based on this assumption, it divides

the deployed area into virtual grids with a side length of R/{5, where R is the radio

transmission radius, so that each node associates itself with a corresponding grid

according to its location. As any two nodes in neighboring grids are guaranteed to be

connected because their distance is within R, a connected communication backbone

can be formed by selecting only one active node from each grid. GAF provides a

partition solution for node scheduling in a large sensor network; nevertheless, it still

suffers from several limitations.

Although turning off nodes can reduce the energy consumption dramatically, the

change of network graph property may affect the communication performance and

therefore incur more power dissipation. Vertex connectivity is a useful metric to

evaluate the communication quality of the backbone network with regard to node

failure and congestion. In a K-connected network, the failure of any K — 1 nodes
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Figure 3.1: GAF under Irregular Radio Propagation Models

will not disrupt it into a disconnected graph. In addition, a network graph with

higher vertex connectivity has lower possibility to have bottleneck nodes of congestion

because there are at least K vertex disjoint paths between any two vertices in a K-

connected graph. In the extreme case, a 1-eonnected graph may have cut vertices

that are very likely to become congestion nodes.

GAF actually provides a 4-connected backbone network for a large sensor net-

work. As any two nodes in neighboring grids are guaranteed to be connected, each

node is connected with at least four nodes in its four neighboring grids respectively
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in the backbone network. However, GAF lacks the flexibility to provide backbone

networks with different vertex connectivity under different requirements. If the nodes

are relatively more robust and the traffic rate is not high, a backbone network with

lower connectivity is desired to achieve more energy saving by maintaining fewer ac-

tive nodes. On the other hand, a backbone network with higher connectivity can

cope with higher node failure and traflic rate. Therefore, a more flexible algorithm is

desired to partition the nodes into groups of appropriate size.

Another problem with GAF is that it may not work well under irregular radio

propagation models. To illustrate this, we use DOI (Degree of Irregularity) [46] as a

radio propagation model. This model assumes an upper and lower bound on signal

propagation range. The parameter D01 is defined as the maximum radio range

variation per unit degree change in the direction of radio propagation. For the DOI

model used in our analysis, the upper bound is the maximum radio transmission

radius R, the lower bound is half of the upper bound, and D01 is set to 0.1.

We deploy 12 sensor nodes with maximum radio transmission radius of J5 uni-

formly into a 2 x 2 area as shown in Fig. 3.1(a). Each edge between pairwise sensors

represents a symmetric link between them based on the DOI model. In Fig. 3.1(b),

the deployed area is divided into 2 x 2 grids, each of which owns 3 nodes according

to GAF. At each period, one node in each grid turns into active status to form a

communication backbone. However, there is a possibility that the backbone graph

is disconnected. As the case shown in Fig. 3.1(b), nodes 1, 4, 9, and 10 are selected

from each grid to become active nodes, but they form a disconnected backbone net-

work. The partition of GAF is invalid because the connectivity between nodes in

neighboring grids is no longer ensured under the irregular radio model. They may

not be able to communicate with each other even though they are within distance of

R. In addition, although the connectivity can be guaranteed by halving the grid’s

side length so that each two nodes in neighboring grids are within distance of R/2,
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the lower bound of radio propagation range, it is still not a good partition because it

makes 4 x 4 grids, which is even more than the number of nodes. On the other hand,

Fig. 3.1(c) shows a valid partition. It consists of 6 groups where the nodes in each

group are mutually connected. Each edge between two groups means that any node

from one group is connected with any node in the other group. Fig. 3.1(d) shows an

example of the backbone network constructed from the partition. It is obvious that

the backbone formed by selecting an arbitrary node from each group is always con-

nected, because the graph in Fig. 3.1(c) is a connected graph. This partition is valid

because it is based on the measured connectivity between nodes instead of guessing

connectivity from nodes’ locations. Therefore, it can ensure the connectivity between

neighboring groups in the partition.

In this chapter, we propose a connectivity based partition approach (CPA), which

is based on the measured connectivity between nodes. CPA aims at partitioning

the nodes into groups of appropriate size to ensure K-connectivity of the backbone

network, and at the adaptability in complex environments with irregular radio trans-

mission models. Before presenting our design of CPA, a formal problem description

is given in the following.

3.2 Constrained Min-Size M-Partition Problem

To reduce the energ consumption of communication in sensor networks, we can

divide sensor nodes into groups such that only one node in each group keeps active

at each snapshot while others are put into sleeping mode. The partition must satisfy

the following constraints:

0 Any node is within one hop away from all the other nodes in the same group.

Under such a constraint, each node can be covered by the communication back-

bone, that is, each node is either in the backbone network if it is an active node
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or directly connected to the backbone network if it is a sleeping node. This also

enables eflicient communication among nodes in each group to switch between

active and sleeping modes for load-balance purposes, because each node can

communicate directly with any other node in the same group.

0 The backbone network formed by active nodes at each snapshot must satisfy

some connectivity properties such that it does not suffer significant loss of com-

munication quality as compared with the original network.

0 The analysis in [100] shows that for those sensor applications where data are

collected by a sink, the sensors closer to the sink always deplete their energy

faster under uniform distribution of nodes, no matter what sleep scheduling

is used. However, some mobility assisted approaches, such as [67] and [107],

can help achieve uniform energy consumption in sensor networks. Therefore, in

order to better evaluate the sleep scheduling algorithm, we assume the uniform

energy consumption for sensor nodes in this chapter. In order for all the groups

to remain alive together as long as possible, the energy needs to be evenly

distributed among groups. This is because if there is a considerable number

of groups with dramatically less total energy than the others, the connectivity

of the backbone network will deteriorate with the early death of these lower

energy groups.

0 A smaller number of groups is preferred without degrading the communica-

tion quality of the original network, because more energy conservation can be

achieved by decreasing the number of active nodes at each time.

By referring to some terms in graph partition problems [40], we can formalize the

problem as below.

Let G(V, E) be an undirected graph for the original sensor network, where each

vertex in V corresponds to a sensor node and each edge in E represents a symmetric
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communication link between the two nodes.

Definition 1: Given a graph C(V, E), we can partition V into N disjoint sets

A1, A2, ..., AN: such that the induced graph of each vertex set, denoted by G[A,-]

(i E {1, 2, ..., N}), is a clique. We can encode this partition by a symmetric N-by-N

matrix M, where

o Mi,i = 1 (2' E {1, 2, ..., N}), representing that each G[A,-] is a clique.

o For off-diagonal entries MIJ (i,j 6 {1,2, ...,N}, z' # j)

— MM = 2 if A, and AJ- are completely adjacent, that is, any vertex in A,- is

connected with any vertex in Aj.

— MiJ = 1 if A,- and Aj have arbitrary connections, that is, there exists

some vertex in A,- connected with some vertex in Aj, but A,- and A, are

not completely adjacent.

- MM 2 0 if A,- and Aj are completely non-adjacent, that is, no vertex in

A, is connected with any vertex in Aj.

This partition is called an M-partition of G, and N is the size of the partition.

Definition 2: Given an M—partition P = {A1, A2, ..., AN} of C(V, E), we select

an arbitrary vertex :5,- from Ai (i = 1,2,...,N). Let X = {x1,a:2,...,a:N}. The

induced graph G[X] is called a backbone graph of G under M-partition P. In the

rest of the chapter, we also call it backbone network without confusion.

Note that the M-partition implies some connectivity property of the back-

bone graph. Let B denote a backbone graph of G under an M-partition P =

{A1,A2,...,AN}. If Mid is 2, then x,- and 503- (the two vertices selected from A,-

and Aj respectively) are guaranteed to be connected; if MM is 0, they must be

disconnected; otherwise, they may or may not be connected.
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Definition 3: Given an M-partition P = {A1,A2, ...,AN} of G, we define a

graph H(S, T), where each vertex 3.; E S corresponds to A,- E P (i = 1, 2, ..., N), and

(3;, 8]) E T if and only if Mm- = 2. We call H the 2-induced graph of P.

We are interested in H because it reflects the minimum connectivity property of

any backbone graph B of G. If s,- and sj are connected in H, then A, is completely

adjacent with Aj. Thus, in any backbone graph B of G, 51:,- and 223- (two arbitrary

vertices selected from A,- and Aj respectively) are guaranteed to be connected. In

other words, E(H) is a subset of E(B). Therefore, suppose K.(H) = K, then we have

151(3) 2 K, where it denotes the vertex connectivity of the corresponding graph.

Let I be a label on V of the original network G(V, E), where [(11) (v E V) is the

amount of energy in the sensor node 2), then the total energy of the sensor network

is Etotal = Eva/1(2)) We can also derive another label 9 on the M—partition P =

{A1,A2,...,AN} of G, g(A,-) = Eve/121(2)) for each A,- E P, which represents the

total energy in each group of the partition.

Problem Formulation (constrained minimum-size M-partition prob-

lem): Given a graph G(V, E), which represents the original sensor network, and

a label I on V, which represents the amount of energy in each sensor node, find a

minimum-size M-partition P* of G such that i) It(H) 2 K, where H is the 2—induced

graph of P" and K is the minimum vertex connectivity required by the backbone

network. ii) (1 —- (”Elfin-L S g(A,-) S (1 + (DEfiIfl-L for each A,- E P*, where N is the

size of P* and 0 S 6 < 1 is the unbalanced factor.

As G[A,-] (A,- E P*, 2' = 1,2, ..., N) is a clique, each node is within one hop away

from all the other nodes in the same group of the partition. The connectivity property

of the backbone network can be guaranteed by the first constraint of the problem, and

the balanced energy distribution can be satisfied by the second constraint. Moreover,

the optimization nature of this problem requires the most efficient partition with

regard to energy-saving.
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Theorem 1: The constrained minimum-size M-partition problem is NP—hard.

Proof: Consider a problem that is less hard than the formulated problem. We

remove the two constraints from the formulated problem and the resulting problem

becomes finding a minimum-size M-partition of G, which we denote by smallest M-

partition problem. We then show that the clique problem, which is NP-Complete,

can be reduced to the smallest Mpartition problem in polynomial time. (The clique

problem is the problem of determining whether a graph contains a clique of at least

a given size It.) As M-partition requires that G[A,-] is a clique for each A,- E P,

the smallest Mpartition problem is equivalent to finding all maximal cliques in G.

Suppose the set of all maximal cliques of G has been found. Then G contains a clique

of size at least k if and only if there exists a maximal clique of size at least k. This

reduction only needs polynomial time. Thus, the smallest Mpartition problem is NP

hard. Therefore, the constrained minimum-size M-partition problem is also NP-hard.

3.3 Connectivity based Partition Approach

In this section, we propose a Connectivity based Partition Approach (CPA) to ap-

proximate a good partition for this problem. We want to find an M-partition of which

the size is as small as possible, while satisfying that any backbone graph under the

M-partition is at least K-connected and the energy distribution in different groups

is as even as possible. The proposed algorithm is a distributed heuristic algorithm,

where only local computation is involved. CPA is a distributed iterative process. It

starts from the initial partition where each node forms a unique group. CPA con-

tinuously merges two groups into a larger one until further merging will break the

constraints of the problem.

In CPA, there are two kinds of nodes in each group: ordinary nodes and a head

node. Each kind of node maintains its node ID and associated group information
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Figure 3.2: CPA Group Merging Process

including its group ID, IDs of other group members, and ID of the head node in

its group. One head node is selected from each group to maintain some additional

information on the connectivity between its group and the neighboring groups in the

current M-partition. Let NI(A,-) be the set of neighboring groups that are connected

with group A, through l-value edges in the current M-partition, i.e., N1(A,-) = {Aj |

Mm- = l}. Thus, each head node of group i will store N1(A,-) and N2(A,-), which are

the set of neighboring groups having arbitrary connection with group 2' and completely

adjacent with group 72 respectively.

CPA starts from the initial partition of one node in each group. Let A,- denote the

group formed by node 12;. Consequently, v,- acts as the head node and stores group

connectivity information N1(A,-) and N2(A.,-), where N2(A,:) is the set of groups AJ-

whose node vj is connected with node vi, and N1(Ai) is empty because any two groups

are either completely adjacent or completely non-adjacent in the initial partition.

CPA goes through a group merging process iteratively before it gets to the final

partition.
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3.3.1 Group Merging

In the group merging process, head nodes of each two completely adjacent groups

exchange group connectivity information to decide whether their groups should merge.

Only completely adjacent groups can merge so that the new group is also a clique.

Suppose A; and Aj are two completely adjacent groups in the current M-partition.

Let Aij be the new group obtained by merging Ai and A1. The group merging process

first updates the group information in each node of Aij, and keeps only one head node

to maintain the group connectivity information in Aij. Then, the new group and the

neighboring groups of A,- and Aj update their group connectivity information based

on the following rules. i) For each group A’ E N2(A,-) fl N2(Aj), Aij and A’ are

completely adjacent (edge value of 2). ii) For each group A’ E N0(A,-) fl N0(Aj),

Aij and A’ are completely non—adjacent (edge value of 0). iii) Otherwise, Aij and A’

have arbitrary connections (edge value of 1). Therefore, an updated M-partition is

formed. Fig. 3.2 illustrates the process of merging two groups into a larger group.

In Fig. 3.2(a), a and b are two completely adjacent groups, that is, any node in a is

connected with any node in b. When the two groups merge as shown in Fig. 3.2(b),

as groups c, e, f are completely adjacent to both a and b, each of them is completely

adjacent to the new merged group. On the other hand, groups (1 and 9 only have

arbitrary connection with the new group, which are illustrated by the dashed lines

in the figure, because of is not completely adjacent with b and g is not completely

adjacent with a.

Contentions may occur when multiple neighboring groups want to merge simulta-

neously. We resolve this by imposing a randomized backoff delay on the time when

the two groups announce their willingness to merge. If no contention is observed at

the end of the delay, the two groups about to merge will announce their decision to all

of their neighboring groups. Otherwise, they will reevaluate the backoff delay based

on the updates from other group merges.
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The goodness of the final partition depends on the sequence of group merge. We

consider several factors for deciding which two groups are preferred to be merged

first in the current partition in order to arrive at a good partition eventually. These

factors can be reflected as a utility function in the randomized backoff delay so that

higher priority groups will announce their intentions to merge with a shorter time of

delay.

0 For any two groups A,- and Aj in the current partition, let P = [N2(A,-)flN2 (Aj)|

and Q = [N2(A,;) U N2(Aj)|, then C = P/Q indicates the level of equivalence

between A,- and Aj. The two groups with higher C value will be given higher

priority in the group merging process. Specifically, at the starting phase of

the algorithm, where each node constitutes a single group, nodes with exactly

the same set of neighbors will be merged first, because these nodes are exactly

equivalent with regard to relaying data.

0 Let g(A,-) denote the energy in group A;. We want the total energy to be evenly

distributed in each group so as to maximize the network’s lifetime. For any two

groups A,- and A -, let D = [g(A,-) + g(AJ-)] /Etotal where Etomj is the total

energy of all the sensor nodes in the network, then we will give pairwise groups

with lower D value higher priority in the group merging process.

Therefore, each two completely adjacent groups can be assigned with a utility

value U = k1(1 — G) + kzD, where IQ and k2 are coefficients. The backoff delay for

each pair of groups is set to be preportional to U + R, where R is a random value

uniformly distributed in [0, 1], which is used to resolve contentions among pairwise

groups with the same utility value. As a result, the appropriate assignment of backoff

delay enables pairwise groups with lower utility value to merge first as well as resolving

contentions in the group merging process.
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3.3.2 Guarantee of Connectivity

As we have discussed in the previous subsection, the K-connectivity of the backbone

network can be guaranteed by the K-connectivity of the 2-induced graph of M-

partition. However, the group merging process may disrupt this connectivity. When

A,- and Aj merge, the number of completely adjacent groups for Aij may decrease,

and this number for each A' E N2(A,-)UN2 (Aj) will decrease by 1. For example, when

the groups a and b merge in Fig. 3.2, the number of completely adjacent groups for

the new group decreases by 2, while the number decreases by 1 for each group of c, d,

e, f, g. In order to ensure the K-connectivity of the 2-induced graph of M-partition,

we apply a result on the property of random geometric graphs that was published in

[82].

Random geometric graphs (with parameters n, r) are constructed by dropping it

points randomly uniformly into the unit square (or more generally on d—dimensional

Euclidean space) and adding edges to connect any two points distant at most r from

each other. Therefore, a large scale sensor network with ideal radio propagation

model can be modeled as a random geometric graph. Penrose [82] proved that ” For a

random geometric graph G(n, r) , let rn, (respectively sn) denote the minimum r at

which the graph, obtained by adding an edge between each pair of points distant at

most r apart, is K-connected (respectively, has minimum degree K). Then rn = 3,,

with probability approaching 1 as n tends to infinity.” In other words, for a random

geometric graph with a large number of nodes, the network reaches K-connectivity

at the same time when its minimum degree reaches K.

We assume the backbone graph can be approximated as a random geometric

graph, then its K-connectivity can be guaranteed by ensuring its minimum degree of

K. As the 2-induced graph of M-partition is a subgraph of each backbone graph, its

minimum degree is no greater than the backbone graph. Therefore, we can guarantee

the K-connectivity of the backbone graph by ensuring the minimum degree of K in
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the 2—induced graph of M-partition.

In M—partition, we refer ”2—degree of A,- ” to the number of groups that are com-

pletely adjacent to A,. Each group keeps track of its 2-degree value during the group

merging process, which is used to decide whether pairwise groups should be merged.

If a group merge may cause the 2-degree of some group to drop below K, then these

two groups will give up their intention to merge. The group merging process will be

terminated when no groups can be merged.

The theoretical proof above demands the ideal radio propagation model to form a

sensor network into a random geometric graph. However, our simulations in Section

3.4 show that under the irregular radio propagation model, we can still form a K-

connected backbone network with high probability by ensuring the minimum degree

of K in the 2-induced graph of M-partition. Compared with geographic partition

methods, CPA can preserve the network’s communication quality much better in

irregular radio environments.

3.3.3 Centralized and Distributed Implementation

To better illustrate the idea of CPA, we first show the centralized version in Al-

gorithm 1. During the group merging process, for each pair of completely adjacent

groups, fij denotes the priority of merging these two groups, and tij indicates whether

the minimum 2—degree of the partition will drop below K (the connectivity require-

ment of the backbone network) if we merge them. In each step of the iteration, we

will merge the two groups with the highest priority (smallest f value) that will not

break the connectivity constraint (t value is false). The merging process continues

until the merge of any pair of groups will break the constraint.

With some modifications, the algorithm can be implemented in a distributed fash-

ion. Fig.3.3 illustrates the state transition diagram of each head node. Initially, each

node constitutes a group (or is a head node). In the start, each node broadcasts an
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Algorithm 1 Centralized Partitioning Algorithm
 

1: for all 1),- E V do

2: Ar = {vi}

3: degg(A,:) = degree of v,- in G

4: end for

5: repeat

6: for all A,, Aj E A, where A,- and Aj are completely adjacent do

7= C =I N2(Ai) 0 N2(Aj) | / | N2(Ai) U N2(Aj) I

81 D = [9(Ai) + 9(Ajll/Etotal

9: fij=lc1(I—C)+k2D

10= 01* =| N2(Ai)0N2(Aj) |

11: mindeg = min{d* U {deg2(s) — 1 | s E N2(A,-) U N2(Aj)}}

12: ti]: = (mindeg < K) ? true : false

13: end for

14: Choose (Ax, Ay) with the smallest f value among all (A,, Aj) where tij = false

15: for all s 6 N2(Ax) U N2(Ay) do

16: deg2(s) = d892(8) — 1

17: end for

183 An: = An: U Ay: d392le) =l N2(A:c) fl N2(Ay) l

19: A = A — {Ag}

20: until tjj = true for all (A,, A3)

 

UPDATE_MSC to its neighbors containing its group information. In the Decision

state, the head node calculates the f value and t value for each of its completely

adjacent groups, and selects the group with the smallest f value (highest priority to

merge) where t value is false (the merge will not break the connectivity constraint).

Let A; be the current group, and assume the best group to merge with is Ay. If any

completely adjacent group of Am or A3, is in Merging or Holding state, then the head

node will go into Waiting state, because the merge of Ag; and Ag will collide with

the merge of some other groups. Otherwise, the head node will go into Contending

state. In this state, the head node will send a MERGE-REQ message to Ay, ex-

pressing its willingness to merge with Ay, with a backoff delay as a function of f.

If the contention succeeds (Ax receives a MERGE_ACK message from Ag), it goes

into Merging state, and otherwise (Ax receives a MERGE.NAK message from Ag)
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Figure 3.3: Distributed Partitioning Algorithm

enters Waiting state. In the Merging state, it first broadcasts a HOLD_MSG to the

neighboring groups of Ag; and Ag to put them into Holding state, and then updates

its group information. After the merge is finished, it broadcasts an UPDATE_MSG,

which contains the information of the newly merged group, to its neighboring groups.

If a head node has not yet entered Merging state, it will enter Holding state when

it receives a HOLD.MSG from neighboring groups. When a head node is in Hold-

ing state or Waiting state, it will enter Decision state again once it has received an

UPDATE_MSG.

3.3.4 Probability Based Partitioning

In the previous partition algorithm, we only focused on the completely adjacent

groups, that is, we ensure that each group has at least K completely adjacent groups

in the partition. Thus, in the backbone network formed by activating one node from

each group, each node has at least K neighbors, which maintains the network’s con-

38



.I."

[lt'L'ihlll

espéfi 1...

Let .

brim» 1.

fire. if

.~l, and

0 < 1”,,

“113.

VIP-‘1: 11L

fillings [,

Pll’lld'fii:

1‘51"”? 11.

partition

0m-

lllf‘ [1],, i;

lift? for“

pflrllljrm

Same 1111;

3.3.5

AS dl] till

Ullll] llS (

prlllffllg l



nectivity. However, we did not make use of the groups having arbitrary connections,

especially when one group has most nodes connected with most nodes in the other

group. In this subsection, we try to utilize this information in the optimization prob-

lem to further reduce the partition size.

Let A,- and Aj be two groups with size n,- and nj. We can evaluate the connectivity

between these two groups by the connectivity probability Pij.

m

Pij = "2' x nj,wherem=| {(1r,y)|x€A,flyEAJ-fl(:r,y) E E} | 

Thus, if A, and A, are completely adjacent, then Pij = 1 because m = n,- x nj. If

A,- and A]: are completely non-adjacent, then Pij = 0 because m = 0. Otherwise,

0 < P,,- < 1.

With slight modifications, we can utilize the connectivity probability in the pre-

vious algorithm. In Algorithm.1, we keep track of the number of completely adjacent

groups for each group. Instead, we can count the number of groups with connectivity

probability more than P for each group. Thus, we are able to guarantee that each

group has at least K groups with connectivity probability more than P in the final

partition.

One drawback of the probability based approach is that the K-connectivity of

the backbone network cannot be guaranteed for sure if P < 1. However, by loosing

the requirement on connectivity, we save more energy because of the reduced final

partition size, while ensuring the K-connected backbone with high probability at the

same time. We will show this in the simulation.

3.3.5 Load Balancing Energy Usage in Groups

As all the nodes in the network are equally important, running a node in active status

until its energy is depleted is not an appropriate energy usage strategy. In order to

prolong the lifetime of each node, the nodes in each group need to switch between
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active and sleeping status periodically so that all nodes remain alive together for as

long as possible.

Assume all the nodes in each group can be synchronized. In order to elect an

active node, each group member broadcasts a message to the whole group stating

its willingness to become active. Each node waits for a certain time delay before

its announcement. The earliest announcement will suppress the others so that the

corresponding node will become the active node in the group. The time delay for

each node is set to be inversely proportional to its residual energy. Therefore, the

node with maximum residual energy will be selected. Then, the selected active node

informs other nodes of the time it will remain active, after which all the nodes need

to reselect an active node again within the group.

3.4 Performance Evaluation

We evaluate our schemes under uniform deployment of sensors. The simulation is

based on the energy consumption model observed in [20], that is, the ratio of energy

consumed in listening, receiving, and transmitting status is 1:1.2:1.7. The initial

energy level of each node is set to 500, which means the node will remain alive for 500

units of time in the listening status. According to the assumption in Section 3.2 that

the energy consumption is uniform over all the sensor nodes with the mobility assisted

approaches helping collect data, we simulate the energy consumption in the sensor

network by an equivalent scenario. In each time slice, we randomly select 20 traffic

nodes, which send and receive packets between each other. In addition, we use load

balanced energr aware routing [93] in the backbone network. One slight modification

we make is that we use the total residual energy of the group to denote the residual

energy of the corresponding active node in the load balanced route decision.

We perform the simulation in MATLAB. The energy consumption is calculated
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based on the changing status of each node and the energy consumption ratio for each

status. In our evaluation of the sensor network’s lifetime, we do not take the energy

consumed in the partition process into consideration, because it runs only once at the

deployment phase of the sensor network so that it only consumes a trivial portion of

the network’s total energy.

In this section, we will first analyze the scalability of our partition algorithm, and

then evaluate the partition of CPA in comparison with, GAF under both the ideal

radio transmission model and the irregular radio transmission models.

3.4.1 Scalability of CPA

As CPA is a distributed algorithm where only local computation is involved, it is

scalable with the network size. This can be seen from Fig. 3.4. We run the distributed

partition algorithm on networks with the same density of sensors but different ranges.

In all configurations, the density is set to 5 sensors per square unit, and the radio

transmission range is set to x/5. We try networks with area of 5 x 5, ..., to 25 x 25,

which are shown in the m—axis of the figure. Assume that each group merge needs one

unit time. We use a relative scale to measure the running time. The y value of each
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point means that the running time of the distributed algorithm is comparable to the

time used for sequentially merging groups y times. We can observe from the figure

that the running time tends to converge with the increase of network scale.

Fig.3.5 illustrates the overhead of CPA under different network scales while the

node density remains unchanged at 5. We evaluate the overhead by counting the av-

erage number of messages transmitted per node. From the figure, we can observe that

the average number of messages transmitted per node converges with the increasing

network size. This is because the CPA algorithm only requires local information at

each node. The overhead is reasonable, because CPA is not running frequently. Only

when there is dramatic environmental change or there are a considerable number of

groups dead will CPA be re—executed.

3.4.2 CPA under Ideal Radio Propagation Model

In this subsection, we evaluate the partitions of CPA and GAF under the ideal radio

propagation model in a 10 x 10 area. We first set the node density to 5, that is, we

deploy 500 sensors uniformly in the area. We compare CPA and GAF based on the

network lifetime and the connectivity of backbone networks. After that, we repeat

our simulation for different node densities and network scales.

In the ideal radio propagation model, the radio transmission range is the same

in different directions. In our simulation, the radio transmission radius R is set to

\/5, which is the same with GAF. GAF uses squared cells with length of R/x/5 = 1

to partition the deployed area, thus all the nodes are divided into 100 groups. We

also run CPA, which is based on the connectivity between nodes instead of their

locations under the same experiment setting. CPA is executed with different values

for parameter mindeg, which controls the minimum degree of the 2-induced graph of

the final partition. CPA guarantees that the backbone network generated based on

this partition will be mindeg-connected.
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Table 3.1: Partitions of GAF and CPA

 

 

 

 

Partition CPA CPA CPA GAF CPA CPA

Approach (min- (min- (min- (min- (min-

deg=2) deg=3) deg=4) deg=5) deg=j)

Number of 71 84 91 100 106 1 16

Groups

Average 7.0 6.0 5.5 5.0 4.7 4.3

Group Size

STD on 0.92 0.77 0.79 0.73 0.67 0.63

Group Size         
The partition results are shown in Table 3.1. For CPA, the number of groups

increases with the parameter mindeg, because more active nodes are needed each

time in order to ensure higher connectivity of the backbone network. GAF ensures

that each node is connected with at least four nodes in its four neighboring cells in the

backbone network. Therefore, we can regard GAF as comparable to CPA(mindeg=4).

As shown in the table, CPA(mindeg=4) partitions the nodes into 91 groups, which

is fewer than GAF. This indicates that CPA can identify redundant nodes more

sufficiently than GAF. As discussed in previous sections, it is preferable to have the

total energy evenly distributed in the groups so as to prevent the early death of some

groups, which may disrupt the connectivity of the backbone network. We assume

that each node has the same initial energy when deployed, so the standard deviation

of group size can be an indication of how evenly the total energy is distributed in

the groups. Table 3.1 shows the standard deviation of group size for each partition

result. It shows that our approach can divide energy as evenly in groups as GAF

under random uniform distribution of nodes.

We then evaluate the lifetime of the network when the partition results are ap-

plied. Each group keeps only one active node each time to form a backbone network.

The nodes in each group balance the energy usage by reselecting the active node

periodically, which may change the topology of the backbone network. We refer to
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time sumption

lifetime as the time when the backbone network formed by active nodes turns out

to be disconnected. If no sleeping schedule scheme is used, that is, all nodes keep

active until death, the network lifetime will be less than 500. Fig. 36 illustrates the

network lifetime where different partitions are adopted. As shown in the figure, the

fraction of surviving nodes decreases with time, and the simulation stops when the

backbone network becomes disconnected. The partition of CPA(mindeg=2) achieves

the longest network lifetime (around 3000), because it keeps the fewest number of

active nodes each time. The network lifetime decreases for partitions of CPA with

higher mindeg values which can, however, ensure better connectivity of the backbone

network. We can also observe from the figure that the partition of CPA(mindeg=4)

has longer network lifetime than the partition of GAF, even though they ensure the

same level of connectivity. Fig. 3.7 illustrath the energy consumption of the whole

network with regard to time. The energy consumption rate is relatively constant be-

cause the traffic nodes generate traffic at a constant speed and the number of active

nodes remains constant each time as well.

Although lowering node density reduces the energy consumption of the network,

the topology change may affect the network’s communication quality. For example,
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on Route Length under GAF and CPA ferent Node Densities

if a packet goes through a much longer path in the backbone network than it does

in the original network, longer data transfer delay will be experienced. Fig. 3.8

shows the ratio of the average routing path length in the backbone network and the

original network for different partitions. The ratio decreases for CPA with higher

mindeg because its partition ensures higher connectivity. As can be seen, the ratio is

quite low (below 1.3) for all the partitions listed in the figure, which means the node

scheduling based on these partitions does not dramatically increase packet delivery

delay.

We repeat our experiments under different node densities without changing the

range of network. Table 3.2 shows the partition sizes when the parameter mindeg

is set to different values. We can observe that when the node density remains un-

changed, the partition size increases with mindeg, which is consistent with previous

Table 3.2: Partition Size of CPA under Different Node Densities
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experiment results. In addition, when mindeg is fixed, the partition size remains

approximately the same under different node densities, which indicates that our al-

gorithm can effectively identify redundant nodes under different node densities.

We also repeat the simulations to see the network lifetime when these partitions

are applied. The simulation results are shown in Fig. 3.9. We can observe from the

figure that when mindeg is fixed, the network lifetime increases with the increase of

node density. This is because more redundant nodes can be utilized to prolong the

network lifetime under higher node density. Moreover, when the node density remains

unchanged, the network lifetime decreases with the increase of mindeg, because more

nodes need to be active in each time slice to maintain better network connectivity.

In Fig. 3.10 and Fig. 3.11, we fix the node density to 5 nodes per square unit, and

run CPA with mindeg equal to 2, 4, and 6 respectively on networks of different scales.

As shown in Fig. 3.10, the partition size increases with the network scale. However,

the network lifetime remains approximately the same regardless of the network scale,

which is shown in Fig. 3.11.
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3.4.3 CPA under Irregular Radio Propagation Model

In order to evaluate the performance of CPA in comparison with GAF under complex

environments, we choose the DOI model [46]. This model assumes an upper and

lower bound on the signal propagation range. The parameter DOI is defined as

the maximum radio range variation per unit degree change in the direction of radio

propagation. In our simulation of radio irregularity, we set the upper bound to x/fi

and lower bound to half of upper bound.

Like the previous subsection, we first perform the simulation in a 10 x 10 square

area with the node density of 5. GAF cannot adapt to different levels of irregularity

in the radio propagation model, because it is based on the sensors’ locations and

consequently cannot detect the irregularity level. Unlike GAF, CPA partitions sensors

based on their measured connectivity, which enables it to obtain appropriate partition

sizes under different levels of radio irregularity. Fig.3.12 shows the partition sizes of

CPA with different mindeg under irregular radio with different DOI values. We can

observe from the figure that the partition size increases with the DOI value. As the

communication between sensors is more seriously influenced by higher irregularity in

the radio propagation model, more active nodes are needed to maintain the same

level of connectivity in the backbone network, leading to larger partition size.

We perform simulations to study the network lifetime under GAF and

CPA(mindeg = 2 or 4). For GAF, we use the same partition for different DOI values,

that is, 100 groups with cell length of 1, because GAF is unaware of the radio irreg-

ularity. We run the simulation multiple times for each partition, and the comparison

of average lifetime is shown in Fig. 3.13. Our simulation finds that the lifetime for

GAF is not stable through repeated simulations. As the connectivity between neigh-

boring cells is no longer guaranteed by GAF under the irregular radio propagation

model, there is a possibility that the backbone network formed by randomly selecting

an active node from each group is disconnected. The higher the radio irregularity,
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the higher the probability of a disconnected backbone network. As illustrated in the

figure, when DOI is Close to 0.1, the GAF partition cannot even work. In contrast,

CPA works well under different conditions. The lifetime for CPA decreases with the

radio irregularity level, because more active nodes are needed to maintain the same

connectivity of the backbone network, and thus more energy is consumed per time

unit. On the other hand, GAF does work if it divides the deployed area by cells with

side length of 0.5 so that any nodes in two neighboring cells are within fi/2, the

lower bound of radio transmission range in DOI model. However, this results in 400

groups with an average group size of 1.25. Apparently, this partition can only prolong

the network’s lifetime for a very small portion.

As we cannot guarantee the K-connectivity of the backbone network for 100 per-

cent by ensuring the minimum degree of K in the 2-induced graph of the M-partition

under irregular radio propagation models, we try to evaluate the connectivity of the

backbone networks generated by CPA partitions through simulation. We select the

CPA partition (mindeg = 4) and compare its connectivity with the GAF partition

under different values of radio irregularity. For each partition, we generate different

backbone networks by randomly selecting an active node from each group. We then
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Figure 3.14: Connectivity of Backbone Networks under Irregular Radio

compute the connectivity of each backbone network, and the statistical results are

shown in Fig.3.14. The percentages of graphs that are disconnected, connected, 2-

connected, 3-connected and 4-connected under the irregular radio with different DOI

values are shown as bars with different colors in the figure. Note that if a graph is K-

connected, it is also (K-1)-connected, (K—2)—connected and so on. From Fig.3.14(a),

we can observe that the connectivity of the backbone graphs deteriorates dramati-

cally with the increase of radio irregularity for the GAF method. For example, the

percentage of 4-connected backbone graphs drops to around zero when the DOI value

increases to 0.03; the percentage of 3~connected graphs approaches zero when DOI is

0.08. Furthermore, when DOI increases to 0.08, there is possibility that the backbone

formed by GAF is disconnected. In contrast, as shown in Fig.3.14(b) CPA maintains

the connectivity of backbone graphs much better. It keeps higher than 95 percent of

4—connected graphs even when DOI increases to 0.10, and all backbones generated by

CPA are at least 3—connected under different DOI values.

In addition to the connectivity metric, we also evaluate the communication quality

of different backbone networks by the ratio of average routing path length in the

backbone network and the original network, because it reflects the packet delivery
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delay. As illustrated in Fig. 3.15, the ratio of route length under the GAF method

increases dramatically with the DOI value. When DOI reaches 0.1, the ratio is infinite

because the backbone network is frequently disconnected. In comparison, the ratio of

route length under the CPA method remains approximately constant with the change

of the DOI value. The results show that CPA can form well-connected backbone

networks, which preserve the communication quality under different levels of radio

irregularity. Therefore, it is more adaptive to the real environment than GAF.

We change the number of nodes while keeping the same scale of the deployed area.

As shown in Fig.3.16, we simulate CPA (mindeg = 4) in the same deployed area with

200, 300 to 600 nodes separately, that is, the corresponding densities are 2, 3, to 6

nodes per unit square. For all the cases, nodes are distributed uniformly. We evaluate

the CPA partitions and the corresponding network lifetime under both ideal (DOI

= 0) and irregular (DOI = 0.01, 0.03) radio propagation models. Fig.3.16 illustrates

that the network lifetime under CPA partitions increases with node density in both

ideal and irregular radio environments. We can also observe that under certain node

density, the network lifetime decreases with the incresae of radio irregularity, because

CPA needs to keep more active nodes in order to maintain the same level of network
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connectivity.

3.4.4 Probability Based Partition

In this subsection, we will evaluate the probability based partition algorithm dis-

cussed in Section 3.3.4. In our simulation, the deployed area is still 10 x 10 square

with 500 nodes uniformly distributed, and the ideal radio propagation model is as-

sumed. The threshold P is set to 0.90. Fig. 3.17 shows the partition sizes of both

approaches under different configurations of mindeg. The probability based approach

generates smaller-size partitions than CPA because it looses the requirement on the

network connectivity. Fig. 3.18 illustrates the network lifetime corresponding to both

approaches. The probability based approach is able to increase the network lifetime

by over 10% at the cost of lowering the network connectivity a little bit. Through

simulation of the probability based approach, we find that the backbone network is

mindeg-connected with probability over 0.90 and (mindeg-1)—connected with proba-

bility over 0.99.
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3.5 Summary

As the energy consumption of idle listening nodes is comparable to active nodes that

send and receive packets in a wireless sensor network, node scheduling mechanisms

can reduce energy dissipation dramatically. In this chapter, we propose to partition

the nodes based on their measured connectivity instead of geographic locations. We

formulate it as a constrained optimal graph partition problem, and present CPA

(Connectivity Based Partition Approach) to approximate a good partition. As a

distributed algorithm, CPA has fast converging speed and is scalable with network

size. CPA partition outperforms GAF in two aspects. First, CPA can guarantee K-

vertex connectivity of the backbone network under ideal radio propagation models,

which balances the trade-off between saving energy and preserving the network’s

communication quality, while GAF only ensures 4—connectivity. In addition, CPA

can also ensure K-vertex connectivity of the backbone network with high probability

under irregular radio propagation models. Simulation results have shown that CPA

increases the network lifetime to over 3 times of GAF when the radio irregularity is

greater than 0.05. Therefore, CPA has better adaptivity to complex environments.
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CHAPTER 4

Overlapping Channel Assignment

for Wireless Mesh Networks

One major problem facing WMNs is the capacity reduction caused by the interfer-

ence among multiple simultaneous transmissions [51]. When two nearby wireless links

communicate on the same frequency band, they cannot transmit data simultaneously.

As a result, the throughput of each link may be decreased dramatically due to the

interference from the other link. Also, a router cannot transmit and receive simul-

taneously with a single radio. To alleviate these problems, in many WMNs, mesh

routers are equipped with multiple radios, which can be configured to operate on

different channels. Thus, nodes are able to transmit and receive simultaneously in a

multi-radio multi—channel wireless mesh network.

To improve the throughput of WMNs, much research has been done on configuring

the network interfaces of mesh routers with different non-overlapping channels to

avoid interference. It is known that 802.11b/g and 802.11a provide 3 and 12 non-

overlapping channels respectively. Although 802.11a has more channels, 802.11b/g is

more commonly used because of its longer communication range. Due to the limited

number of non-overlapping channels available by 802.11b/g, the interference cannot
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be completely eliminated. However, this problem can be alleviated by considering

partially overlapping channels of 802.11b/g in channel assignment.

There are 14 channels available in 802.11b/g, of which only the first 11 channels

are permitted in US. According to 802.11b/g, if the channel separation is greater than

4, the two channels are non-overlapping channels. Otherwise, they are partially over-

lapping channels. Thus, the number of non-overlapping usable channels is at most

three (channel 1, 6, and 11). Previous algorithms only consider the non-overlapping

channels in the channel assignment. A simplified interference model is usually as-

sumed, that is, if two links are within interference range of each other (twice the

transmission range R), they can transmit and receive simultaneously only if they use

different non-overlapping channels. As a result, the frequency spectrum has not been

fully exploited in these cases.

In this chapter, we study how to further mitigate the effects of interference in

802.11b/g mesh networks by fully exploiting the spectrum resource, that is, utiliz-

ing both non-overlapping channels and partially overlapping channels, and efficient

channel assignment algorithms. The contributions of this chapter are four-fold.

0 We model the interference between both non-overlapping and partially overlap—

ping channels based on our experimental results of interference measurement.

0 We formulate the optimal channel assignment problem by using partially over-

lapping channels with the goal of maximizing the overall network throughput.

0 We present a greedy channel assignment algorithm in 802.11b/g mesh networks,

which fully utilizes the spectrum resource. Moreover, we propose using genetic

algorithms to solve the channel assignment problem. We discuss the proper

design of the genetic algorithm for channel assignment, and demonstrate that

it can obtain better results than the greedy algorithm.
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Figure 4.1: Experiment Setup

0 We evaluate our channel assignment algorithms by NS2 simulations, and com-

pare them with previous work.

The rest of the chapter is organized as follows. Section 4.1 presents the sys-

tem model, including the derivation of the new weighted conflict graph model and

a formulation of the channel assignment problem. In Section 4.2, we propose two

channel assignment algorithms, the greedy algorithm and the genetic algorithm, and

discuss on the design details. The performance evaluation is shown in Section 4.3.

We conclude our work in Section 4.4.

4.1 System Model and Problem Formulation

In this section, we first experimentally study the interference between partially over-

lapping channels. A similar experiment in [73] studied the interference of wireless

links between mobile stations and APs. In the following experiment, we study the

interference between peer-to—peer wireless links. After that, we model the interference

between both non-overlapping and partially overlapping channels and formulate the

Optimal channel assignment problem.
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4. 1 . 1 Interference Measurement

Fig.4.1 illustrates our experimental setup. We used four laptops, each equipped with

a Netgear WAG511 802.11a/b/g PC Card. Linux kernel with Madwifi is used to

drive the network cards. Paired laptops form a communication link, that is, the two

end nodes of the link work on the same channel. We configured the two links with

different channels and varied the distance between them. In this experiment, we aim

to measure the level of interference between links configured with partially overlapping

channels in 802.11b/g (2.4GHz). We used UDP packets in data transmission.

We used the following metric to evaluate the effect of interference. Let 31 and

32 be the throughput of link1 and link2 respectively when the other link is turned

down. Let 3'1 and 3'2 be the throughput of link1 and link2 when both links are

active. Then, the interference between these two links can be evaluated by [F (the

Interference Factor) .

2 8'1 + 8’2

$1 + 82

IF

Therefore, if IF = 1, there is no interference between these two links, and they can

transmit or receive simultaneously. When IF < 1, there exists interference between

them. The lower IF value is, the higher the interference.

The experimental results are shown in Fig.4.2, where we can see the variance

of interference factor with the physical distance and the channel separation of the

two links. Each point corresponds to the average of 20 measurements, where each

last 30 seconds. Fig.4.2(a), Fig.4.2(b), and Fig.4.2(c) illustrate the relationship when

the bit rate of network cards are set to 2M, 5.5M, and 11M respectively. There

are four possible values of channel separation for partially overlapping channels. We

repeated our experiment for all possible pairs of partially overlapping channels. From

the figure, we can observe that when the channel separation is fixed, interference

decreases with increasing distance. When the distance is fixed, interference decreases

with the increase of channel separation. Note that the results may vary slightly with
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Figure 4.2: Interference with regard to Physical Distance and Channel Separation
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different network cards. However, we observed the same trend.

4. 1.2 Interference Range

As shown in Fig.4.2, when the channel separation is fixed, the interference between

two links can jump from severe interference (IF around 0.5) to almost no interference

(IF around 1) with only a slight increase in distance. Thus, we can use the binary

relationship to approximate the interference as follows. Let Ic be the interference

range of two links with channel separation c. When the channel separation of the

two links is c, they will interfere with each other if their distance is less than Ic, and

otherwise not.

For example, when two links use the same channel, that is, their channel separation

is 0, they will not interfere with each other as long as their distance is over 2R, where

R is the radio transmission range. When two links use non-overlapping channels, that

is, their channel separation is 5, they will not interfere with each other no matter how

close they are. Thus, 10 2 2R and I5 = O, which is consistent with the traditional

interference model.

The interference ranges for different channel separations under different bit rates

are shown in Table.4.1. The data is obtained from Fig.4.2. We use a threshold of

0.95, that is, for each channel separation, we find the minimum distance such that

IF exceeds the threshold as the interference range. In our experiments, the radio

transmission range R is 40ft. The reason we use binary approximation is that the

optimal channel allocation problem-with non-overlapping channels is already NP hard.

Table 4.1: Interference Range
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Figure 4.3: An Example of Weighted Conflict Graph

By sacrificing a little accuracy, we are able to design more efficient algorithms to solve

the channel allocation problem with partially overlapping channels.

4.1.3 Weighted Conflict Graph

Conflict graphs have generally been used to model interference in previous work. Let

G(V, E) represent a wireless mesh network with V denoting mesh routers and E

denoting wireless links. A conflict graph F(S, T) of G(V, E) is defined as a graph

that has each vertex 3,- e 8' corresponding to each link e,- E E. When only non-

overlapping channels are considered, the conflict graph F has an edge sisj E T if the

distance between the two corresponding links 8,, ej E E is within interference range

of each other (usually 2R). The distance between two links is defined as the minimum

distance between any node of one link and any node of the other link. However, the

traditional conflict graph does not accurately model the interference between partially

overlapping channels.

A Weighted Conflict Graph of G(V, E) is denoted as (F(S, T), l), where F is the

conflict graph of G, and l is a label on T. Let 52-, sj E S, whose corresponding links

e,,ej are within 2R away. Then, we have sisj E T. Denote the distance between
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these two links by d(s,-sj). The label I is defined as follows:

[(82-53) = min{c I d(sz'8j) Z 1c}

l(s,-sj) actually indicates the minimum channel separation that links e,- and ej must

have so that they will not interfere with each other.

An example of the Weighted Conflict Graph is shown in Fig.4.3. Fig.4.3(a) shows

a simple example of network topology, where R is the radio transmission range.

Fig.4.3(b) illustrates the conflict graph. Assume the bit rate we are using is 2M.

The weighted conflict graph is shown in Fig.4.3(c). As link A —— B and A — C share a

common node, they must use non-overlapping channels in order to avoid interference.

In order words, their channel separation should be no less than 5, “VA—BVA—C) = 5.

On the other hand, the distance between links A — B and C — D is R. According to

Table.4.1, as long as their channel separation is greater than or equal to 2, they will

not interfere with each other. Thus, we have [(VA-BVC—D) = 2.

4.1.4 Minimum Interference Channel Assignment

Since we are focusing here on channel assignment algorithms, we assume that the

network topology has been determined through careful planning or by some topology

control algorithms beforehand such as [90] and [50]. We abstract the mesh network

topology as a graph G(V, E), where each vertex represents a mesh router, and each

edge represents a wireless link. Each pair of mesh routers of a link has a separate

interface devoted to constructing the link. Similar to [50], we assume the wireless mesh

network has dynamic unicast traffic, that is, each connection demand has random

sources, destinations and arrival times. This is because there will be substantial

random and unpredictable traffic within the mesh network caused by peer-to—peer

and newly emerging applications in addition to the traffic from and towards the

Internet.
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To maximize the overall network throughput, it becomes the following problem:

”Given enough channel resources, assign the vertices of the weighted conflict graph

with channels (or colors) while satisfying that the channel separation of adjacent ver-

tices is no less than the weight on the edge between them, such that the span between

the minimum and maximum channel used is minimized.” This problem can be mod-

eled as T-Coloring problem [43], which is NP-hard. In reality, the channel resource

that we can use is usually limited, so our goal becomes minimizing the interference

in the network with limited channel resource. The channel assignment problem can

be formulated as follows.

Let (F(S, T),l) be the weighted conflict graph of G(V, E) and C be the set of

channels. We define a label A on S, A(si) 6 C is the channel on which link 3, E S

is working. We also call A as a channel assignment scheme for the wireless mesh

network.

Let I(si, sj,A(s,~),A(sj)) be the interference indicator between links si, 33- E S,

that is, it indicates whether these two links will interfere with each other under

channel assignment A. For the simplicity of presentation, we define the following two

objective functions:

H1<<F, 1)./1) = ZZI<si,sj,A(s.>.A<sj)>/2 (4.1)

i jgéi

H2(<F)l)7A) : mzaxZI(s,-,sj,A(si),A(sJ-)) (42)

#i

H1 defines the total interference within the network, that is, the total number of

link pairs that interfere with each other, while H2 denotes the maximum link inter-

ference. Therefore, we are trying to find the channel assignment A that minimizes H1

or minimizes H2. These problems are NP hard, because the graph coloring problem

is an NP complete problem.

In this chapter, we consider two general traffic patterns: i) There are a fixed

number of flows in the network, and each flow wants to achieve as higher throughput
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as it can. ii) Each flow has the requirement of a fixed data rate. We want the

network to support as many flows as it can. By minimizing H1, we reduce the

contentions cause by simultaneous transmissions in the network, which improves the

overall network throughput. Therefore, it is more appropriate to be used for the first

traffic pattern. By minimizing H2, we maximize the capacity of the bottleneck link,

which increases the opportunity for each flow to find paths with enough bandwidth.

Therefore, it is more appropriate to be used for the second traffic pattern.

4.2 Channel Assignment Algorithms

In this section, we focus on channel assignment algorithms that maximize the overall

network throughput, that is, to minimize the objective functions H1 and H2. In the

following, we will solve for approximate solutions with objective H1. The proposed

algorithms can be easily modified for objective H2. The solutions based on both

objectives will be evaluated.

We propose two algorithms, the greedy algorithm and the genetic algorithm, for

channel assignment using partially overlapping channels. By presenting the greedy

algorithm, we want to show how the network interference can be further minimized

by using partially overlapping channels, because previous work such as [90] [50], also

uses greedy strategies for channel allocation with non-overlapping channels. Genetic

algorithms have not been used to solve the channel assignment problems before, but

they have the potential to find better solutions than the greedy algorithm.

4.2. 1 Greedy Algorithm

Generally speaking, our greedy algorithm is a series of decisions, each of which assigns

a channel to a link, until all links have been assigned channels. Each decision is usually

composed of two steps - select and assign. In the select step, a link that has not been
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assigned a channel is chosen according to metric a, and in the assign step, a proper

channel is assigned to the selected link according to metric B. In each step, the

link and its channel selection are determined by maximizing (or minimizing) their

corresponding metrics a and B.

We define the metric a of a link as the expected level of interference between this

link and all the other links in the network. As during the greedy channel assignment

process, some links may not have been assigned channels yet, we use the expected

value to evaluate the interference when selecting a link. Given the weighted conflict

graph (F(S, T),l), the expected interference of link 3 E S, denoted by 0(3), is

computed as follows:

(1(3) 2 Z f1(s,s')+ Z 1‘2(s,s’)

3,651 3,632

where 31 is the set of links that have already been assigned channels, and 52 is the

set of links not assigned channels yet. f1(s,s’) (or f2(s,s’)) denotes the expected

interference between s and s’, which has been assigned (or not assigned) a channel.

They are calculated in the following ways:

1 .

[1(3) 5,) : T67 Z 1(3) 3,321 A(S,))

ieC

 

f2<s,s’>= 1 Zl(s,s’,i,j)
2

l C I i,jeC

Therefore, in each step, we select the link 3 that has the minimum expected interfer-

ence 01(3).

In the assign step, we define the metric fi(c) for each candidate channel c that can

be assigned to the selected link. E(c) indicates the interference between the selected



 

Algorithm 2 Greedy-Algorithm((F(S, T),l), C)

1: A(s) = null for all s E S

2: Sl={},Sz=S

3: while 82 sé {} do

Calculate a(s) for each link 5 6 52

Select 3* such that a(s*) = minses2 a(s)

For link 3*, calculate ,8(c) for each channel c E C

Select c* such that [3(c*) = mincec [3(c)

A(s*) = c*

9: S] = S] U {3*}, 52 = 52 — {3*}

10: end while

 

 

link and those links already assigned channels.

5(c) = 2 1(3, s’,c, A(s'))

s’eSI

We select the channel c that has the minimum He), thus minimizing the interference

added to the network when we assign channels to the selected link.

As described in Algorithm 2, given the weighted conflict graph (F(S, T), l) and

the channel set C, the greedy algorithm obtains a channel assignment scheme A. This

algorithm is able to find a solution very fast because it never changes a link’s channel

once it is assigned. Next, we will present a genetic algorithm, which has the potential

to obtain near-optimal results.

4.2.2 Genetic Algorithm

Genetic algorithms are adaptive heuristic search algorithms premised on the ideas of

natural selection and genetic evolution. Its basic concept is to simulate the process

of evolution in the natural system, during which fitter individuals are more likely to

survive so that they appear in the next generation.

The genetic algorithm is applicable to the channel assignment problem because of

the following reasons:
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o The channel assignment problem has an inherent local optimization property.

In other words, a good channel assignment scheme for a subnetwork that causes

less interference locally is more likely to be contained in a good channel assign-

ment scheme for the entire network that causes less interference globally. (For

example, we study a population of 5000 random channel assignment schemes

for a 100 node network topology. We pick up two different channel assignment

schemes randomly and compare their sub-schemes for a subnetwork. Exper—

iments show that if one scheme is better than the other, its sub-scheme for

the subnetwork is also better than the other sub-scheme with a probability of

76.1%.) This property fits well into the genetic algorithm [84]. In the genetic

algorithm for channel assignment, we regard a channel assignment scheme for

a subnetwork as local DNAs, and regard a channel assignment scheme for the

entire network as an individual. Thus, we improve local DNAs to form better

individuals in the genetic algorithm.

0 In the genetic algorithm, individuals from the current generation are selected

to breed the next generation, which is expected to have fitter individuals with

high probabilities. This fitness preservation property [15] exists in the channel

assignment problem, because we find that we can obtain better channel assign-

ment schemes in each evolution by the genetic algorithm (as shown in Fig.4.6)

We observe that better channel assignment schemes are more likely to be cre—

ated by combining the good “parts” (channel assignment for subnetworks) of

the channel assignment schemes in the current generation.

1. Problem Mapping

In order to solve the channel assignment problem by genetic algorithms, the first step

is to establish a mapping between them. In our channel assignment problem, we

denote a channel assignment for a single link as a DNA, and a channel assignment
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Figure 4.4: Problem Mapping

scheme for all links of the entire network as an individual, which is as well a so-

lution to the channel assignment problem. In the genetic algorithm, a generation is

composed of a set of individuals. Thus, we define a generation as a set of channel

assignment schemes (a set of solutions) in our problem. An example of the problem

mapping is illustrated in Fig.4.4. The input of the problem is a network topology

with 4 nodes and 4 links, where each node has two interfaces. The numbers beside

the links represent channels. The channel assignment of each link is considered as

a DNA. The channel assignment scheme shown in the top figure is considered as an

individual, and the set of channel assignment schemes shown in the bottom figure

constitutes a generation.

Each channel assignment scheme is encoded as a binary string in the genetic

algorithm. The transformation is in the following way.

1. Sort the links in linear order;

2. Convert the channel assigned to each link into a binary string with a fixed length

(a DNA);
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3. Concatenate all the binary strings one by one into a single binary string (an

individual) according to the order of the links.

For example, Fig.4.4 shows the binary representation of each individual. The links

are sorted in the order of AB, BD, CD, AC. The channel assigned to each link is

encoded into a string with a fixed length of 4.

The order of the links has a great impact on the performance of the genetic algo—

rithm. Intuitively, we prefer the links that are within interference range of each other

to be close together in the sorted list. As a result, when we combine “parts” of indi-

viduals to create offsprings, the local optimization property of the parent individuals

(good channel assignment for subnetworks) can be preserved in the next generation.

There are several strategies that can be used for link ordering: i) random order, ii)

breadth-first search (BF5), iii) depth-first search (DFS) iv) inductive order, which

has been used in graph coloring [49]. In our genetic algorithm for channel assignment,

we find that BFS and DFS give better performance (shown in Section 4.3). This

is because both the breadth first order and depth first order try to keep neighboring

links close together in the encoding, while the random order and inductive order do

not.

A genetic algorithm is equipped with a fitness function, which is used to eval-

uate the fitness of an individual. The fitter an individual is, the better the solution.

Given a binary string representing a channel assignment scheme for a network, we

define its fitness function f as the negative of the total interference within the network

if the channel assignment scheme is applied (the less interference, the higher fitness

value and therefore better solution).

2. Algorithm Design

Our genetic algorithm begins with an initial generation, which is composed of N ran-

domly generated channel assignment schemes. Each next generation is generated by
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Figure 4.5: Crossover Strategies

a series of selection-reproduction steps from the current generation. In the selection

step, two individuals in the current generation are picked up. Two constraints must

be satisfied: i) Fitter individuals are more likely to be selected. ii) The other indi-

viduals also have a proper possibility to be selected, which guarantees an extent of

diversity. The maintenance of diversity plays an important role, because it can avoid

early convergence on local optima (the local optima has been observed in the channel

assignment problem [98]). In the reproduction step, the two selected individuals

breed two new individuals through crossover and mutation. Crossover is a strategy to

combine parts of parent individuals to produce new individuals and mutation further

changes part of a new individual with a small probability, which is called mutation

rate, to enhance diversity.

Our genetic algorithm for solving the channel assignment problem is depicted in

Algorithm 3, where N denotes the initial population size (the number of individuals

in the first generation) and M is the number of generations to evolve. The algorithm

has polynomial running time, because there are MN/2 steps, each of which requires

polynomial time.
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Algorithm 3 Genetic-Algorithm( (F, l), C)

l: Randomly generate N channel assignment schemes, P

2: Calculate f value for each scheme in P

3: while M loops are not completed do

9
°
“
?
?
?

9:

10:

while N/2 loops are not completed do

Select p1, p2 from P using selection strategy

Create 01, 02 from 191, p2 using reproduction strategy

Calculate f(01),f(02)

Find two channel assignment schemes b1, 02 that have the lowest f values in

P

Replace 01,02 with 01,02

end while

11: end while

12: Return the fittest channel assignment scheme in P

 

0 Selection strategy: As the channel assignment problem has many local optima,

we adopt the stochastic selection, which is good at maintaining population

diversity. This strategy exploits two well-studied selection methods, the roulette

wheel selection and the tournament selection. In roulette wheel selection, each

individual is selected with a probability proportional to its fitness function.

Individuals with higher fitness are more likely to be selected, while individuals

with low fitness still has a chance to be selected. In tournament selection,

n individuals are selected at random and the fittest one of them is chosen.

In stochastic selection, we first selects 2 individuals independently by using

roulette wheel selection, and then choose the better one of them according to

tournament selection.

Reproduction strategy: It includes crossover and mutation. When two individu-

als are selected to breed offsprings, both are split into several parts by cutting at

some random points. Offsprings are produced by combining different parts from

the two parent individuals. With respect to the number of cutting points, well-

known crossover methods include one-point crossover, two-points crossover and

uniform crossover. In uniform crossover, each DNA is swapped between parent
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individuals with a fixed probability, typically 0.5. Fig.4.5 illustrates different

crossover methods. In the figure, two parents are drawn in different colors, and

offsprings contain different parts from parents. Uniform crossover is more pre-

dominantly used due to its superior ability to produce a wide range of genes

[39] [48]. However, we find that the one-point crossover works the best with

respect to our channel assignment problem (shown in Section 4.3). This is due

to the local optimization property of the channel assignment problem. Uniform

crossover disperses the DNAS from parent individuals into the new individual,

and thus does not preserve the good channel assignment schemes for local sub-

networks in the new individual. To determine the proper mutation rate, it has

been recommended that mutation rate be differed by an order of magnitude

of 0.001 on binary-encoded continuous-valued optimization problems, and the

mutation rate be in the range [0.005, 0.01] [94] [44].

In addition, we have also used some other important techniques to further im-

prove the performance, including elitism, sharing and niching. By elitism, we

select individuals with a bias towards the better ones as parents to generate off-

springs. By fitness sharing and niching, we maintain good population diversity

by degrading an individual’s fitness based on the number of similar individuals

in the population. For a complete discussion on genetic algorithms, please see

[71].

4.3 Performance Evaluation

In this section, we evaluate our algorithms in N82. The Hyacinth extension [6] was

used to support multiple channels and multiple interfaces per node in the simula-

tor. We made some further extensions to support partially overlapping channels in

addition to non-overlapping channels. We use the 802.11 MAC protocol. In all the
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simulations, the bit rate of each interface is set to 11Mbps. The radio transmission

range is set to 250m, and the interference ranges for different channel separations are

set in the simulator based on the experimental results in Table 1.

4.3.1 Impact of Parameters on Genetic Algorithm

Before presenting the simulation results, we first analyze several parameters that may

influence the performance of the genetic channel assignment algorithm.

In Section 4.2.2, we introduced several edge ordering strategies. In order to analyze

which strategy is better, we run the genetic algorithm with different edge orders on

regular graphs with different sizes. Fig.4.6 shows the result for a 7 x 7 grid graph with

49 nodes. The x—axis denotes the number of generations in the evolution process, and

the y-axis shows the best solution of each generation (measured by the total network

interference). Each point corresponds to the average of 20 runs. We can observe

that with the evolution of generations, the genetic algorithm with BFS or DFS edge

order converges faster (getting better results in each evolution) than random order

and inductive order, while BF5' is slightly better than DFS. We find the similar

Phenomenon in networks of other sizes. Fig.4.? illustrates the impact of different

crossover strategies on the genetic channel assignment algorithm. We run the genetic
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algorithm with one-point, two-point and uniform crossover strategies on the same

regular graph. From the figure, we can observe that the algorithm with one-point

crossover has the fastest converging speed.

For the simulation in the rest of the chapter, we use BFS edge ordering and one-

point crossover strategy for the genetic algorithm. For the other parameters, we set

the population size to 5000, the mutation rate to 0.005, and the number of generations

to 300.

4.3.2 Simulation Methodology

In this subsection, we evaluate our channel assignment algorithms in Section 4.2. We

compare the following algorithms: i) Greedy algorithm with non-overlapping channels

[50]. ii) Tabu-based search algorithm with non-overlapping channels [98]. We choose

the algorithm for comparative evaluation, because it is the most recent centralized

static channel assignment algorithm under the assumption that the network topology

has been priori determined. The algorithm starts from a random channel assignment,

generates a sequence of channel assignments, and pick up the best assignment as the

final solution. FIom the current channel assignment in the sequence, it generates a

set of channel assignments, where each is obtained by varying the channel assigned to

a random vertex, and then pick the best solution from the set to be the next channel

assignment in the sequence. To achieve fast convergence, it avoids reassigning the

same color to a vertex more than once by maintaining a tabu list, which records

the history of varying channels assigned to vertices. iii) Genetic algorithm with non-

overlapping channels. iv) Greedy algorithm with all channels. v) Tabu-based search

algorithm with all channels (we modified the Tabu-based search algorithm to support

the assignment of overlapping channels in the same way as the greedy algorithm).

vi) Genetic algorithm with all channels. We run each algorithm under two different

optimization goals: i) Minimizing the total interference; ii) Minimizing the maximum
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link interference.

We compare these algorithms based on the following metrics.

o The value of the “objective function” (the total interference or maximum link

interference) is a simple metric to evaluate an algorithm’s capability of solving

for optimal solutions.

0 Average link bandwidth: Assume each node has equal possibility to send out

data, and thus we can measure the bandwidth of each wireless link in the

network. If the network is without any interference, the bandwidth of each link

should be its bit rate. However, with limited channel resources, the network

interference cannot be completely eliminated, which causes the link bandwidth

to decrease dramatically.

0 Overall network capacity: We assume each connection demand has random

source and random destination. We evaluate the channel assignment schemes

calculated by different algorithms based on two traffic patterns: i) There are a

fixed number of flows in the network, and each flow wants to achieve as higher

throughput as it can. In this case, we calculate the total throughput of all the

flows. ii) Each flow has the requirement of a fixed data rate. In this case, we

calculate the maximum number of flows the network can satisfy. A flow can be

satisfied if we can find a path with the required bandwidth for it. In all the

simulations, we use UDP for each flow, and set the packet size to 1024 bytes.

For all the figures in the rest of chapter, we use ”N—O” to denote ”non-overlapping”

channels.

4.3.3 Minimizing Total Interference

We first study the scenario of regular topologies, because wireless mesh networks are

usually deployed after Cfifeflll Planning, and the regular topology can average the
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performance over the whole network. We use the topology of N x N squared grids

with side length of 200 meters, that is, each vertex is deployed with a mesh router, and

each edge denotes a wireless link. Each inside mesh router is equipped with 4 network

interfaces that communicate with its 4 neighbors independently, while each boundary

router is equipped with 3 or 2 interfaces depending on its number of neighbors.

For the first traffic pattern, we set 20 flows in the network, where each flow has

random source and random destination. Each flow tries to transmit data at the

highest rate that it can. In this case, the optimization goal of minimizing the total

network interference is more appropriate. By minimizing the number of interfering

pairs of links, we reduce the contention in the network, and therefore increase the

throughput of all the flows.

1. Total Interference

Fig.4.8(a) illustrates the total interference within networks of different sizes for differ-

ent algorithms. We can observe that when only non-overlapping channels are used,

the genetic algorithm finds better solutions (with smaller total interference) than the

other two, while the Tabu-based algorithm is slightly better than the greedy algo-

rithm. We find the same trend when all channels are used. The only difference is

that the improvement of the genetic algorithm is more dramatic when all channels

are used, compared to when only non-overlapping channels are used. This is because

we have more choices of channels (11 channels) to assign to each link when all chan-

nels are used instead of only 3 non-overlapping channels. In this case, the greedy or

Tabu-based search algorithm becomes less efficient. The figure demonstrates that the

genetic algorithm has the potential to find more optimal results than the other two

algorithms under the same condition, especially when all channels are used.

When the same algorithm strategy is used, the total interference can be decreased

by using partially overlapping channels in addition to non-overlapping channels. Take
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the genetic algorithm for example. With the increase of network size, the total in-

terference for the genetic algorithm with all channels is less than 50 percent of the

genetic algorithm with only non-overlapping channels. Among all the algorithms, the

genetic algorithm with all channels finds the best solution under different network

sizes. It decreases the total interference by over 70 percent, compared to the worst

algorithm (the greedy algorithm with non-overlapping channels).

2. Average Link Bandwidth

Fig.4.8(b) compares the average link bandwidth of the network for different algo-

rithms. The Tabu-based search algorithm has only slightly higher average link band-

width than the greedy algorithm under the same condition. For both algorithms, the

average link bandwidth can be improved by around 30 percent by using partially over-

lapping channels when the network becomes large, which implies that the network

can carry more traffic. This is because the network interference can be decreased

by using partially overlapping channels. When all channels are used, the genetic al-

gorithm further increase the average link bandwidth by approximately 20 percent,

because the genetic algorithm finds better channel assignment schemes with lower

total network interference than the other two algorithms.

3. Overall Network Throughput

We use two routing algorithms to determine the route of each flow: i) Shortest Path

(SP) routing: This routing algorithm only depends on the network topolog. Thus,

the routing algorithm generates the same route for the same flow under different chan-

nel assignment schemes. This enables us to compare the different channel assignment

schemes under exactly the same condition. ii) WCETT routing [85]: The routing

algorithm considers the channel diversity on the path. Therefore, the same flow may

have different routes under different channel assignment schemes in the same topol-
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ogy. This routing algorithm aims at finding a high-throughput path for each flow,

and therefore is a better match for the target of satisfying the first traffic pattern.

Fig.4.9(a) illustrates the network throughput under different channel assignment

algorithms when SP routing is used. For the greedy algorithm and the tabu-based

search algorithm, if we fully exploit the channel resources, we can achieve an im-

provement of network throughput by approximately 40 percent. In addition, the

genetic algorithm achieves 20 percent higher network throughput than the other two

algorithms when all channels are used. Fig.4.9(b) illustrates the network throughput

when WCETT routing is used. We can observe the same trend for different channel

assignment algorithms. Note that we can achieve higher network throughput by using

WCETT routing compared to SP routing under the same condition.

In addition to the regular topology, we also evaluate our algorithms based on

random topologies. We use the topology generation tool GT-ITM [3] to generate

random topologies. We choose the Locality Model to generate fiat random graphs

with uniformly distributed nodes, and obtain graphs with desired scales and average

degrees. We generate random graphs of different scales but with the average degree of

4. The simulation results are shown in Fig.4.10. In the figures, each point corresponds

to the average of running each algorithm on 20 random graphs. We get the similar

trends with the regular topology cases. The only difference is that the performance

improvement is not that dramatic. The network throughput can be improved by

approximately 25 percent if we fully exploit the spectrum resource. Moreover, the

throughput can be further improved by 15 percent using the genetic algorithm instead

of the other algorithms when all channels are used.

4.3.4 Minimizing Maximum Link Interference

For the second traffic pattern, we set the rate of each flow to 400Kbps. If we can

find a route with the required bandwidth for a flow, then the flow is satisfied and
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we establish the flow in the network; otherwise, it is blocked. The network capacity

can be defined as the maximum number of concurrent flows that the network can

satisfy. In this traffic pattern, the optimization goal of minimizing the maximum link

interference is more appropriate, because it can maximize the bandwidth of bottleneck

links in the network, so that the network connectivity is not easily broken when more

and more flows have been established in the network.

In Section 4.2, we introduced both the greedy algorithm and the genetic algorithm

with the goal of minimizing the total interference within a wireless mesh network. The

two algorithms can be easily modified in order to minimize the maximum link inter-

ference (in other words, minimizing the interference of the bottleneck link). For the

greedy algorithm, we select and assign a channel to a link that minimizes the current

maximum link interference within the network in each step. For the genetic algo-

rithm, the fitness function is set to be the negative of the maximum link interference.

In the similar way, we can also modify the Tabu-based search algorithm to optimize

for this objective.

1. Maximum Link Interference

We run different algorithms with only non-overlapping or all channels on regular

network topologies of different sizes. Fig.4.1l shows the maximum link interference

within the network when the channel assignment schemes computed by different al-

gorithms are applied. We can observe that better solutions can be achieved using

partially overlapping channels. In addition, the genetic algorithm obtains better re-

sults than the other two algorithms, while the Tabu-based search algorithm is slightly

better than the greedy algorithm.
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2. Network Capacity

For each flow, we use the routing algorithm in [50] to find the route. The goal of this

algorithm is to avoid using bottleneck links in the network, so that the network has

the potential to support more subsequent flows. The network capacity is illustrated

in Fig.4.12 for different channel assignment algorithms. We can observe that the use

of partially overlapping channels can dramatically increase the network capacity (sup-

porting more concurrent flows), and the genetic algorithm with all channels achieves

the best performance.

4.4 Summary

In this chapter, we have demonstrated how the use of partially overlapping channels

can help improve the network throughput. We first experimentally studied the in-

terference between partially overlapping channels, and showed the potential of the

utilization of these channels. We formulated the optimal channel assignment prob-

lem, which aims at maximizing the network performance. We proposed two channel

assignment algorithms, which utilize both non-overlapping and partially overlapping

channels in the channel assignment. The greedy algorithm is fast but may not get

good results, while the genetic algorithm has the potential to get better results with

polynomial running time. Our simulations have demonstrated that when the same

algorithm is used, the overall network throughput can be improved by approximately

40 percent by using all channels than using non-overlapping channels only, because

the network interference can be better mitigated. In addition, when the same set

of channels are used, the genetic algorithm achieves around 20 percent higher net-

work throughput than the previous algorithms, because it is able to solve for better

solutions with less interference.
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CHAPTER 5

Channel Allocation for Hybrid

Wireless Mesh Networks

There are currently two approaches of channel allocation, that is, static approach and

dynamic approach. In static channel allocation, each interface of every mesh router

is assigned a channel permanently. In dynamic channel allocation, an interface is

allowed to switch from one channel to another channel frequently. Both strategies

have their advantages and disadvantages.

Static strategies do not require interfaces to switch channels, and thus have lower

overhead. However, they depend on the stable and predictable traffic patterns in

the network. For example, [91] [11] require that the exact traffic profile is known

ahead, while [90] [50] assume known statistical traffic patterns. Dynamic strategies,

such as [113] [96], require frequent channel switching, and thus have higher overhead

than static strategies. However, as the channel allocation can be changed with the

changing traffic, dynamic strategies are more appropriate when the network traffic

changes frequently and is unpredictable.

In the real environment, the overall traffic profile is usually complex. It not only

contains some predictable traffic, e.g., a large amount of traffic from end-users to the
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Internet through gateways, but also contains a considerable amount of unpredictable

peer-to—peer traffic between end-users due to the emerging new applications within

the community. Due to the inflexibility of pure static channel allocation and the high

overhead of pure dynamic channel allocation, we propose a hybrid architecture, which

combines the advantages of both approaches. In this architecture, one interface from

each router uses the dynamic channel allocation strategy, while the other interfaces use

the static channel allocation strategy. The links working on static channels provide

high throughput paths from end-users to the gateway while the links working on

dynamic channels enhance the network connectivity and the network’s adaptivity to

the changing traffic. Therefore, this hybrid architecture can achieve better adaptivity

compared to the pure static architecture without much increase of overhead compared

to the pure dynamic architecture.

In this chapter, we study several important issues in the hybrid wireless mesh

network.

0 The system architecture. As each mesh node contains both static and dynamic

interfaces, we discuss on how to coordinate the channel assignment between both

types of interfaces, so that the channel resources could be utilized efficiently.

o The channel allocation for dynamic interfaces. MMAC [96] is one of the most ef-

ficient dynamic channel allocation protocols. However, the channel assignment

in MMAC is optimized only for network throughput. We propose an Adaptive

Dynamic Channel Allocation protocol (ADCA), which considers both through-

put and delay in the channel assignment. Compared with MMAC, ADCA is

able to reduce the packet delay without degrading the network throughput.

0 Routing decision in the network. In the hybrid architecture, we have static links

and dynamic links, both of which can be used to transmit data. We propose an

Interference and Congestion Aware Routing protocol (ICAR) with the goal of
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improving the overall network throughput.

The rest of the chapter is organized as follows. In Section 5.1, we propose the

hybrid wireless mesh network architecture. We analyze the trade-off between through-

put and delay in dynamic channel allocation algorithms in Section 5.2. In Section

5.3 and 5.4, we present our dynamic channel allocation protocol and the routing al-

gorithm for hybrid wireless mesh networks. We evaluate our protocols in Section 5.5,

and summarize our work in Section 5.6.

5.1 Hybrid Wireless Mesh Network Architecture

In this section, we propose to use the hybrid architecture to achieve both adaptivity

to changing traffic and low channel switching overhead. Let G(V, E) be the network

topology, where V is the set of mesh routers and E represents pairs of mesh routers

that are within radio communication range. Assume each mesh router has multiple

interfaces. In the hybrid architecture, we let one interface of each mesh router be

able to switch channel frequently, and let the other interfaces work on fixed channels.

In the rest of this chapter, we call the former interface as dynamic interface, and the

latter as static interface. .

Fig.5.1 illustrates a hybrid multi-channel multi-radio wireless mesh network. Most

mesh nodes including the gateway have 3 interfaces, and a few boundary nodes

(0, g,i, f) have 2 interfaces. For each mesh node, one interface works as dynamic

interface, and the others work as static interfaces.

The channel allocation of static interfaces aims at maximizing the throughput from

end-users to gateways, which usually constitutes a major portion of the traffic in the

network. Some heuristic algorithms, such as [90], could be used. In the algorithm, a

load balanced tree is constructed for each gateway. The goal of the tree construction is

to allocate bandwidth fairly to each user with regard to the user-gateway throughput.
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a Gateway

0 O Mesh Router

— Static Link

........ Dynamic Link 
Figure 5.1: The Hybrid WMN Architecture

After the topology has been constructed, each link can then be assigned channels.

The links closer to the gateways are given higher priority to be allocated with less

congested channels. In Fig.5.1, the tree topology is shown in bold lines, and we call

these links as static links. The channels assigned to static links are also shown in the

figure.

Dynamic interfaces work in an on-demand fashion. Two dynamic interfaces that

are within radio transmission range of each other are able to negotiate a common

channel and communicate when they have data to transmit. We call these links as

dynamic links. Fig.5.1 illustrates all possible dynamic links in dotted lines. Note that

each dotted line only implies that the pair of nodes are able to communicate, but each

node can only communicate with one neighbor at a time. We can use TDMA-style

dynamic multi-channel MAC protocols such as MMAC [96] in this case. The time

is divided into fixed-length intervals, each of which consists of control interval and

data interval. In the control interval, all nodes communicate on a default channel

(or control channel) to negotiate the channels to use in the data interval. In the

data interval, nodes transmit and receive data on the negotiated channels (or data

channel). As we are considering a hybrid architecture, the dynamic channel allocation

should be aware of the interference from the static interfaces, which requires some
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additional considerations in the protocol design.

a All dynamic interfaces need to negotiate on a default channel in each control

interval. As the control interval is very important for dynamic channel alloca-

tion, we should eliminate the interference from static interfaces in this phase.

Thus, we exclude this default channel in the channel allocation of the static in-

terfaces. Note that this will not harm the channel usage efficiency of the whole

system, because dynamic interfaces can still use this default channel in the data

interval.

0 The data channel is determined by choosing the “least congested channel” in the

neighborhood of the communicating pair. As dynamic interfaces negotiate on

the same default channel in each control interval, each interface can be aware

of the channel usage of their neighboring dynamic interfaces by listening on

the default channel for their communication demands. However, they cannot

know the channel usage of nearby static interfaces in the same way. To solve

this “hidden terminal problem” in the multi—channel environment, we can take

advantage of the static nature of wireless mesh networks. As wireless mesh

networks usually have static topolog, each mesh node can maintain a stable

list of other mesh nodes within its interference range. We can let each mesh

node measure the channel usage of its static interfaces periodically, and send

this information to all the other mesh nodes within its interference range. Thus,

the dynamic interface of each mesh node is able to know the channel usage of

static interfaces within its interference range.

There are several advantages of using this hybrid architecture.

a If pure static channel allocation strategies are used, the connectivity of the orig-

inal network topology may be degraded, which can lead to suboptimal routing .

paths. By using one dynamic interface in each mesh node, the connectivity of
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the network topology can be well-maintained, because each dynamic interface is

able to communicate with any other interface within radio transmission range.

0 Pure static channel allocation strategies cannot adapt to the changing network

traffic. For example, in the tree topology, if the users of the left subtree happen

to generate a much larger amount of traffic than the users in the right subtree,

then the links in the left subtree get more congested. The use of dynamic links

is able to direct traffic around the congested areas and therefore achieve better

load balance in the network.

In the following sections, we discuss the achievement of adaptive dynamic channel

allocation and the routing decision in the hybrid network separately.

5.2 Trade-off between Throughput and Delay

Consider a linear topology of 5 nodes, where each node has only one interface, as

shown in Fig.5.2. Suppose we use MMAC [96] with 2 channels and the bit rate is

set to IMbps. In Fig.5.2, simultaneous transmissions among different links are made

possible. As a result, the throughput from S to D is nearly doubled compared to the

case of using single-channel MAC protocol 802.11, which is shown in Fig.5.3(a).

However, the throughput is improved at the cost of increasing packet delay. In

MMAC, for example, every two nodes try to switch to a same channel to transmit

data in each time interval, and thus each packet can be transmitted at most one hop

away in one interval. Fig.5.3(b) illustrates the packet delay of MMAC and 802.11

when we vary the data rate of the flow from S to D. We observe that when the traffic

rate is under 170Kbps, 802.11 has much lower delay than MMAC. This is because

the network traffic is not saturated, so packets can be transmitted across multiple

hops very quickly. With the increasing traffic rate, the delay of 802.11 increases

sharply because the network becomes over-saturated, which causes long waiting time
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Figure 5.2: Linear Topology of Wireless Mesh Network

of packets in queues. In comparison, MMAC becomes better because the network is

still below saturation with usage of multiple channels.

Fig.5.3 shows that although MMAC improves the network capacity, it is not mak-

ing enough efforts to decrease packet delay when the network traffic is below satu-

ration. In other words, the channel allocation scheme of MMAC, that is, every two

nodes choosing a least congested channel to transmit data in each time interval, is

only optimized for maximizing network throughput. However, when the traffic load is

below saturation, a channel allocation scheme that is optimized for both throughput

and delay can not only satisfy the traffic demands, but also reduce the packet delay.

Therefore, it motivates us to design an adaptive dynamic channel allocation protocol,

which can achieve lower packet delay while satisfying the imposing traffic.

The packet delay of MMAC is related to the length of time interval. By decreasing

the length of time interval, we can reduce the packet delay at the cost of reducing

the maximum network capacity. However, it is impractical to adaptively change the

interval length in MMAC under changing traffic due to several reasons. 1) It is

hard to measure the traffic load of the whole network in real time. 2) The network
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Figure 5.3: Tradeoff between Throughput and Delay in Multi-channel MAC

traffic distribution may not be uniform. It is not feasible to make different parts

of the network use different time interval lengths, which makes the synchronization

difficult. In the rest of this chapter, we will propose an alternative way to achieve

adaptivity in dynamic channel allocation protocols.

5.3 Adaptive Dynamic Channel Allocation

When the traffic load is below saturation, MMAC may cause unnecessary packet

delay, which can be illustrated by the examples in Fig.5.4.

o In Fig.5.4(a), assume A has some data to send to C. According to MMAC, in

the first time interval t1, the packets are transmitted from A to B, and then

in the second interval t2, the packets are transmitted from B to C. Although

the packets can be transmitted from A to C through B in one interval, MMAC

actually requires two intervals. This is because B has to wait till the second

interval to negotiate a common channel with C in order to continue transmitting

the data.

0 In Fig.5.4(b), assume A has some data to both B and C, we can see that MMAC
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still needs two intervals to complete the transmission, while it can actually be

done in one interval. As shown in the figure, in the first interval, A can only

communicate with one of the nodes, B in this case, so it has to wait till the

second interval to communicate with C.

The reason why MMAC causes unnecessary delay in the above cases is that only

pairs of nodes negotiate common channels in each interval in MMAC. If we enable

more than two nodes to negotiate a common channel, the transmission delay can be

dramatically reduced. For example, in both cases of Fig.5.4, if A, B, and C can

negotiate a common channel together, then all the transmissions can be completed

in one time interval. Next, we present the design of Adaptive Dynamic Channel

Allocation protocol (ADCA).

ADCA uses the similar framework with MMAC. It divides time into fixed length

intervals. Each interval is further split into control interval and data interval. Let T

be the interval length, and TC, Td be the length of control interval and data interval

respectively (Obviously, we have T = Tc + Td). In the control interval, all nodes

switch to the same default channel and negotiate channels. In the data interval, the

nodes working on the same channel transmit and receive data among each other. In

MMAC, T is set to 100ms, ‘and Tc is set to 20ms, which is long enough for nodes
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to negotiate channels when network traffic is saturated. Our protocol uses the same

parameter settings (T and Tc), but is different in the channel allocation scheme during

control interval.

In ADCA, each dynamic interface maintains multiple queues in the link layer with

one queue for each neighbor. The data to be sent to each neighbor are buffered in

the corresponding queue. The first step of channel negotiation in ADCA is similar

with MMAC. For each dynamic interface, if it has data to transmit, it selects a

neighbor that it wants to communicate and try to negotiate a common channel with

the neighbor. There are many criteria for selecting neighbors. If throughput is the

only consideration, we may select the neighbor with the longest queue. However,

this strategy may cause starvation. Therefore, we augment it with some fairness

considerations, that is, we evaluate a neighbor’s priority by considering both its queue

length and how long the queue has not been served. As a result, during this step,

pairs of nodes have negotiated common channels with each other such as the example

in Fig.5.5(a).

Different from MMAC, ADCA enables further channel negotiation among nodes.

For a pair of nodes that have already negotiated a channel, denote the node that

initiated the channel negotiation as sending node, and the other node as receiving
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Algorithm 4 Channel Negotiation

Pending Node:

1: Broadcast PNODELREQ message to notify its neighbors that it is a pending

node.

2: if receiving SWITCH.CHNL then

3: Switch to channel c indicated in the message.

4: end if

Sending Node:

1: if its queue length for the receiving node < QT then

2: Broadcast SN0DE_REQ message to notify its neighbors that it is a sending

node and the traffic load is below saturation.

3: end if

4: if receiving SWITCH-CHNL then

5 if its receiving node (1‘) is not negotiating with any other sending nodes then

6: Switch to channel c indicated in the message.

7 Notify r to switch to channel c.

8 end if

9: end if

Receiving node:

1: if the queue length of its sending node < QT then

2: if receiving PNODE_RE'Q then

3: Send SWITCH-CHNL message to the pending node including its own chan-

nel c.

4: end if

5: if receiving SNODE_REQ then

6: Send SWITCH.CHNL message to the sending node including its own chan-

nel c.

7: end if

8: end if
 

node. The node that has not succeeded in negotiating a channel with any other

node is denoted as pending node. The channel negotiation process is described in

Algorithm 4. In the algorithm, a queue length threshold QT is used on each node

to decide whether to perform further channel negotiation. If the queue length is over

the threshold, the traffic load may become saturated, and it will not bring any benefit

with further channel negotiation. We will discuss how to determine QT later.
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The example in Fig.5.5 illustrates how our protocol works. Assume the network

traffic is below saturation. In Fig.5.5(a), pairs of nodes negotiate channels accord-

ing to MMAC. Then further channel negotiations are performed as illustrated in

Fig.5.5(b). There are three cases illustrated in the figure. 1) A has some data to send

to C through B. A and B got the right to transmit data on a common channel, while

C does not. In this case, B can further negotiate with C so that C works on the

same channel with A and B. 2) D has some data to both E and F. D and E got the

right to transmit data on a common channel, while F does not. In this case, D can

further negotiate with F so that F works on the same channel with D and E. 3) G

has some data to J through H. G and H got the right to transmit data on a common

channel, while J got the right to transmit data to K on a common channel. In this

case, H can negotiate with J so that G, H, J, and K work on the same channel.

Compared with MMAC, ADCA can negotiate common channels among more

than two nodes in each interval when network traffic is not saturated. As a result,

ADCA has the potential to reduce packet delay while satisfying the imposing traffic.

When the traffic is near saturated, ADCA will behave similar with MMAC. Therefore,

ADCA is adaptive to the network traffic.

5.4 Interference and Congestion Aware Routing

The previous routing metrics proposed in wireless mesh networks include hop count,

RTT, ETX, ETT, WCETT. These metrics aim at finding a good quality path for a

single flow. In this chapter, our goal is to maximize the total throughput in the hybrid

network with both static links and dynamic links. We want the routes of different

flows to be selected efficiently such that the channel usages are balanced at each node

and thereby avoiding congestion in the network. We propose an interference and

congestion aware routing metric in the following.
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Figure 5.6: Effect of Inter-flow Interference

As shown in Fig.5.6, assume the routing path of a flow from S to D is illustrated

in bold lines, and the rate of the flow is 7'. All the wireless links that interfere with

the routing path are plotted in grey lines Now, let us consider the bandwidth that

the transmission of the flow will consume in the network. The flow will consume

bandwidth of r on link SM. However, there are three other links that interfere with

link SM._ As interfering links cannot be active at the same time, we may think that

the flow is also consuming the same bandwidth in the other interfering links. It is

the similar case with link MD. Therefore, although the flow is routed through two

Wireless links, it is actually consuming bandwidth of multiple links in the network.

To describe it formally, let P be the routing path of a flow with rate 1'. For each

link I E P, let IE(l) be the set of links that interfere with I (assume IE(l) also

contains 1). Let ETX(l) be the expected transmission count of link I. The total

bandwidth that is consumed by routing the flow can be calculated by the following

formula.

Bum, = Z | IE(l) l *ETX(l) * 1"

[EP

The Btotal metric reflects the resource consumed by routing the flow through the

network. In order to support as many flows in the network as possible, the routing
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of each flow cannot be too selfish. This metric can help balance the channel usage

better than the previous metrics. In order to make the routing better at avoiding

congested links, we make some further modifications on Btotal in the following.

We categorize each link into three states: Congested, Median, and Low. “Con-

gested” means the channel on which the link is working is highly congested, and

therefore it is not desirable to route additional traffic through this link. “Median”

means the channel used by the link has a considerable amount of load, but is still

able to route additional traffic. “Low” means the channel has very light load, and

thus the link is preferred to be used to route additional traffic. Therefore, we can

assign different weights w1, w2, 103 to three different states, which reflects the cost of

adding additional traffic to the link in different states. Obviously, they should satisfy

wl > 1122 > w3. By inducing the weights into Btotal) the cost of routing a flow of rate

1' along a path P can be calculated as follows.

COSttotal = Z[ETX(Z) * r * Z w(e)]

leP eEIE(l)

Therefore, we can define a cost metric of each link as C(l) : ETX (l) =I< r *

SeeI3(1) w(e) and then use source routing to find a minimum cost path for each

flow, P“ = argmin ZleP C(l).

There remains two issues in our routing algorithm, the determination of links

states and interfering links.

The link states can be inferred from the queue length. In the hybrid architecture,

each static interface has one queue while each dynamic interface maintains multiple

queues, one for each neighbor. The state of each link, whether static or dynamic,

can be inferred from the corresponding queues of the two end interfaces. The longer

average queue length, the more likely is the link congested.

Unlike the static link whose channel is fixed, a dynamic link may work on different

channels at different intervals. Thus, if there is a dynamic link in a pair of links,
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we cannot deterministically say whether they will interfere with each or not. An

alternative way is to estimate their probability of interference.

For each dynamic link, we maintain statistics of its channel usage history, in the

form of {pili = 1,2, ..., C}, where p,- is the fraction of time that the link worked on

channel i. Note that this representation is also applicable to static links. If the static

link works on channel c, then pc = 1 and p,- = 0(i aé c) in its representation. Given

two links, l1 and IQ, whose channel usage is represented by {11:1} and {p22}, we can

predict their probability of interference using the following formula.

I l

Piffllal2)= Z Pt1*Pz'2

ie{1,2,...,C}

Therefore, the cost formula can be modified as:

COSttotal = Z[ETX(I) * r * 2: (10(6) * Pif(ea 0)]

[GP eeIE(l)

The channel usage array is easy to maintain in each node, because dynamic links

change channels in a synchronous fashion, that is, interval by interval. This informa-

tion can be updated to routing agents periodically.

5.5 Performance Evaluation

We performed simulations in NS-2.31. The Hyacinth extension [6] was used to sup-

port multiple channels and multiple interfaces per node in the simulator. We made

further extensions to support dynamic channel Switching on each interface. In all the

simulations, the bit rate of each interface is set to 11Mbps. The radio communication

range is 250 meters.

5.5.1 Evaluation of Adaptive Dynamic Channel Allocation

In this subsection, we evaluate the performance of ADCA by comparing it with

MMAC.
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Figure 5.7: Performance of ADCA under 50 Nodes and 3 Channels

1. Improvement of Packet Delay

We first perform the simulation on a random topology of 50 nodes in a 1200m x 1200m

area. Each node has at least 2 neighbors and at most 8 neighbors within radio

communication range. The average degree of the nodes is 5.4. To compare with

MMAC, each node has only one interface, which can switch channels dynamically.

We generate 25 UDP flows with the same data rate in the network, each with random

source and random destination. The packet size of each flow is set to 512 bytes. We

then vary the data rate of each flow, and observe the total throughput and the average

packet delay over all the flows.

We analyze three protocols: 1) 802.11, a single-channel MAC protocol; 2) MMAC,

a multi-channel MAC protocol; 3) ADCA, an adaptive multi-channel MAC protocol.

For both MMAC and ADCA, we use 3 orthogonal channels. The queue length is

set to 100 packets, and the queue threshold QT is set to 30 packets for ADCA. By

using the same parameter in [96], we set the time interval to 100ms, and the control

interval to 20ms. These three protocols are compared with regard to throughput and

delay in Fig.5.7.

In Fig.5.7(a), with the increasing data rate, the network is gradually becoming
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saturated. We can observe that ADCA achieves the same throughput with MMAC.

The maximum throughput of ADCA and MMAC is over twice of 802.11 because of

the utilization of multiple orthogonal channels.

Fig.5.7(b) illustrates the average packet delay with varying data rate. We can

observe that when the traffic load is below saturation (1600Kbps) of single-channel

MAC, 802.11 has the lowest delay. However, with the increasing traffic load, 802.11

suffers a sharp increase in delay because packets are experiencing long waiting time

in queues. On the other hand, as multi-channel MAC achieves higher capacity, the

delay is much lower than 802.11 when the traffic load is over 1600Kbps. Interestingly,

when the traffic load is below 1600Kbps, 802.11 has much lower delay than MMAC.

In comparison with MMAC, ADCA dramatically decreases the packet delay when

the traffic load is below saturation. When the traffic load is below 3000Kbps,

ADCA decreases the delay of MMAC by almost half. Particularly, in the interval

of [1800Kbps, 3000Kbps], ADCA achieves dramatically lower delay among all three

protocols. The larger delay of 802.11 is because of the long waiting time in queue,

while the larger delay of MMAC is because it only allows packets to be delivered

one hop in each time interval. At loads larger than 3000Kbps, the improvement of

ADCA over MMAC is less dramatic, because the network is getting saturated. The

queue length is over QT most of the time, and thus ADCA does not further nego-

tiate channels and behaves similar to MMAC. From the simulation results, we can

conclude that ADCA is able to achieve lower delay than MMAC without impacting

the network throughput.

2. Impact of Number of Channels

We repeat our experiments with 6 orthogonal channels. The simulation results are

shown in Fig.5.8. In Fig.5.8(a), the maximum throughput of MMAC and ADCA is

over 3 times of 802.11. This capacity improvement is higher than the previous exper-
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Figure 5.8: Performance of ADCA under 50 Nodes and 6 Channels

iment, because the use of more orthogonal channels enables more links to transmit

and receive simultaneously. Note that the capacity of MMAC and ADCA does not

increase linearly (i.e., it is not doubled by doubling the number of channels), because

the throughput depends on both the number of channels and the network topology

(or the density of links with data transmission demands within an interference range).

Fig.5.8(b) illustrates the average packet delay of the three protocols, which shows

the same trend as the case of 3 channels. When the traffic load is below 3700Kbps,

ADCA decreases the delay dramatically compared with MMAC. ESPGCially when

the load is in [1800Kbps,3700Kbps], ADCA achieves the lowest delay among the

three protocols. One significant difference is that the load interval at which ADCA

excels becomes larger than the case of 3 channels, which means ADCA shows sizable

improvement when more channels are used.

To describe this trend in a general way, let T1 be the saturation point of the single

channel MAC and Tm be the saturation point of MMAC or ADCA using m channels.

ADCA achieves the best performance when the traffic load is between T1 and Tm.

Note that when the load is below T1, although ADCA still outperforms MMAC, the

single channel MAC protocol works best. This is because the traffic in the network
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is so fight that there is no need to use multiple channels.

3. Impact of Queue Threshold on ADCA

The parameter QT in ADCA is the threshold that controls whether to enable further

channel negotiation on each node. In order to analyze its impact on the protocol,

we repeat the simulation on 50 node topology with 6 channels by varying the values

of QT. The simulation results are shown in Fig.5.9 and Fig.5.10. We can observe

that the packet delay decreases with the increasing threshold. However, when QT is

between 20 and 40, the performance of ADCA becomes stable. Through experiments,

we also found that When QT is over 40, there is no dramatic decrease in packet delay,

but the network throughput degrades gradually compared to MMAC.

As can be seen from the simulation results, ADCA achieves best performance

when QT is between 20 and 40. When QT is too small, the channel negotiation

occurs between only a pair of nodes in most cases even though the traffic load is far

below the saturation point of multi-channel networks. On the other hand, if QT is

too large, with the increasing traffic load, queues easily get overloaded, which causes

packet loss and even increase in packet delay.

We repeat this analysis on networks with varying number of nodes and different
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Figure 5.11: 50 nodes with 6 channels under Mixed Traffic

number of channels, and find that the optimal interval for QT is quite stable, not

affected with network configurations dramatically. Thus, we set QT to 30 in our

protocol.

5.5.2 Compare Hybrid Architecture with Static Architecture

In this subsection, we evaluate the throughput of the hybrid network, and compare

it with the pure static architecture. We consider a wireless mesh network with 50

nodes randomly deployed in a 1200m x 1200m area. There is one node designated

as the gateway node in the middle area. Each node has 3 interfaces. In the pure

static network, all the interfaces of each node work with static channels, while in the

hybrid network, 2 interfaces of each node work with static channels and the other

interface works with dynamic channels. In the simulation, we use interference and

congestion aware routing algorithm on the hybrid architecture and use ETX routing

on the static architecture. Evaluations are performed under different traffic patterns.
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1. Mixture of U20 and P2P Traffic

In this setting, we consider two types of traffic in the network: 1) U20, connec-

tions between end-users (non-gateway nodes) and the gateway; 2) P2P, connections

between end-users. In both types, end-user nodes are selected randomly. In our ex-

periment, we generate 50 random flows, each with the same data rate, and vary the

ratio of the number of U26' flows over all flows (U20 and P2P). The maximum net-

work throughput is measured by the total throughput of all flows when the network

is getting saturated by the flows.

Fig.5.11 illustrates the simulation results with 6 orthogonal channels. As shown in

Fig.5.11(a), the static architecture works best when the ratio is 1 (there is only U20

traffic). With the decreasing ratio, the throughput of the static network decreases

dramatically, because it is not able to provide good routing paths for P2P traffic

in most cases. In contrast, there is no dramatic throughput degradation for hybrid

network with the changing ratio. We can observe that the hybrid architecture always

outperforms the static architecture except when the ratio is close to 1, because the

channel allocation of the static network is especially optimized for this particular

case. Fig.5.11(b) shows the average packet delay when the ratio of U2G traffic is 0.5.

When the traffic is low, the hybrid architecture has higher delay, which is mainly

caused by dynamic channel switching. However, when the traffic becomes heavy, the

static architecture tends to have higher delay than the hybrid architecture, because

the traffic load reaches the saturation point for the static architecture while it does

not for the hybrid architecture.

2. Skewed Traffic Distribution

In this setting, all the traffic is of U26' type, but we make the traffic distribution

skewed by controlling the probability of flow generation for each node. For example,

we divide the network into two areas evenly, and let each node in one area have
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Figure 5.12: 50 nodes with 6 channels under Skewed Traffic

probability of p, to generate a flow to the gateway, and each node have probability

of pr in the other area. We vary the ratio pl/pr and generate 50 random flows in our

experiment.

Fig.5.12 illustrates the simulation results with 6 orthogonal channels. In

Fig.5.12(a), the static network works best when the ratio is 1 (every node has equal

possibility to generate a flow to the gateway). However, with the increasing ratio,

the throughput of the static network decreases dramatically. In contrast, the hybrid

network is better at dealing with nonuniform traffic. There is no dramatic through-

put degradation with the increasing ratio. Fig.5.12(b) shows the average packet delay

when the ratio of 5. When the traflic is low, the hybrid architecture has higher delay,

because some flows have been routed via a detoured path across the less congested

region through dynamic links. However, when the traffic becomes heavy, the hybrid

architecture achieves lower delay than the static architecture, because it has high

network capacity.
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Figure 5.13: 50 nodes with 8 channels Figure 5.14: 50 nodes with 8 channels

under Mixed Traffic under Skewed Traffic

5.5.3 Compare Hybrid Architecture with HMCP

In this subsection, we compare our hybrid architecture with HMCP [59]. In HMCP,

for each node, some interfaces are assigned with fixed channels, while the remaining

interfaces can frequently switch channels. Each node informs its neighbors of its fixed

channels by broadcasting a message on all the channels to its neighbors. If a node

needs to transmit some packets to a neighbor, it will first switch one of its switchable

interfaces to a channel, which one of the neighbor’s fixed interfaces is working on,

and then send the packets through the switchable interface. Although this approach

also maintains good adaptivity to changing traffic, it causes a high delay for multihop

data transmission, because the data transmission on each hop needs a channel switch.

We simulate HMCP on the same topology setting. In this case, each node is equipped

with 3 interfaces, where two of them are dynamic interfaces and the other one is static

interface. Each dynamic interface switches channels every 100ms, which is the same

with our algorithm.

We simulate both approaches on 50 node topology with 8 channels. The compari-

son between HMCP and our algorithm is illustrated in Fig.5.13 and Fig.5.14. We can

observe that HMCP causes high delay even under low traffic. However, the packet

delivery delay has been decreased dramatically by our approach. When the traflic
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Figure 5.15: 100 nodes with 8 channels Figure 5.16: 100 nodes with 8 channels

under Mixed Traffic under Skewed Traffic

load becomes heavy, the delay of both approaches increases to the similar level. The

high delay is due to the long waiting time in queues for both approaches, which be—

comes a major part of the overall delay with regard to the time spent on channel

switching. We also simulate both approaches on 100 node topology with 8 channels,

and the results are shown in Fig.5.15 and Fig.5.16. We can observe the same trend

in this larger scale topology.

5.6 Summary

In this chapter, we have proposed a hybrid wireless mesh network architecture, where

each mesh node has both static and dynamic interfaces. We have made two con-

tributions. First, we proposed an adaptive dynamic channel allocation protocol

(ADCA) to be used on dynamic interfaces. Compared with MMAC, ADCA reduces

the packet delivery delay without degrading the network throughput. In addition,

we pr0posed an interference and congestion aware routing algorithm in the hybrid

network, which balances the channel usage in the network and therefore increases the

network throughput. The simulation results have shown that, compared to the pure

static architecture, our approach increases the overall network throughput by around
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20 to 30 percent under mixed or skewed traffic, without causing obvious increase in

overhead. Moreover, compared to existing hybrid architecture, our approach is able

to decrease the delay by around 50 percent under low data traffic, while maintaining

the adaptivity to the changing traffic.
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CHAPTER 6

Multi—Path Routing for Video

Streaming in Wireless Mesh

Networks

The video on-demand application (VoD) has become a popular Internet service re-

cently. There have already been several commercial products developed to support

VoD applications, such as PPLive and PPStream. Most of them use peer-to-peer

(P2P) technology to improve the VoD performance. Such architecture has been dis-

cussed in [104]. Assume users can store the videos that they have recently watched in

their local storage (e.g., PPLive and PPStream buffers 1G bytes of the most recently

watched videos, which is enough for over two 2-hour movies, in a peer’s local stor-

age). When a client wants to watch a new video, he or she first discovers which peer

clients have buffered the video, and then streams the video from both the servers and

peer clients through multiple paths. The multi-path multi-source video on-demand

streaming has been applied in wired networks with great success. However, it remains

a challenging task in wireless networks due to the effect of wireless interference.

A community wireless mesh network is a static multi-hop wireless network com-
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posed of many mesh routers, where each mesh router establishes connectivity with

neighboring mesh routers. There are some special routers working as gateways to

provide access to the Internet. In a large community network, when a VoD user

initiates a video request, it can stream the video from two types of sources: 1) The

servers or peers that have buffered the video within the community network; 2) Even

if there are no such sources, the user can stream the video from multiple servers or

peers in the Internet through the multiple gateways. As VoD applications have high

demand of bit rate, delay, and loss sensitivity, the bottleneck of the multi-path video

streaming is usually in the community network, that is, the multi-hop wireless paths

from the user to peers or servers in the community network or the paths from the

user to gateways. Fortunately, in multi—channel multi-radio wireless mesh networks,

the enhanced channel diversity increases the network capacity. In this chapter, we

study multi-path routing and rate allocation in multi-channel multi-radio wireless

mesh networks to improve the VoD performance.

One major problem for the multi-source VoD application in wireless mesh net-

works is the discovery of multiple independent paths. By splitting the video stream

over multiple independent paths, we can not only improve the aggregate routing

performance, but also improve the stability and robustness. In the Internet, the

independent paths are usually defined as edge-disjoint or vertex-disjoint paths. In

edge-disjoint paths, no two paths share a same link, and therefore any link failure

will only affect one path. Vertex-disjointness is stronger than edge disjointness, be-

cause it also guarantees that any node failure will affect at most one path. In wireless

mesh networks, the discovery of independent paths becomes more challenging due

to wireless interference. Even if two paths are edgedisjoint or vertex-disjoint, they

might still affect each other if they have wireless links that interfere with each other.

Thus, their aggregate routing performance becomes lower than expected, and the

congestion of one path will probably influence the other path. This route coupling

109



effect has been studied in [80]. Therefore, in order to find independent paths in

wireless mesh networks, we should guarantee interference—disjointness in additional

to edge-disjointness or vertex-disjointness,

Another challenge is that the optimization of VoD performance should be con-

sidered over all VoD users in the network instead of only the current user. As we

know, the wireless mesh network is designed to be shared among multiple users. If

the routes with required bandwidth have been found for a VoD request, the VoD

user can establish connections in the network for data transport, which we call a VoD

session. There might be multiple coexisting VoD sessions from diflerent users in the

wireless mesh network. Thus, we should not be too selfish when finding the routes

and rate allocation for the current VoD request. Instead, we should consider not

only the resulting performance of the current VoD session, but also its influence on

the other existing VoD sessions in the network and the network’s ability of satisfying

new VoD requests.

In this chapter, we consider the wireless interference in the discovery of multiple

independent paths. For each arriving VoD request, given n senders (servers or peers),

which can provide the same video, we find the maximum number of m (m S n) high-

quality and independent paths that connect from m senders to the receiver (the new

user who initiates the VoD request). We formulate it as a constrained maximum

independent paths problem, and design efficient path discovery algorithms. Based on

the multiple paths discovered, we further propose a joint multi-path routing and rate

allocation algorithm to determine the routes together with the rate allocated for each

route for the VoD request, with the goal of minimizing the network congestion. By

using this optimization framework, we not only improve the average performance of

existing VoD sessions, but also enable the network to support more subsequent VoD

recluests. We evaluate our algorithms by using video trace simulations.

The rest of chapter is organized as follows. In Section 6.1, we present the system
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model and problem formulation. In Section 6.2, we describe two proposed heuristic

algorithms for multi-path discovery. In Section 6.3, we propose a joint routing and

rate allocation algorithm. The simulation results are shown in Section 6.4. We

summarize the chapter in Section 6.5.

6.1 System Model and Problem Formulation

In this section, we first introduce the system model, and then formulate the problem

of multipath discovery.

6.1.1 Multi—Source VoD in WMN

Consider the VoD application in a large community network constructed by wireless

mesh networking technology. The network is composed of a number of multi-channel

multi-interface wireless mesh routers. Each mesh router can establish wireless con—

nectivity with neighboring mesh routers, so that a static multi-hop wireless network

is formed. There are some special mesh routers working as gateways, which are di-

rectly connected to the Internet. Previous static channel allocation algorithms, such

as [50] [99], can be used to assign each interface of each router with a channel so as

to minimize the network interference while maintaining the network connectivity.

For some popular videos, the V00 performance can be improved by P2P tech-

nology. Whenever a user has requested a video, it registers to the server, so that

the server keeps a list of the users that have buffered the video. When a new user

visits, he or she queries the server for the list of users, from which they can stream

the video. If there are such users, the new user can stream the video not only from

the media server, but also from the other peers. For the peers that are located in the

community network, the user downloads over a multi-hop wireless path, while for the

peers in the Internet, the user downloads over a path, which consists of a multi-hop
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Figure 6.1: VoD in Wireless Mesh Networks

wireless path from the user to one of the gateways and a path from the gateway to

the peer in the Internet.

We call the peer or the server that provides the download of the video as the

sending node, and the user that requests the video as the receiving node. A mesh

router is called a. sender (or receiver) if it is connected with one or more sending

nodes (or the receiving node). If the sending node is located in the community

network, the mesh router that the user is directly connected with is the sender. If the

sending node is in the lntemet, the gateway through which users in the community
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network can access it is the sender. In the example illustrated in Fig.6.1, where there

is a media server in the Internet, we assume P1, P2, A, C are the peers that have

buffered the video. If X want to watch the video, there are five available senders in

this case, which include R1, R2, and the three gateways. Note that it is possible for a

mesh router to be both a sender and a receiver if it connects with both some sending

nodes and the receiving node. In this case, the receiving node can always stream the

video from these sending nodes through their common mesh router, because the video

transmission is not contending with other router-to—router links. Besides, we can still

utilize multiple paths from the other senders to the receiver for the bandwidth that

cannot be satisfied by streaming from local senders only. Therefore, it is sufficient to

consider the case where a mesh router will not be both a sender and a receiver at the

same time in the problem formulation.

In this chapter, we focus on the problem of multipath routing and rate allocation

to improve the video streaming performance in multi-channel multi-radio wireless

mesh networks. For each arriving VoD request, we need to determine the routes

from senders to the receiver and the rate on each route for video streaming. A

VoD request can be satisfied if we find the routes with the required bandwidth that

convey the demanded video quality; otherwise, the VoD request cannot be satisfied,

and it will be blocked. If a VoD request can be satisfied, the receiver will establish

connections for video streaming in the network. For a VoD request, from the time

when the connections are established to the time when they are closed due to the

end of video streaming, we call the set of connections as a VoD session. In the

following, we will formulate the problem of multipath discovery for each VoD request.

6.1.2 Multipath Discovery

Consider a wireless mesh network G(V, E), where V denotes the set of mesh routers

whose locations are known. There is an undirected edge (u,v) E E if and only if
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d(u,v) _<_ R, where d(u,v) is the Euclidean distance between mesh routers u and v,

and R denotes the maximum wireless radio transmission range.

Suppose each mesh router is equipped with Q interfaces, and there are K orthog-

onal channels available. Given a channel assignment A, where A(u) ('u. E V) denotes

the set of channels assigned to the interfaces of u, the topology GA(V, EA) of the net-

work can then be determined. There is a wireless link e = (u, v, c) E EA if and only

if (11,71) 6 E and c E A(u) flA(v), that is, u and 2) each have at least one interface

working on channel c.

We use the protocol model to determine whether two wireless links in GA interfere

with each other or not. For any two links 6,, ej E EA, define their distance d(e,-,ej)

as the minimum Euclidean distance between any node of one link and any node of the

other link. ei and e, interfere with each other if: 1) C(ei) = C(ej), where C(e) denotes

the channel of wireless link e. 2) d(e,-, 6,) S I, where I is the wireless interference

range, which is usually 2R. .

Definition 1: Given topology GA(V, EA), the conflicting table is the set of all

link pairs (6,363), where ei,ej E EA and e,- # ej, such that ei and ej interfere with

each other.

In the topology GA(V, EA), let 7‘ E V be the receiver, and assume there are n

senders S = {31, 32, ..., 3"} Q V. We consider the case where a mesh router will not

be a sender and a receiver at the same time, that is, 1‘ ¢ S.

Definition 2: Given topology GA and its conflicting table T, two paths p and q

interfere with each other if there exists (ei, ej) E T such that 62- E p and ej E q. The

Mamimum Interference Disjoz'nt Paths problem (MIDP) seeks the maximum

number of edge disjoint paths from S to r, denoted by P, where each path is between

a different sender in S and r, such that there does not exist (pi, pj), where p,, pj E P

and p,- pj interfere with each other.

In other words, the problem finds the maximum number of paths from the set of
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Figure 6.2: Problem Reduction

senders to the receiver, such that any two paths are independent from each other with

regard to wireless interference. Let n =| S I be the number of senders and m =| P I

be the number of paths, we have m S n.

Theorem 1: The MIDP problem is NP-hard.

Proof: We can prove this by reducing the maximum independent set problem, which

is NP—Complete, to the formulated problem. Given an undirected graph G(V, E), the

maximum independent set problem finds the largest independent set (no two nodes

from the set are adjacent) in the graph. We first transform the graph G to G’ as

follows. 1) For each n,- E V, create an edge e; in G’. Denote one end vertex of e;

by 33-, and create an edge from the other end vertex to a vertex t. Fig.6.2 shows an

example of the transformation. 2) Create a list T, which is initialized to empty. For

each e = (225,15) 6 E, add (6;,83) to T. As a result, the maximum independent set

problem can be reduced to the problem of finding maximum interference disjoint paths

from S = {31,32, ..., SIVI} to t in 0’, given the conflicting table T. The reduction

only takes polynomial time. Therefore, the formulated problem is NP-hard.

In the real-world VoD applications, we not only want to find more interference

disjoint paths from S to r, but also need to guarantee the quality of each path with

regard to packet loss, delay, and throughput. There have been many studies on
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metrics for finding good routes between a single source and a single destination in

wireless networks. The WCETT metric [37] is widely used in multi-channel multi-

interface wireless mesh networks. It not only considers packet loss and delay, but also

accounts for channel diversity in each path so as to reduce intra—flow interference.

Therefore, we use this metric to evaluate the quality of each selected path. More

specifically, we want to find the maximum number of independent paths, while keeping

the WCETT value of each path below a certain threshold.

Another problem in real applications is that there might not be enough completely

interference disjoint paths in some cases, because of the limited number of channels

and number of interfaces. To take advantage of multipath streaming, we can relax

the constraint on the path independency a little bit to allow more paths to be found,

which improves the robustness of applications.

Definition 3: Given a set of edge disjoint paths P in topology GA: consider any

link 6 6 190 (pg 6 P). The set of paths that interfere with e is I(e) = {p I p E

(P — p0) /\ p has a link that interfere with e}. The path interference of link 8 is

defined as PI(e) z] I(e) I, which reflects how many other paths in P are interfering

with this link. The maximum path interference of P is defined as MPI(P) =

MaxpepMaerpPI(6).

Now we can formally describe the problem by considering both the constraint and

relaxation.

Definition 4: Given topology GA and its conflicting table T, the COnstrained

Maximum INdependent Paths problem (COMINP) seeks the maximum

number of edge disjoint paths from S to r, denoted by P, such that 1) MPI(P) g a,

where a is the threshold to control the level of independency between paths in P; 2)

WCETT(p) g B for p E P, where [i is the threshold to control the quality of each

path.

Note that by setting a = O in the first constraint and B = +00 in the second
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constraint, the COMINP problem becomes exactly MIDP problem. Therefore,

COMINP is also NP hard.

6.2 Multipath Discovery Algorithm

In this section, we propose two heuristic algorithms, the Iterative Path Discovery

algorithm (1PD) and the Parallel Path Discovery algorithm (PPD). We list the

definitions of some frequently used notations in Table 6.1. Some notations will be ex-

plained in detail when we present the algorithms. Both algorithms run in a centralized

fashion on the receiver.

In wireless mesh networks, the mesh routers usually have minimal mobility. For

example, in community networks, the routers are usually fixed on roofs of houses. In

addition, due to the overhead of dynamic channel switching, static channel allocation

strategies are widely used, in which the channel assignment does not change often.

This makes it possible for each mesh router to collect the global knowledge of the

network, including each other router’s position and channel assignment. This can

be done by letting each router broadcast the information to the whole network each

time the network topology has been reconstructed or channels have been reassigned,

which occurs very rarely. Therefore, each mesh router knows the global topology of

the wireless mesh network (wireless links and channels), which makes it possible to

use a centralized algorithm on the receiver to find multiple paths from senders to the

receiver.

6.2.1 Iterative Path Discovery

The Iterative Path Discovery algorithm (IPD) finds paths one by one from the senders

to the receiver. In each iteration, we find one path from a sender to the receiver, and

then update the topology accordingly. This process continues until no new paths can
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be found from the remaining topology. There are two critical steps in the algorithm,

which we will explain below.

1. Path Selection

Let S’ be the set of remaining senders, for which we have not found paths yet, and

T’ be the remaining topology. Initially, S’ = S and T’ = T. In this step, for each

s E S', we first find a minimum WCETT path p from s to r in T’ if such a path

exists and WCETT(p) S '7 . wT(s, r), where wT(s,r) is the WCETT value of the

optimal path from s to r in T and '7 is a constant to control the quality of each path

(we set 7 = 1.5 in our experiment). Denote the resulting set of paths as P, we then

need to decide which path to select from P. As the algorithm aims at discovering as

many paths as possible in the final solution, we select a path from P based on the

following metric.

We define the total interference of p in T’(V, E’), denoted by IFT/(p), as the

number of edges in T’ that interfere with any edge in p. More formally,

IFT/(p) =| {e’ I e’ E E'AEle E p: Interfere(e,e’)} |

Note that Interfere(e, e’) is true if e = e’ .

Therefore, we select the path from P, which has the minimum total interference in

T’. The reason is that the selected path will render minimum change in the remaining

topology, and thus leave us more flexibility in finding more paths afterwards.
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Algorithm 5 Iterative Path Discovery Algorithm

1: T’(V, e’) = T(V, E), S’ = S

2: l(e)=0foreEE’,X={}

3: repeat

4: For each s, E 5’, find a minimum WCETT path p,- from s,- to r in T’ if

WCETT(p) _<_ 7 - wT(s, r). Denote the set of paths by P.

5: Select p* from P, which has the minimum total interference in T’, IFT’ (p*) =

Minpz-EPIFT/ (Pi)-

6: l(e) = l(e) +1 for e E [ET/(23*)

7: TI = T, — 17*

If l(e) > a, T’ = T’ — e, for e E [ET/(19*)

8: S’ = S’ — sender(p*), X = {X,p*},

where sender(p*) is the sender of path p*

9: until P is empty

10: X is the set of selected paths.

2. Topology Update

Once a path p has been selected from T’, we need to update T’ accordingly. We can

guarantee the edge-disjointness of paths by taking off p from T’, so that the paths

found later will not overlap with the paths previously found. In addition, we need to

consider p’s interference on T’, and guarantee the level of independency among the

final set of selected paths.

We use a label I on the edges of T’ to record the interference from the already

selected paths, where l(e) counts how many selected paths are interfering with link

e. At the start of the algorithm, l (e) is initialized to 0. Assume p is the selected path

from T’(V, E’) in the current iteration. We define the path interfering set ofp in T’,

denoted by IET’ (p), as the set of edges in (T’ —- p) that interfere with any edge in p.

IET/(p) = {e’ | e’ E (E’ —p)/\3e E p: Interfere(e,e’)}

We update l(e) for each edge e E IET’ (p) by increasing 1, indicating that there is

one more selected path p that interferes with e. If l(e) > a, then we need to take

off 6 from T’. This is because if 6 has been used in one more path in the remaining
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Figure 6.3: The Basic Idea of Parallel Path Discovery

topology, then e will interfere with more than or already selected paths, which violates

the constraint in the COMINP problem.

The algorithm is formally described in Algorithm 5. In each iteration, we select a

path and update the topology, which takes 0(I S H E II V |). There are at most | S |

iterations, so the algorithm takes polynomial running time O(| S |2| E II V l).

6.2.2 Parallel Path Discovery

IPD finds a complete path in each step, which limits the search space, and thus may

not be able to approximate the optimal solution. Instead of searching for paths one

by one, we take a different approach in this section, that is, we perform a parallel

search for paths from all senders to the receiver level by level. The basic idea of the

Parallel Path Discovery algorithm (PPD) is as follows. In each iteration, we perform

a breadth first search from r in the remaining topology T’ (V, E’), and categorize all

the nodes in V into layers based on their distances from r. We start from the senders

that are in the farthest layer, and find partial paths that connect as many of them

as possible to nodes in the lower layer. We then use these nodes that are reached
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in the lower layer as new senders to take place of the original senders. The process

continues until we reach the receiver.

1. Parallel Search

As illustrated in Fig.6.3, let H = {p1,p2,...,p1} be the set of partial paths found in

the current iteration. Each partial path p,- E H starts from a sender in S, denoted

by 3(pi) and ends at a non-receiver node, denoted by e(p,-). We do a breadth first

search on the current remaining topology T’. Let d(v)(v E V) be the distance from v

to the receiver r in T’. Consider the set of nodes X = {e(p,-)} + (S — {s(p,-)}), which

contains the set of ending nodes of the partial paths and the set of senders that do

not have partial paths yet. These are the nodes from which we can further extend

the set of partial paths.

In each iteration, we extend partial paths only from the highest layer nodes in X,

that is, X’ = {v | d(v) = damn?) E X} where dmag; = MaxveXd(v). We want to

find as many paths as possible that connect the nodes from X’ to the next lower layer

nodes Y = {v | d(v) = dmax — 1}. Assume Q* is the set of paths found to extend H.

Let HQ»: g H be the set of partial paths that can be extended by paths in Q”. We

extend these partial paths and make them as the new H. In addition, we also need

to update T’. We take off paths in Q* together with their interfering edges whose l

values exceed the threshold from T’, and also recovering paths in (H — HQ*) back

into T’. After we have updated H and T’, we do a breadth first search again on the

updated topology and continue to extend H following the same procedure.

The algorithm is described in Algorithm 6. There is a key sub-algorithm Layer-

PathSearch used to extend the set of partial paths to the next lower layer, which we

will explain in the following.
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Algorithm 6 Parallel Path Discovery Algorithm

1: T, = T, H = {}

2: repeat

3. Do a breadth first search on T’

4: Q* = LayerPathSearch(H, T’)

5

6

7

 

Extend H and update T’ based on Q*

: until H reaches the receiver 1'

: Output all the paths in H.

 

2. Layer Path Search

We first enumerate all the paths of at most 3 hops long from X’ to Y in T’. The

reason for doing this is that: 1) If we only use one hop path to extend the partial

paths, we are always finding the shortest paths. However, in multi-channel wireless

mesh networks, the channel diversity is also important for path quality in addition

to hop distance. Therefore, we also check 2 or 3 hop paths in order to utilize the

channel diversity in the path selection. 2) If we do not limit the path length, we will

have exponential search space. In practice, we find that by keeping the threshold at

3, we have enough flexibility in finding channel diverse paths.

Denote the set of paths by Q; we want to find as many paths as possible from Q to

extend H without breaking the edge-disjointness and path independency constraints.

We rate each path q E Q based on two factors. 1) The interference caused by q

on T’, denoted by IFT;(q). The path that causes less interference is preferred to

be selected, because it increases the possibility of finding other more paths later.

2) The interference caused by q on the connecting partial path p 6 H, that is, q

starts from the ending node of p. We denote it by IFp(q). This is related with the

channel diversity of each final path discovered. While we want to find more paths,

we also need to guarantee the quality of each path. Therefore, q can be evaluated by

2(a) = k1 x IFT,(q) + k2 x 1Fp(q).

The algorithm is described in Algorithm 7. We take the path with the lowest 2

value from Q each time. When we have selected a path q E Q to extend a partial
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Algorithm 7 FindPathSet(H, T’)

1= Q* = i}

2: In T’, find each path q that is at most 3 hops from X’ to Y such that WCETT(p+

q) S 7 - wT(sender(p), r), where p 6 H concatenates with q. Denote the set by

Q.

Rate each path q E Q by metric z(q).

repeat

Take the path q* with the lowest z value in Q.

Q“ = Q“ + 4*

Update T’ and Q based on q*.

until no paths can be selected

Q* is the set of paths to extend H

 

 

 

Algorithm 8 LayerPathSearch(H, T’)
 

l: H, = H

2: Q* = FindPathSet(H’,T’)

3: repeat

4: For each pi E H’, release p,- and update T’,

Q,- = FindPathSet(H’ - pi, T’)

5 Let Qk be the best solution among {Q,-}

6: if Qk is better than Q* then

7: Q*=Qk.H’=H’-pk

8 end if

9: until no better solution can be found

10: Q* is the path set to extend H.

 

path p E H, we need to update T’ in the same way as described in the iterative path

discovery algorithm. We must not only take off q from T’, but also take off edges

whose l value exceeds the threshold 0: in T’. As some edges have been taken off from

T’, we also need to update Q, because some paths may become unavailable in the

updated topology. We continue to select paths from Q until Q becomes empty. As a

result, we get the set of paths to extend H.

Given H in the current iteration, it is possible that H contains too many partial

paths so that they are occupying too many link resources in the lower layers due to

wireless interference (these links have been removed from the original topology be-
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cause their l value exceeds the threshold). This may dramatically reduce the number

of paths finally discovered. To deal with this problem, we can release some partial

paths from H first, so that we can have enough link resources in the lower layers, and

thus we may be able to extend more partial paths to the next layer. The algorithm is

described in Algorithm 8, which can be summarized as trying to find a local minimum

point.

Let D be the diameter of T. In Algorithm 7, we consider O(| S | (lg?) partial

paths, and thus the running time is O(| S | (J%l)3| E |). Algorithm 8 calls Algorithm 7

0(| S I2) times, and thus takes O(| S I3 (J%l)3 | E I). There are O(| D I) iterations in

Algorithm 6. Therefore, the algorithm takes polynomial running time 0(Jfli'lgIg—lfl).

Although the parallel path discovery algorithm takes more computation overhead

than the iterative path discovery algorithm, it has the promise of finding more paths.

In the iterative path discovery algorithm, we find one complete path each time, and

modify the remaining topology based on the path. As a result, we have made a

big change on the remaining topology, and soon no new paths could be found. In

contrast, the parallel path discovery algorithm finds partial paths in each step, and

leaves more flexibility in the remaining topology for finding more paths.

6.2.3 Discussion

If we want to find strictly edge-disjoint paths, the number of paths that can be found

will be limited by the number of interfaces that the receiver has. In order to find

more paths to enhance the robustness of the application and provide more flexibility

for rate allocation, we can relax this constraint by allowing paths to merge at the last

hop towards the receiver. Both the iterative and parallel path discovery algorithms

can be easily modified to deal with this case. When taking off a selected path from

the remaining topology, we do not remove the edge that is directly connected with

the receiver. It will be taken off from the remaining topology only when its l value
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is over the threshold 0:. In this way, we have still guaranteed the path independency

constraint on the last hop.

6.3 Joint Routing and Rate Allocation

As the wireless mesh network is designed to be shared among multiple users, the

routing and rate allocation for each VoD request should not only consider the perfor-

mance of itself, but also take into account the existing VoD sessions and the network’s

ability of satisfying more subsequent VoD requests. Note that the performance of

each existing VoD session is dramatically affected by the traffic load on each link

used by the session. If the traffic load on a link is high, the application may expe-

rience high queuing delay and jitter due to the congestion on this link. In addition,

the increase in the number of congested links may disrupt the network’s connectivity,

thereby causing the network to be incapable of finding routes with required band-

width for new VoD requests. Therefore, we take our optimization goal as minimizing

the network congestion.

In this section, we first propose an optimal rate allocation algorithm on the multi-

ple discovered paths, which determines the rate on each path. It is possible that some

discovered paths may be unused (or allocated with zero rate), because they are more

congested than others. We then propose a joint routing and rate allocation algorithm

with the goal of minimizing the network congestion. Unlike previous work [78] [76]

[126] that optimize for the performance of a single session only, our optimization not

only improves the performance of existing sessions, but also improves the network’s

capability of satisfying more subsequent VoD requests. The algorithm runs in a cen-

tralized fashion on the receiver. We assume each router periodically broadcasts the

available bandwidth of its neighboring wireless links to all the routers in the network,

so that each router knows the available bandwidth on all the links in the network
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(similar to [50]).

Assume the multiple paths discovered for a VoD request is P = {p1, p2, ..., pm},

the receiver needs to determine the optimal data rate on each path. Let rk be the

data rate on path pk (k = 1, 2, ..., m), and R be the total data rate required by the

V00 session. We have

2 n, = R (6.1)

k=l,...,m

The traffic load on each link 6, E P, denoted by t(e,-), is

t(e.-) = Z n. (6.2)

pkEPAez-Epk

Let A(ei) be the available bandwidth on link e,. Let IEij denote whether the

two links e,- and ej interfere with each other. [EU = 1 if it is true, and IEij = 0

if otherwise. The residue capacity of each link 6, E P under the rate allocation

{r1,r2, ...,rm}, denoted by C(ei), is

Z<e.)=A<e.-)-t(e.)— Z t<e.->><IE.. (6.3)

ejEPA€j7éei '

Therefore, our optimization goal is to maximize the residue capacity of the bot-

tleneck link (or minimize the network congestion).

Maximize Minei€p{Z(e,)} (6.4)

The problem (1)-(4) is a Max-Min Linear Programming problem, and can be

transformed to a general Linear Programming (LP) problem. Therefore, we can

solve for the optimal rate allocation {r1, r2, ..., rm} in polynomial time. Note that it

is not mandatory for all the paths in P to be used for the VoD request. It is possible

for some paths to be allocated with rate of zero by solving Equation 6.4, because they

are more congested than others. In other words, the multipath discovery algorithm

gives candidate paths, while the rate allocation algorithm (by solving Equation 6.4)
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Algorithm 9 Joint Routing and Rate Allocation

1: Let C be the capacity of each link, A(e) be the available bandwidth of link e. Set

Thresh = C.

2: Generate sub-topology T[Thresh], which only includes links e where A(e) 2

C - Thresh.

3: Find paths P for the session on T[Thresh]. Calculate optimal rate allocation r

on P.

4: Set P* = P, r* : r. Let v* be the value of the objective function under (P, r)

(Equation (4)).

5: repeat

Thresh = Thresh/2.

Find paths P for the session on T[Thresh]. Calculate optimal rate allocation

r on P.

Let v be the value of the objective function.

if v 2 v* then

10: P*=P,r*=r,v*=v

11: end if

12: until (no valid P or r exists [I v < v*)

13: return (P*, r*)

 

 

determines the subset of paths to be used together with the rate on each path for the

VoD request.

To approximate the optimal joint routing and rate allocation, we use binary search

in Algorithm 9. We use IPD or PPD for path discovery sub-algorithms. They

not only find multiple high-quality and independent paths, but also are better at

balancing the traffic in the network. By finding edge—disjoint paths, the traffic can

be well distributed over the network spatially. By minimizing the interference among

paths, the traffic can be well distributed over different channels. In Algorithm 9,

we first apply path discovery (1PD or PPD) and rate allocation (LP) algorithms

sequentially on the original topology to find an initial solution. We then truncate the

topology based on a threshold in each step, that is, we only keep the links with enough

available bandwidth. We apply the same sub—algorithms and find new solutions. The

search terminates if we cannot find any better solutions by decreasing the threshold.

After a receiver has calculated the routing and rate allocation for a VoD request,

127



it needs to reserve the bandwidth on the paths. It is possible that the reservation

fails because the bandwidth has already been reserved by some other VoD request

arriving at almost the same time. More specifically, when the receiver calculates the

routing and rate allocation, its knowledge of the current network status does not

get updated of the other VoD session in time. In this case, we can resolve it by

letting the receiver wait for a random time and recalculate the rate allocation on the

multiple paths already discovered until it succeeds with reserving the bandwidth. For

the application in a real wireless mesh network, this case happens rarely, because it

takes a short time for a receiver to calculate the routing and rate allocation for a VoD

request (less than 0.35) and to reserve bandwidth together with updating link status

(less than 0.43) in a 60 nodes wireless mesh network. According to the statistics of all

the VoD requests for a popular VoD server over the Internet [121], the VoD request

arrival rate is around one request per second. As a result, we can expect that the

mean interarrival time of VoD requests in a regional wireless mesh network should

be at least in minutes. For Poisson process (with the mean interarrival time of 1

minute), the probability that two or more requests arrive within 0.75 is less than 1.2

percent, which is a very small probability.

In the VoD application, after a receiver has established a VoD session, some

senders might become unavailable due to the following reasons. 1) When the peer

continues to watch new movies and its buffer is full, the oldest movie will be removed

from the buffer. 2) There is a link failure or node failure in the network, which makes

the path to some sender disconnected. An intuitive way is to run the algorithm on

the network again. However, this will affect the paths that the receiver is currently

using. A better way is to use the algorithm to find more paths in the rest of the

topology without affecting the existing paths used. However, if the event of any path

failure or any sender leaving the network happens more than a certain number of

times on the session, it is better to re—run the algorithm for it.
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6.4 Performance Evaluation

In this section, we present the simulation results from NS2 based on real video traces.

6.4.1 Simulation Methodology

We perform the simulations in NS2. The Hyacinth extension [6] has been used to

support multiple channels and multiple interfaces per node in the simulator. In all

the simulations, we set the maximum radio transmission range to 250 meters and the

interference range to 500 meters. We use 802.11 with bit rate of 11Mbps for each

interface. Unless specifically stated, the simulation is performed in a 60 nodes random

topolog within an area of 1500m x 1500m. Each mesh router is equipped with 4

interfaces, and there are 8 orthogonal channels used in the channel assignment. We

use the channel allocation algorithms proposed in [99] to statically assign channels to

each interface in order to minimize the wireless interference within the network.

We use the video traces available in the public domain [2] [95] [28] [29]. Each video

trace file includes the size of each encoded video frame together with its quality. Dur-

ing NS2 simulation, The frames are encapsulated into UDP packets during network

transmission and reconstructed at the receiver. Table 6.2 illustrates the three video

traces we use for evaluation. Each movie is 30 minutes long. All the traces use GoP

(Group of Pictures) length of 16 with I-frame as the first frame in each GoP, and have

a rate of 30 frames per second. All the trace files being used contain the frames in

the encoder order. In other words, the frames are transmitted through the network

in the encoder order.

We compare the following methods of path discovery for multi—source video

streaming. 1) MinW: find a minimum WCETT path between each sender and

the receiver. Thus, if the network is connected and there are n senders, this method

will find n paths. 2) MEDP: find the maximum number of edge-disjoint paths from
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Table 6.2: Video Traces Used in Simulation
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the senders to the receiver (Edge disjoint paths have been used in both Internet [14]

and multi-hop wireless networks [61]). 3) IPD: use the iterative path discovery algo-

rithm to find the maximum number of independent paths. 4) PPD: use the parallel

path discovery algorithm, which has the potential to find more paths than IPD under

the same constraints. To be consistent in the comparison, we use the joint routing

and rate allocation framework (Algorithm 9) for all the methods. In other words, we

use Algorithm 9 with different path discovery algorithms as sub-algorithms to find

multiple paths, while using the same rate allocation algorithm for all the methods.

We evaluate different methods based on the following metrics in our simulation.

0 The maximum number of concurrent VoD sessions that can be supported in

the network. This metric reflects the network capacity of supporting VoD

applications.

0 Packet delivery delay. This metric determines the response time of the VoD

application. As we are streaming data over multiple paths, each path may

possess a different average packet delay. In this case, we calculate the maximum

average packet delay over all paths.

0 Packet delay jitter. This metric is critical for the quality of video streaming.

For a single path, we can evaluate delay jitter by the variance of delays. Let

d,- (i = 1, 2, ..., k) be the delay of each packet in a single path within an interval of

time, the delay jitter of d = {di | i = 1, 2, ..., k} can be evaluated by jitter(d) =

\/Z,- (di — d)2/k, where d = Z,- di/k. We can extend this metric to multiple
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paths in the following way. Let d,j(i = 1, 2, ..., m;j = 1, 2, ..., k,) be the delay of

the jth packet in the ith path. The delay jitter of d = {d,-,- | i = 1,2, ...,m;j =

1, 2, ...,k,} can be evaluated by jitter(d) = ([2i 23- (d,_,- — d,)2/ Z,- ki, where

Ch = Z]- dij/ki-

 

0 Packet drop ratio. When a receiver streams a video over multiple paths, it needs

to determine a playout deadline, that is, the time the receiver waits for before

playing out the video. As a result, the deadline of each packet to be received

can be determined. A packet drop occurs when 1) the packet is lost due to the

collision in wireless transmission; 2) the packet has been successfully received,

but it is received after its deadline. The packet drop ratio is defined as the

number of packets dropped over the total number of packets transmitted. It

influences the quality of the decoded video.

0 Percentage of frames reconstructed. Note that there are dependencies between

the encoded video frames. For example, the I-frame in a GoP is required to de-

code all other P-frames and B-frames in the GOP, and the P-frame is required to

decode all the successive P-frames as well as the B-frames encoded with respect

to these P-frames. Thus, even if a frame has been received before deadline,

it is regarded as not constructed if its dependent frames are not reconstructed

successfully.

o PSNR (Peak Signal to Noise Ratio). This is a commonly used metric to evaluate

the quality of a decoded video. In the video trace file, the PSNR value is

computed for each frame based on the difference between the decoded frame

and the original frame.

Note that ”packet delivery delay”, ”packet delay jitter”, and ”packet drop ratio”

are network layer metrics, which give us some insight on the perceived video quality,

While ”percentage of frames reconstructed” and ” PSNR” are application layer metrics,
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Figure 6.4: The Number of Paths Discovered

which directly assess the perceived video quality. In this chapter, we evaluate both

categories of metrics.

6.4.2 Number of Paths

We select one router in the network as the receiver and randomly designate n routers

in the network as senders. MinW always finds n paths, while the number of paths

discovered by MEDP is min{n,degree(r)}, that is, the network is well-connected

so that the number of edge-disjoint paths to the receiver r is bounded by its degree

in the topology GA- For both IPD and PPD, we set the threshold 0 = 0, 1. By

setting a = 0, we require that each path does not interfere with any other path.

When a = 1, each link of any path interferes with at most one other path” among

the multiple paths finally discovered. According to Section 6.2.3, we allow paths to

merge at the last hop towards the receiver for both IPD and PPD.

Unlike MinW and MEDP, IPD and PPD take wireless interference into consid-

eration when finding multiple paths, and thus have the prospect of providing better

video streaming quality. The number of paths discovered by IPD and PPD under
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different number of senders is illustrated in Fig.6.4. Each point corresponds to the av-

erage of 20 runs. We can observe that PPD is able to discover more paths than IPD

under the same constraint. As a result, PPD provides more flexibility for finding ap—

propriate rate allocation to minimize the network congestion than IPD. Especially

when a = 0, IPD finds only a single path in most cases, while PPD discovers more

paths so that we can use multipath streaming to improve the performance of video

streaming. Both algorithms tend to find more paths with the increase of available

senders.

6.4.3 Number of Sessions

We experiment on networks of different scales (with the same density as the default 60

node topolog) without changing the other default settings. In each network, three

mesh routers are randomly selected as initial senders. They may be mesh routers

connected with a peer that has buffered the video, or a gateway through which a

local user can access a peer or media server in the Internet. Assume there are 3

popular movies recently (listed in Table 6.2), and each of the initial senders can

provide all of the 3 movies. Assume VoD requests arrive in accordance with Poisson

distribution. For each arriving VoD request, the user is connected to a random mesh

router in the network, and initiates a VoD request for a movie that is randomly

selected from the 3 movies. We use different algorithms to find the routing and rate

allocation for each arriving VoD request. If the V00 request can be satisfied and

has been established successfully, it becomes a sender, which can provide the movie

to subsequent VoD requests. This process continues until there is a VoD request

that cannot be satisfied. In this way, we can get the maximum number of concurrent

sessions that can be supported in the network.

Fig.6.5 demonstrates the maximum number of concurrent sessions supported by

each method under different network scales. For IPD and PPD, a is set to 1. From
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the figure, we can observe that MinW performs the worst in supporting multiple

sessions. MEDP is slightly better than MinW. IPD supports over 10 percent

more sessions than MEDP on average, while PPD improves the capacity by over

25 percent compared with MEDP. This is because IPD and PPD not only find

edge-disjoint paths, but also minimize the interference among the paths. Therefore,

the traffic of each session can be well balanced over the network both spatially and

over different channels. PPD excels IPD, because PPD finds more paths than IPD

under the same constraint, and thus PPD provides more flexibility for rate allocation

to minimize network congestion than IPD. Note that the rate allocation algorithm

does not mandate every discovered path for a single session to be allocated with some

positive rate (explained in Section 6.3). Although PPD finds more paths than IPD,

it does not necessarily mean that PPD uses more paths for actual video streaming

than IPD. The rate allocation on PPD paths usually has lower congestion than on

IPD paths. Therefore, PPD supports more concurrent VoD sessions than IPD.

We repeat our simulations with different numbers of channels. Fig.6.6 illustrates

the maximum number of concurrent sessions under different numbers of orthogonal

channels for different methods. We can observe that more concurrent VoD sessions

can be supported in the network with the increasing number of channels, because the
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network capacity is increased by using more orthogonal channels.

Note that the maximum number of sessions is not big compared to the lleps

bandwidth. This is because there is MAC protocol overhead and the interference is

not completely eliminated in the network.

6.4.4 Delay and Jitter

We use the same assumptions of the video sources and the arrival of VoD requests

as the previous subsection. The video frames are encapsulated into UDP packets

with the maximum size of 1024 bytes for transmission (similar to [126]). In this

scenario, the maximum number of concurrent sessions that can be supported by

MinW, MEDP, IPD, PPD is 9, 10, 13, 16, respectively. If the network reaches

its maximum capacity, additional VoD requests will be blocked. We calculate the

average packet delay and delay jitter under different numbers of concurrent sessions

in the network. The results are shown in Fig.6.? and Fig.6.8.

In both figures, the horizonal axis shows the number of concurrent VoD sessions,

and the vertical axis shows the average delay and jitter over all the sessions. As we

can see, IPD and PPD enjoy lower delay and jitter than MinW and MEDP. For

example, when there are 5 concurrent sessions, IPD and PPD reduce the packet
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delay by 28 percent and 39 percent, and reduce the delay jitter by 34 percent and 57

percent, compared to MEDP. This is because IPD and PPD not only find multiple

high-quality paths with minimized interference, but also are better at balancing the

traffic in the network both spatially and over different channels, and thereby reducing

the network congestion.

6.4.5 Packet Drop Ratio

In this subsection, we first set the playout deadline at the receiver to 300ms and

calculate the packet drop ratio of VoD sessions. We then vary the playout deadline

to evaluate its impact on the video streaming quality. If the receiver streams a

video from a gateway, we add a random delay conforming to normal distribution

N(100ms, 20m82) (the parameters are derived from the packet delays extracted from

an experiment where we repeatedly send ping packets from a gateway to a video

server) on the path to simulate the delay from the peer in the Internet to the gateway.

Fig.6.9 illustrates the average packet drop ratio over all sessions when there are

different numbers of concurrent VoD sessions in the network. We can observe that

the drop ratio increases with the increasing number of sessions, because the network
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is getting more and more congested. When there are few (less than 5) concurrent

session in the network, all methods enjoy very low packet drop ratio. However, when

more sessions have been established, 1PD and PPD have dramatically lower packet

drop ratio than MinW and MEDP, because IPD and PPD find better paths for

streaming the video. For example, to guarantee an average packet drop ratio less

than 20 percent, the maximum number of concurrent sessions that can be supported

by MinW, MEDP, IPD, PPD is 5, 7, 9, 11, respectively.

Fig.6.10 demonstrates the impact of playout deadline on the packet drop ratio.

We simulate the case when there are 8 concurrent VoD sessions in the network.

The vertical axis shows the average packet drop ratio over all the 8 sessions. We can

observe that the drop ratio decreases with longer playout deadline for all the methods,

because the playback deadline is relaxed with longer playout deadline. For example,

the packet drop ratio of IPD (or PPD) decreases from 14 percent (or 10 percent) to

3 percent (or 2 percent) when the playout deadline increases from 150ms to 450ms.

In addition, IPD and PPD leads to much lower packet drop ratio than MinW and

MEDP, which implies high video quality perceived at receivers. For example, at the

playout deadline of 300ms, IPD and PPD reduce the packet drop ratio by around

85 percent, compared to MEDP.

6.4.6 Perceived Video Quality

In addition to the network layer metrics that have been analyzed in the previous

subsections, we evaluate the application layer metrics of video streaming in this sub-

section.

Fig.6.11 illustrates the percentage of frames reconstructed under each method

when there are different numbers of concurrent VoD sessions in the network. Each

point in the figure corresponds to the average of frame reconstruction ratio over all

the sessions. The PSNR metric of videos perceived at receivers is calculated and
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demonstrated in Fig.6.12. In the figure, each point corresponds to the average of

PSNR over all the sessions. The ’+’ line plots the PSNR when there is no frame loss

in video streaming (optimal value). The PSNR of the 3 movies in Table 6.2 without

any frame loss is 47.7 dB, 46.9 dB, and 47.6 dB respectively.

From both figures, we can observer that when there are fewer sessions in the

network (less than 5), all the algorithms lead to very high frame reconstruction ratio

and high PSNR because of low packet drop ratio. However, when more sessions are

established in the network, IPD and PPD obviously excel the other methods, while

PPD performs better than IPD. For example, to guarantee an average PSNR no

less than 40 dB, the maximum number of concurrent sessions that can be supported

by MinW, MEDP, IPD, PPD is 4, 6, 8, 11, respectively.

Fig.6.13 illustrates the PSNR under different values of playout deadline when there

are 8 concurrent VoD sessions in the network. We can observe that the perceived

video quality increases with longer playout deadline. For IPD and PPD, when the

playout deadline is over 200ms, the improvement of PSNR becomes less obvious. In

comparison, with the increase of playout deadline, there is steady improvement of

PSNR for MinW and MEDP. This is because IPD and PPD have lower delay
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jitter than MMW and MEDP in network transmission. Therefore, IPD and PPD

only need a small playout deadline to reach near-optimal performance.

6.4.7 Processing and Session Setup Overhead

We first evaluate the time needed for computing the routing and rate allocation

for each VoD request. The processing overhead includes the discovery of multiple

independent paths and the calculation of routing and rate allocation using LP. We

apply our algorithms under different network scales. In each scenario, we set the

number of senders to 8. We run the algorithms on a laptop computer with 2GHz CPU.

The average processing time is shown in Fig.6.14. We can observe that PPD has a

little longer processing time than IPD. However, PPD brings better performance

than IPD with regard to the average session quality and the network’s capacity based

on the analysis in previous subsections. Under the network scale of 60 nodes, both

PPD and IPD are fast enough (less than 300ms) to calculate the routing and rate

allocation for each VoD request.

We also calculate the time needed for setting up the session once the routing and

rate allocation have been determined for a VoD request. This includes reserving
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the bandwidth on the paths and letting the routers along the paths update the link

status to the other routers. The simulation results in a 60 nodes network show that

the session setup delay is less than 400ms. Therefore, the total delay for processing

and session setup is less than 700ms for each VoD request.

6.5 Summary

The objective of this chapter is to improve the performance of multi-source VoD

applications in multi—channel multi-radio wireless mesh networks. We first proposed

two heuristic multipath discovery algorithms, IPD and PPD, to find multiple in-

dependent paths from senders to the receiver for each VoD request. The proposed

algorithms consider wireless interference in the multipath discovery, so it is able to

balance the video streaming traffic both spatially and on different channels in the

network. Based on the multipath discovery algorithms, we then proposed a joint

routing and rate allocation algorithm to find the routes and rate allocation with the

goal of minimizing the network congestion. The algorithm not only optimizes the per-

formance of existing VoD sessions in the network, but also improves the network’s

capability of satisfying more subsequent VoD requests. We performed simulations in

NS2 using real video traces, and evaluated the performance of our algorithms using

both network layer metrics and application layer metrics for video streaming. Simula-

tion results have shown that IPD and PPD not only increase the maximum number

of concurrent VoD sessions that can be supported in the network, but also improve

the video streaming quality of each session, compared to previous work. Moreover,

PPD achieves better video streaming performance than IPD, because it is able to

discover more paths than IPD under the same constraint, and therefore provides

more flexibility in finding rate allocation with minimized congestion.
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CHAPTER 7

Static-Node Assisted Routing in

Vehicular Ad-Hoc Networks

A vehicular ad-hoc network can be regarded as a special type of mobile ad hoc net-

work. Several routing protocols have been specially designed for vehicular networks.

MDDV [111] and VADD [123] are two multi—hop routing protocols in vehicular net-

works, which combine geographic forwarding, opportunistic forwarding, and trajec-

tory based forwarding to deliver data from a mobile vehicle to a static position beside

the road. They abstract each road as a link where the packet delivery delay depends

on the vehicle density on the road. Therefore, a packet will be delivered along the

shortest delay trajectory to the destination. However, as a vehicular network consists

of highly mobile nodes, it is possible that when a packet reaches an intersection it

cannot be delivered along the shortest delay trajectory because there is no vehicle

within wireless communication range in the next road along the trajectory to relay

the packet at that moment. VADD copes with this problem by selecting the best

currently available path, where an available path means there are vehicles within

communication range on that path to continue delivering the packet.

There are two problems in the current routing protocols for vehicular networks.
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( 1) The performance of VADD is quite sensitive to the vehicle density. Under high

vehicle density, there is high probability that the next path along the shortest-delay

trajectory towards the destination is available when the packet reaches an intersection.

However, when the vehicle density is median or low, the second best, third best,

or even the worst path may be taken at an intersection because they are the only

available paths at the moment. This makes the actual packet delivery route deviate

far from the optimal one, leading to dramatic increase in packet delivery delay. (2)

The real shortest-delay trajectory may not be taken under inaccurate delay estimation

of each road. Both MDDV and VADD estimate the packet delivery delay along each

road based on some offline statistical parameters, such as the average vehicle velocity

and vehicle density on the road at different times of a day. Nevertheless, as these

parameters vary with time, the statistical result is not an accurate estimation of the

current packet delivery delay along each road.

In this chapter, we propose SADV, a Static-node assisted Adaptive data Dissem-

ination protocol for Vehicular networks. Different from MDDV and VADD, SADV

focuses on data delivery in large scale and dynamic VANET under low vehicle densi-

ties, where VADD experiences dramatic performance degradation in packet delivery

delay, and MDDV even renders poor reliability. The contributions of SADV are in

the following aspects.

0 We propose to deploy static nodes at intersections, which enables packets to be

stored at an intersection until the optimal path (the path with the minimum

expected data delivery delay to the destination) is available. Our simulation

shows that the proposed static-node assisted routing protocol can dramatically

improve the packet delivery performance, compared to previous work.

0 To better estimate the delay of forwardng packets along each road, the static

nodes are designed to be able to measure the packet forwarding delay and prop-

agate the link delay information. Therefore, the routing decision in each static
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node can adapt to the changing vehicle densities. We analyze the converging

speed of link delay update by simulations.

0 We also propose a multi-path routing algorithm, which can further decrease the

packet delivery delay without exponential increase of protocol overhead.

0 Furthermore, we study intelligent partial deployment strategies of static nodes

when it is not possible to deploy a static node at each intersection.

The rest of the chapter is organized as follows. The motivation of SADV is intro-

duced in Section 7.1. The detailed description of the routing protocol is in Section

7.2. SADV under partial deployment of static nodes is discussed in Section 7.3. In

Section 7.4, we evaluate our proposed approach by comparing it with VADD. We

summarize this chapter in Section 7.5.

7.1 Data Dissemination under Different vehicle

Densities

To evaluate the performance of VADD with regard to packet delivery delay, we use

the delay of epidemic flooding [105] as a baseline. In epidemic flooding, two vehicles

exchange the packets that they do not have in common whenever they can commu-

nicate with each other. Assume there is no packet loss due to transmission collision,

epidemic flooding is the quickest way to deliver a packet to its destination. Therefore,

we use this value as the lower bound in our analysis. In the following of this chapter,

we refer to this method as ”flooding”.

Fig.7.1 illustrates our experiment to evaluate the performance of VADD under

different vehicle densities. We extract a regional road map from TIGER [4]. The

simulation is performed on this road topology with different numbers of vehicles (The

detailed experiment setting is explained in Section 7.4). AS shown in Fig-71(3),
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Figure 7.1: Packet Delivery Delay of VADD

when the vehicle density is high, the mean packet delivery delay of VADD is close

to that of Flooding. However, the gap increases with the decrease of vehicle density.

Moreover, VADD becomes unstable under low vehicle densities. Fig.7.1(b) shows the

comparison of the delivery delay of individual packets between VADD and Flooding

when 100 vehicles are simulated in the area. We can observe that the packet delivery

delay of some packets is much larger than that of Flooding while the delay of some

other packets is close or even equal to the optimal value.

There are two reasons for this performance degradation. (1) VADD chooses the

best currently available path at each intersection. However, when the vehicle density

is low, the optimal path may not always be available at the moment. Thus, VADD has

to deliver packets via detoured paths. In the worst case, the packet may go through

a much longer path as indicated by the peaks in Fig.7.1(b). (2) The estimation of

packet forwarding delay through each road is based on some offline statistical data

such as the average vehicle density, because it is expensive to have each vehicle get

up—to-date vehicle densities from some infrastructures. As the vehicle density on

each road may vary with time, which greatly influences the packet forwarding delay,

the shortest-delay path calculated based on the statistical data may not reflect the
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real optimal one. Due to these reasons, we propose SADV in this chapter, which

can improve the performance of data dissemination under low vehicle densities in

VANET.

7.2 SADV Design

As the shortest delay path is not always available at the moment when a packet

reaches an intersection, we can deploy a static node at each intersection to assist

packet delivery. The static node can store the packet for some time until the shortest

delay path becomes available. As illustrated in Fig.7.2, a packet is sent from A to

a remote location. Once the packet is relayed from A to B, B needs to determine

the next vehicle to forward. Assume the shortest delay path to deliver the packet is

northward. However, there is no vehicle within communication range of B that can

deliver the packet along the direction. Thus B relays the packet to the static node.

The static node stores the packet for a while, and forwards it to C when it passes the

intersection and goes towards the northward road. me the figure, we can see that

without the help of the static node, the packet will be carried by B to the eastward

road if B does not meet C at the intersection, which may lead to a much longer packet

delivery path.

We assume that each vehicle knows its location through the GPS service, which is

already available in most new cars and will be common in the future. Each vehicle or

static node is equipped with a radio capable of short range wireless communication

(100m—250m). All vehicles and static nodes broadcast beacons messages periodically,

so that they can know their neighboring vehicles and static nodes. In addition, each

static node knows its own position and has a digital street map, based on which the

packet forwarding trajectory is determined. In this section, we focus on the critical

issue of how to reduce the packet delivery delay by the assistance of static nodes.
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Figure 7.2: Static Node Assisted Routing in VANET

Eflicient routing algorithms need to be designed for both vehicles and static nodes,

while cares must be taken to alleviate the loads in static nodes. In the following,

we present the design of SADV, a Static-node assisted Adaptive data Dissemina-

tion protocol for Vehicular networks. It consists of three modules: SNAR (Static

Node Assisted Routing), LDU (Link Delay Update) and MPDD (Multi-Path Data

Dissemination).

7.2.1 Static Node Assisted Routing

1. System Model

Given the road map of the region, we can abstract it as a directed graph G(V, E),

where V is the set of intersections and E is the set of directed roads. Assume each

intersection v,- is deployed with a static node 3,. Let s,- and sj be the static nodes at

two adjacent intersections v,- and vj, then the expected delay of delivering a packet

from s,- to 33- through the vehicles on road vivj, denoted as (1(81'8j), can be CfllCUlatEd
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(l(Sz'Sj) = 10(82'33') + t(vz"Uj) (7.1)

where w(s,:sj) denotes the expected waiting time of a packet at s,- for vehicles coming

into communication range to deliver the packet toward sj along road v,vj, and t(v,-vj)

denotes the expected time taken to deliver a packet through road vivj given that

vehicles are currently available for transmitting the packet at 3,- along vivj.

Suppose vehicles enter road 22in from v,- with an average rate of Aij, then

)‘ij = vij x pij, where vij and pij represent the average vehicle velocity and av-

erage vehicle density on the road, respectively. Therefore, the expected waiting time

can be calculated as:

1 1

ws-s- =—=—— (7-2)

(2’) )‘ij 'Uijxpij

On the other hand, t(v,-vj) is dependent on the vehicle density, the vehicle veloc-

ity, the length of road, and the maximum wireless transmission range. We use the

following formula in [123] to calculate this value, where lij denotes the length of road

vivj, and R represents the maximum wireless transmission range.

at, if 133
Pz'j

tow.) = 1.. (7.3)
i — O " - Lvij B [0,] 1f Pij > R

If the average distance between vehicles is smaller than R, the packet is mainly

forwarded by wireless transmission (a can be regarded as the reciprocal of wireless

transmission speed), which is much faster than the carry of vehicles. Otherwise, the

packet is mainly relayed by the carry of vehicles. In the equation, 6 - pi]- is used as

a correction factor, because it is still possible to have occasion wireless transmission

between some vehicles on the road in this case. As the movement of vehicles is direc-

tional, the packet forwarding delay from s,- to 33-, denoted by d(s,-sj), is often different

from the forwarding delay in the reverse direction, denoted by d(sjs,-), because the

vehicle densities in the two directions are different.
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Assume each static node has a digital map of the region, it can then abstract

it as a directed graph G and generate a delay matrix d on G, where dij = d(s,-sj).

The static-node assisted routing aims at reducing the expected delivery delay of data

packets. We define the optimal path as the path with the minimum expected data

delivery delay based on delay matrix d, then we try to ensure that the data packets

are delivered along the optimal paths.

2. SNAR overview

In SNAR, the packet delivery service is accomplished by the relay of both intermediate

vehicles and static nodes at intersections. It is composed of three modes: vehicle in-

road mode, vehicle intersection mode, and static-node mode.

0 When a data packet is in a vehicle that is not within wireless transmission of

the static node, the SNAR stack on the vehicle works in vehicle in-road mode.

In this mode, the packet will be relayed by the carry of vehicles or the wireless

transmission to other vehicles towards the next intersection (or static node).

0 When a data packet is in a vehicle that reaches within the wireless communi-

cation range of the static node, the SNAR stack on the vehicle works in vehicle

intersection mode. In this mode, the packet may be delivered to another vehicle

in the intersection area, or delivered to the static node, or still carried by the

vehicle instead of being delivered.

0 When a packet is in a static node, the SNAR stack on the static node works

in static-node mode. It will forward the packet to an appropriate vehicle if

available.

The basic operation of SNAR is illustrated in Fig.7.3.

We use the assistance of static nodes to guarantee that the data packet is delivered

along the optimal path. Once a packet reaches the static node (it may be in the static
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node or a vehicle within R of the static node), let st be the nearest static node of the

packet’s destination, then s,- can calculate the optimal path from s,- to 3; based on

delay matrix d. Thus, SNAR should deliver the packet towards the next static node

along the optimal path. In this way, the packet can be delivered along the minimum

expected delay path.

3. Data Forwarding in Vehicles

SNAR operates in two modes, that is, in-road mode and intersection mode, when a

packet is in a vehicle.

Upon reaching the intersection (or the vehicle is in radio communication range

of the static node in the intersection), the SNAR stack on the vehicle works in in-

tersection mode. Assume the vehicle has packets with destination dst. Denote the

static node at the intersection by 3,. The vehicle first sends a routing query to s,- for

destination dst. Node 3,- calculates the optimal next intersection, denoted by sj, that

the packet should be delivered to, and replies to the vehicle. (As the calculation of

the optimal path in static nodes is by shortest path algorithm, it only takes several
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Algorithm 10 Packet Delivery for Vehicle Intersection Mode

1: Denote the vehicle by c, and the static node by 32-.

2: Assume c has packets destined for dst.

3: Query 3, for the next intersection for dst, denoted by sj.

4: while c has not passed the intersection do

5: Let N(0) denote the neighbors of c that are going towards direction sisj (c E

N(0)) These can be vehicles already in road sz- 33-, or vehicles that will turn

into sisj after passing 3,.

if N(c) is not empty then

For ck E N(c), calculate dk = (—1)p - distance(ck, 3,), where p = 0 if C}, is in

road sisj now, or p = 1 otherwise (Ck has not entered the road yet).

Let k* = argmin({dk}).

. if char 75 c then

10: Deliver the packets to char.

11: return

12: end if

13: end if

14: end while

15: if c is not going towards sisj then.

16: Deliver the packets to 3,.

17: end if

milliseconds to finish the query.) The vehicle then determines the next vehicle to

deliver the packet to. It will forward the packet to the vehicle that is both moving

towards sj and closest to sj. If such vehicle exists, the packet will be delivered to

the next hop. A special case is that the vehicle itself is the best vehicle to further

deliver the packet, so the vehicle will continue to carry the packet. If there are no such

vehicles, when the vehicle starts to leave the intersection, it will deliver the packet to

3,, so that the static node can deliver the packet along the best direction when there

are vehicles available. The algorithm is illustrated in Algorithm 10.

When a packet is carried by a vehicle in a road, which has not entered the com—

munication range of static nodes yet, the SNAR stack on the vehicle operates in

in-road mode. Assume the next adjacent intersection to deliver the packet is 3,, we

use geographic forwarding to deliver the packet greedily to 82', that i8, if the V6hiCl€
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Figure 7.4: State Transition Diagram of the Intersection Mode

finds another neighboring vehicle, which is more close to 3,, it will deliver the packet

to that vehicle.

4. Data Forwarding in Static Nodes

When a packet is in a static node, the SNAR stack on it works in static-node mode.

It will deliver the packet along the optimal path when there are vehicles available to

carry the packet to that direction. Fig.7.4 shows the state transition diagram of the

static-node mode. The static node knows its neighboring vehicles by listening to the

periodic beacon messages from vehicles. Upon arrival of new packets, SNAR enters

scanning state. It looks for the vehicles that can carry the packet along the optimal

path in its neighbor set. If there are such vehicles, it will deliver the packet to the

vehicle that is farthest in the optimal direction (similar to Algorithm 10). Otherwise,

it will enter waiting state, and return to scanning state when the neighbor set gets

uPdated because of newly entered vehicles.
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As packets may be stored in the static node before being delivered further, buffer

management is a critical issue when the buffer turns out to be full in the static

node. In this case, some packets must be eliminated from the buffer. Instead of

being directly dropped, these packets can be delivered immediately through the best

currently available paths, without decreasing the packet delivery reliability.

Several buffer elimination strategies can be used.

0 FIFO (First In First Out), where the packets that stay the longest in the buffer

are eliminated first. However, this is not a good strategy because these packets

may have higher probability of being forwarded along the optimal path after

waiting for quite a long time in the static node.

0 FILO (First In Last Out), where the most recently arrived packets are elimi-

nated first. However, as these packets have just arrived, the best or even the

second best path is possibly not available yet. As a result, the packets may be

routed along some much longer paths.

0 Least Delay Increase, which aims at reducing the increase on the overall packet

delivery delay caused by sending packets along sub—optimal paths. The basic

idea is as below. Suppose the static node is at intersection vi. In this node, we

define a priority vector [p1, p2, ..., pm] for each packet, where m iS the number of

adjacent roads of vi, and pj is the ranking of the optimality of the corresponding

road. For example, if v,- has 4 adjacent roads, [2,1,3,4] means the first adja-

cent road corresponds to the second best path, while the second adjacent road

corresponds to the best path, and so on. The static node will scan for currently

available roads, thus the rank of the currently best path can be determined for

each packet, which we call instant rank. As for the example above, if the first

and fourth adjacent roads are available, then the first road corresponds to the

currently best path of delivering the packet, and thus the instant rank is 2. In
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our strategy, the packets with the highest instant rank will be eliminated from

the buffer first. Instead of being directly dropped, these packets will be for-

warded along the best currently available paths. Intuitively, this strategy tries

to forward some packets along sub-optimal paths in the hope that they will not

differ significantly from the optimal paths. Therefore, this strategy is favorable

to preserve low packet delivery delay in VANET.

7.2.2 Link Delay Update

In the previous subsection, the routing decision is made on a delay matrix, where

the delay of each link is estimated based on the statistical vehicle density over a long

period of time in each road. However, the estimation is often inaccurate because of

the variability of vehicle density with time. In this subsection, we introduce LDU

module, which measures the delay of each link in real time and propagates the up-

to—date estimation among static nodes.

Let 32- and 33- be two adjacent static nodes. We can measure the delay of 31-33-

by piggybacking some fields in the data packet that is forwarded from 3, to 33-. To

measure the delay, we insert a single field stime into the packet head. When 3,- receives

the packet for further delivery, it immediately records the current time in stime. Then

when the packet reaches sj, sj can calculate the measured packet forwarding delay:

d’(sisj) = etime — stime

where etime is the current time. Therefore, each static node sj is able to obtain the

measured delay of all its incoming links {sisj}.

Let the delay matrix maintained by each 3, be a'i. Initially, the delay of each link in

the matrix is calculated by Equation (1) based on statistical data. Let ?(sjsi) be the

mean of the measured delay d’(sjsz-) over time interval I. Each Si can obtain 217(33'32‘)

for all of its incoming links. In SADV, each static node exchanges with other nodes
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the mean measured delay it has measured, so that each node gets a more complete

up—to—date delay matrix.

The propagation of the mean measured delay observed in each static node is in

the form of delay update message, which consists of records in the following form:

< src_z'd, dstgid, delay, seq, expire >

where maid and dstJd are the IDs of the starting and ending static node, delay is

the mean measured packet forwarding delay from src_z'd to dst_z'd, seq is the sequence

number indicating the freshness of the message, and expire denotes the time when

the information in the message becomes invalid.

Once each static node 32- obtains E(sjsi), it encapsulates them into the delay

update message, and informs other nodes by broadcast. The broadcast is realized

by wireless transmission or the carry and forward of vehicles from one static node

to its adjacent nodes. The process is similar with Link-State Broadcast [58]. To

prevent flooding the network, we limit LDU in the local area. For example, we set

the TTL of each LDU packet to K, which is decreased by 1 in each static node. The

optimal path will be recalculated at each static node, so once the packet gets near

the destination, it will get more accurate optimal paths. To further reduce overhead,

each static node only broadcasts the freshest delay measurement for the same link,

which is identified by seq, and each message is broadcasted only once at each node.

Upon receiving a delay update message, each static node modifies its delay matrix

accordingly. Suppose 3,, receives the delay measurement of the link smsn, then d"c

Will be modified by the following formula.

dk(smsn) = k1 -dk(smsn) + k2 -d_’(smsn)

where k1 and k2 are two coefficients satisfying k1 + k2 = 1.
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7.2.3 Multi-Path Data Dissemination

In classical studies, multi-path routing has often been used to improve data delivery

reliability or achieve load balance in network communications. In this chapter, we are

interested in decreasing the packet delivery delay by routing packets through multiple

paths.

In the VANET, if the packet forwarding delay between each two adjacent static

nodes cannot be estimated correctly, the shortest-delay path computed based on the

estimated delay matrix may not be the real optimal one. As the packet forwarding

delay through different roads may vary dramatically, depending on the vehicle distri-

bution on the roads, the different paths that a packet goes through may differ greatly

in the total delivery delay. This motivates us to utilize multi-path routing, when the

packet load in the VANET is not high, to decrease the packet delivery delay by trying

to hit a faster path than the single-path routing.

Packets are delivered through multiple paths only at intersections. Therefore,

multi-path routing can be realized by only some additional support in static nodes,

without any modifications of the protocol stack in vehicles. Assume a packet is in

s,- at present. Let N(3,) be the set of static nodes that are adjacent to 3,. Node 3,-

selects a subset of N(3,), denoted by N3(s,-), and then sends a copy of the packet to

each static node in Ns(s,-). In this way, the packet will be delivered along multiple

paths. In order to reduce the overhead caused by multi-path routing, we let each

intermediate static node 3;, remember the packets it has sent out for some time Tm.

If the same packet arrives at 3;, from other paths later, it simply ignores this packet.

We use the following strategy to choose Ns (3,) out of N(3,) Let s,- compute the

priority vector [p1 , p2, ..., pm] for the packet. Then 5,- will send the packet through the

roads corresponding to the best and second best paths. For example, if the priority

vector is p = [2, 3, 1,4], then the packet will be forwarded to both the first and third

adjacent static nodes. This strategy applies when the estimation of the link delay
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is not accurate, so that it will increase the chance of hitting a better or even the

real optimal path. As most paths converge in the end and a static node will ignore

the packet if it has relayed it before, the multi—path packet delivery does not incur

exponential explosion of packet delivery overhead.

7.3 Partial Deployment of Static Nodes

In the previous section, we assume that each intersection is equipped with a static

node. However, when it is impossible to put a node at each intersection, the node

deployment strategy becomes important, which greatly influences the average packet

delivery performance in the VANET.

In this subsection, we give some heuristic principles for node deployment. We will

analyze these node deployment strategies by simulations in the next section.

0 The static nodes should be deployed uniformly. This is quite intuitive. As

the vehicle density varies with time and space, if we give more preference to a

specific area, then the packet delivery performance in other areas will be poor.

0 The intersections with more connected roads should preferably be equipped with

static nodes. The reason is that if the degree of the intersection is high, a packet

has more choices of routes to be forwarded along when it reaches the intersection.

If the nearby vehicle density happens to be low and the intersection is without

any static node, the packet will probably miss several better paths. However, if

the intersection is equipped with a static node, the packet can be stored in the

node to wait for a much better choice. In other words, the deployment of static

nodes in these intersections can lead to more dramatic improvement in packet

delivery performance than those lower-degree intersections.

o The intersections along high-speed roads should preferably be deployed with

static nodes. As the average speed is higher and there are usually more vehi-
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cles in the main roads because vehicles tend to take these faster roads to get

to their destinations, the packet delivery delay through these roads is usually

lower than the other small roads. Thus, more packets tend to be delivered

to destinations via these high-speed roads. However, if a packet is delivered

to an intersection of the main road from some small roads, and there are no

vehicles within communication range to continue forwarding the packet along

the main road at the moment, the packet will miss this best delivery path and

be routed through other small roads, which increases the packet delivery delay

substantially. Therefore, deploying static nodes at these intersections may have

a dramatic effect in improving the packet delivery performance.

7.4 Performance Evaluation

We perform the simulation on a real street map, which we extract from TIGER [4].

The Tiger database contains detailed information of each road, such as the positions

of the two ends of each road and the type of each road. We extract a regional urban

area from the Tiger database with the range of 4000m x 5000m, which contains 70

intersections. The speed limit of each road is determined based on the road type. In

the figure, there are two high-speed roads (painted in bold) with speed limits over

50mph, and the other roads are of local speed ranging from 25mph to 45mph. As the

Tiger database does not identify one-way streets, we regard all roads in the map as

two-way.

We implement the simulation program in MATLAB. We evaluate our protocol

under different numbers of vehicles in the area. The mobility model for each vehicle

is based on [92]. When the simulation starts, each vehicle determines a random

destination, and then selects a quickest path or a shortest path with equal probability

to the destination. Upon arriving at its destination following the predetermined path,
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each vehicle reselects a random destination and moves on again. In our experiments,

we assume that each vehicle or static node has a wireless communication range of

200 meters, and broadcasts a beacon message every 0.5 second so that each vehicle

or static node can get an updated list of neighbors. For data packet generation,

each packet is generated by a random vehicle with a random position in the map as

destination. The data packet size is set to 1024 bytes. The parameters are listed in

Table 7.1.

7.4.1 Packet Delivery Delay

We randomly select vehicles to generate packets with random destinations in the

map. We control the total packet generation rate in the map at 10 packets per

second. We use different data dissemination protocols to deliver the packets, and

finally compute the mean packet delivery delay of all the packets in order to compare

different protocols. In this subsection, we assume that each static node has enough

buffer such that no packet elimination occurs. We will evaluate SADV with limited

buffer capacity of static nodes later. The total simulation time is set to one hour.

The simulation is repeated under different vehicle densities, and the results are shown

in Fig.7.5.

As shown in Fig.7.5(a), the bottom curve corresponds to the performance of Epi-

demic Flooding (we note it as Flooding in this chapter), which can be regarded as the

lower bound of packet delivery delay in vehicular networks. VADD suffers from high
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packet delivery delay, especially under low vehicle densities. When 50 vehicles are

simulated in the area, the mean packet delivery delay of VADD is more than twice of

the lower bound. This is because VADD may route packets through detoured paths

instead of the optimal paths. SNAR delivers packets with the assistance of static

nodes at intersections. If LDU is not used, the packet forwarding delay through

each link can only be estimated by the statistical vehicle density, which is similar

with VADD. We can observe that SNAR decreases the packet delivery delay to some

extent, which indicates that the static nodes can help improve the packet delivery

performance. If we use LDU to inform the static nodes of the up—to—date packet

forwarding delay through each link, the performance can be further improved. One

exception is that when the traffic density is very low, such as below 100 vehicles,

LDU does not benefit the packet delivery performance that much, because the link

delay update message may not be propagated to the nearby static nodes in time.

Furthermore, when MPDD is used, the performance can be further improved, which

is close to that of Flooding.

Fig.7.5(b) shows the delivery delay of individual packets by using different rout-

ing protocols. In this experiment, the traffic density is fixed at 100 vehicles. As can

be seen from the figure, VADD sometimes experiences very large delay. In contrast,

SNAR is much better at avoiding delivering packets through very long paths. How-

ever, we can observe that the delay of SNAR is higher than VADD for a few packets.

This is because SNAR did not compute the real optimal paths for these packets due

to the inaccurate link delay estimations. However, if LDU is used with SNAR, the

packet delivery delay is lower than VADD for each packet. Moreover, if LDU and

MPDD are both used, the packet delivery delay of most packets is close or equal to

the lower bound.
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Figure 7.6: Data Packet Overhead Figure 7.7: Control Packet Overhead

7.4.2 Data Transmission and Protocol Overhead

Fig.7.6 illustrates the data transmission overhead of different protocols. We keep

the packet generation rate to 10 packets per second. We then calculate the total

number of data transmissions over the whole vehicular network in each second. For

VADD, each data transmission only occurs between vehicles. For SADV, the data

transmission is either between vehicles or between a vehicle and a static node. For

Flooding, every two vehicles exchange all messages they do not have in common when

they encounter each other.

From the figure, we can observe that VADD has higher data transmission overhead

when there are less vehicles. For example, the overhead decreases by around 50

percent when the number of vehicles increases from 50 to 300. Under lower vehicle

densities, a packet possibly cannot be delivered along optimal paths in VADD. As

a result, a packet may be delivered to the destination via more vehicles. Compared

with VADD, SNAR+LDU has dramatically lower data transmission overhead. For

example, when there are 200 vehicles, SNAR+LDU decreases the number of data

transmissions by around 40 percent. The reason is that a packet is guaranteed to

be delivered along the optimal path with the assistance of static node. The data
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Figure 7.8: Total Overhead

transmission overhead increases by using SNAR+LDU+MPDD, because data packets

are delivered through multiple paths. However, it will not result in sharp increase as

compared to Flooding, because the multiple paths will converge to the destination.

Fig.7.7 presents the control packet transmission overhead of different protocols.

The control overhead of VADD only contains the HELLO packets broadcasted pe-

riodically (every 0.53) by each vehicle. For SADV, more control packets are needed

in two facets. (1) Once a vehicle gets into the wireless communication range of the

static node, it will query the static node for the routing of the packets it is holding.

(2) Each static node will broadcast its link delay measurement to other static nodes

in the local area periodically. For Flooding, control overhead only includes HELLO

packets (every 0.53), which is the same as VADD.

Although SNAR+LDU causes more control overhead, it decreases both the data

transmission overhead and the data delivery delay dramatically, compared to VADD.

As data packets (1024 bytes per packet) are much longer than control packets (20 ~ 80

bytes per packet), SNAR+LDU actually reduces the overall overhead. The total
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number of bytes for both data and control packet transmission is shown in Fig.7.8.

7.4.3 Convergence of LDU

As discussed in Section 7.2.2, we let static nodes propagate the measured link delays

periodically (every 10 minutes) so that each static node can get more accurate link

delay estimations. To prevent flooding, we set TTL to 10 in each update message so

that link delays are updated in the local area. In this subsection, we analyze how

fast the link delay matrix can get updated in each static node. In the experiment,

we first set 100 vehicles in the road map, and then add 100 more vehicles. Once the

vehicle density changes, we compute paths based on two link delay matrixes. (1) The

local delay matrix in a static node, which is updated by LDU with time. (2) An

imaginary global delay matrix, where each link delay is measured in real-time. The

paths computed based on the global delay matrix should be the real optimal path,

which we will use as the benchmark to compare with the paths calculated by our

proposed method. As there is delay in the LDU, the local delay matrix needs some

time for convergence.

We first compare the optimal paths computed from the local delay matrix and
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the global delay matrix. There is a matching optimal path if the paths computed

from both matrixes are the same. We test with 100 random source-destination pairs

in each time. Fig.7.9 shows the percentage of matching paths. We can observe that

the percentage of matching paths increases with time, because the local matrix is

becoming more accurate when the delays of more links get updated by LDU. We also

calculate the ratio of the delay of the optimal path computed from the local matrix

over that of the global matrix, and the results are illustrated in Fig.7.10. The ratio of

1 means the local matrix can give paths with the same estimated delay as the global

matrix. We can observe that the ratio decreases to almost 1 after 80 seconds, which

indicates that the LDU needs 80 seconds to converge. This is a reasonable amount

of time, because the vehicle traffic is usually stable in hours.

7.4.4 Buffer Management in Static Nodes

We limit the buffer capacity of each static node, and evaluate SADV (SNAR+LDU)

with different packet elimination strategies under different vehicle densities. We set

the buffer capacity to 55 packets for each static node, and the number of vehicles to

100. We vary the total packet generation rate in the network, and compare the mean
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packet delivery delay corresponding to different packet elimination strategies. The

simulation results are shown in Fig.7.11. When the packet generation rate is low, the

buffer is rarely overflowed. Thus, the performance is similar for different elimination

strategies. However, when the packet generation rate is increased, the Least Delay

Increase strategy apparently outperforms the other two strategies.

7.4.5 SADV under Partial Deployment of Static Nodes

In our simulation setting, there are a total of 70 intersections in the road map. We

deploy 35 static nodes based on the three different strategies mentioned in Section

7.3, and simulate SADV under different vehicle densities. The results are shown

in Fig.7.12. The bottom curve corresponds to the case where each intersection is

deployed with a static node. In the figure, strategy 1, strategy 2, and strategy 3

correspond to the three different node deployment strategies respectively: uniform

deployment, high-degree preferred, and high-speed preferred strategies. We can ob-

serve that given a specific number of static nodes, placing static nodes at high-degree

and high-speed intersections have better effect of reducing data delivery delay than

uniform deployment of nodes.
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7.5 Summary

As the vehicular network is completely composed of mobile nodes, the multi-hop data

delivery performance may degrade under median or low vehicle densities where the

network is frequently disconnected. In this chapter, we present SADV, which reduces

the data delivery delay by three mechanisms. In SNAR, a packet is forwarded to the

static node if there are no vehicles available to deliver the packet along the optimal

path at the moment, and thus the packet can wait in the static node till the optimal

packet delivery path becomes available. In LDU, the adjacent static nodes measure

the link delay between each other in real time, so that the routing decision can be

made adaptive to the changing vehicle densities. In addition, MPDD can be used to

further decrease the packet delivery delay by trying to hit a faster delivery path. Our

simulation results have shown that SADV decreases the data delivery delay by around

60 percent under median and low vehicle densities as compared with VADD, where

no static nodes are used to assist data routing. Furthermore, our protocol can also

adapt to the case of partial deployment of static nodes. We have demonstrated that

some intelligent deployment strategies perform better than the random deployment

strategy.
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CHAPTER 8

Conclusions and Future Work

In this chapter, we conclude the work presented in this dissertation and discuss some

future study.

8. 1 Conclusions

In the previous discussion, we have demonstrated that there are two challenges for

the design of multi-hop wireless networks. The first challenge is the resource alloca-

tion. Due to their unique hardware characteristics, different networks have different

critical resources, such as the energy in wireless sensor networks and the channel in

wireless mesh networks. The second challenge is routing, which is usually coupled

with resource allocation. As different networks are intended to support different ap-

plications, there are different requirements on the design of routing algorithms, such

as increasing network throughput or reducing data delivery delay. In this dissertation,

we have discussed several research topics that address these challenges.

The design of energy-efficient algorithms and protocols is critical for wireless sensor

networks to prolong the network lifetime. Unlike previous approaches that schedule

the sleeping of sensor nodes based on geographic partition, we proposed to partition

the nodes based on their measured connectivity. We formulated it as a constrained
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optimal graph partition problem, and presented an efficient distributed partitioning

algorithm CPA to approximate a good partition. We have demonstrated that CPA

outperforms other approaches in two aspects. First, CPA can guarantee K-vertex con-

nectivity of the backbone network under ideal radio propagation models. In addition,

CPA ensures K-vertex connectivity of the backbone network with high probability

under irregular radio propagation models. Therefore, CPA has better adaptivity in

real radio environments.

In multi-channel wireless mesh networks, the appropriate assignment of channels

plays an important role in improving the network capacity, and therefore providing

users with higher quality of services. We have investigated both static and hybrid

channel assignment for wireless mesh networks.

0 For static channel allocation, we have demonstrated that the use of partially

overlapping channels can help improve the network throughput. We formu-

lated the problem of optimal channel assignment with partially overlapping

channels, and presented two channel assignment algorithms, the greedy algo—

rithm and the genetic algorithm. The greedy algorithm is fast but may not get

good results, while the genetic algorithm has the potential to get better results

with polynomial running time. When the same algorithm is used, the network

throughput can be dramatically improved by using all channels compared to

using non-overlapping channels only, because the network interference can be

better mitigated. When the same set of channels are used, the genetic algorithm

excels the previous algorithms, because it is able to solve for better solutions

with less interference.

0 Considering the inflexibility of static channel assignment and the overhead of

dynamic channel switching, we proposed a hybrid wireless mesh network ar-

chitecture, where each mesh node has both static and dynamic interfaces. We

discussed how to coordinate the channel assignment of both static and dynamic
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interfaces. To reduce the data delivery delay, we proposed an adaptive dynamic

channel allocation algorithm to be used on dynamic interfaces, which enables

the negotiation of channels across two hops instead of only one hop in each

time interval. In addition, we proposed an interference and congestion aware

routing algorithm, which balances the channel usage and therefore improves the

network throughput in the network. The hybrid architecture outperforms both

pure static and dynamic channel assignment approaches.

As wireless mesh network is expected to be used as infrastructure network to sup-

port high performance applications, such video streaming applications, the routing

usually requires high-quality paths. We have proposed a multi-path routing algo-

rithm for multi—source VoD applications, which determines both the paths and the

video rate on each path. We presented two heuristic path discovery algorithms to

find multiple independent and high-quality paths for each VoD request. The algo-

rithms consider both edge-disjointness and interference-disjointness, so they are able

to balance the video streaming traffic both spatially and on different channels in the

network. Based on the multiple paths discovered, we also proposed a rate alloca-

tion algorithm to determine the rate on each path. 'Our routing algorithm aims at

minimizing the network congestion caused by each new video session. Therefore, it

not only improves the video streaming quality of each session, but also increases the

maximum number VoD users that can be supported in the network.

The design of efficient routing algorithms in vehicular network is a challenging

task, because it is highly mobile and frequently disconnected. To improve the data

delivery delay of vehicular networks under median or low vehicle densities, we pro-

posed a static node assisted routing protocol SADV. With static nodes deployed at

road intersections, a packet is forwarded to the static node when necessary, and the

static node chooses the appropriate time to continue to forward the packet to vehicles.

The algorithm was further enhanced by real-time link delay update and multi-path
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data delivery. We have demonstrated that SADV improves the data delivery delay

without causing dramatic increase in protocol overhead, compared to previous work.

In cases when we can only have partial deployment of static nodes in the road map,

we proposed some efficient intelligent node deployment strategies as well.

8.2 Future Work

In this section, we introduce some potential future work in this area of research.

8.2.1 Spectrum Allocation in Cognitive Radio Networks

Cognitive Radio (CR) or Software Defined Radio (SDR) is envisioned to be the key

enabling radio technology of next generation wireless networks [8]. Today’s wireless

networks operate within fixed spectrum, such as Wi—Fi, Bluetooth, TV and so on.

However, a considerable portion of the licensed spectrum is under-utilized with the

variation of time and geographic locations. In a typical cognitive radio network,

the cognitive radio is able to sense the free channels across both unlicensed and

licensed bands over a wide range of spectrum, and switch to any available Channel.

While cognitive radio is more powerful than the traditional radio, it also has several

limitations, which arouses some potential research topics.

I. . Spectrum Mobility

Although cognitive radio enjoys more spectrum resource, it must ensure that it will

not interfere with any primary users in the licensed bands. If the cognitive radio

detects that some primary users begin to use the licensed channels it is currently op-

erating on, it must give up these channels. This overhead, which includes evacuating

the channel, sensing new available channels, switching channels, and setting up the

link, is non-negligible, and totally takes hundreds of milliseconds [114]. The effect is
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called spectrum mobility.

One prospective way of reducing the overhead is to let cognitive radios work

on channels with lower probability of being reclaimed by primary users. While we

assign channels to cognitive radios to minimize the network interference or satisfy the

traffic load, we also want to make sure that the channels used by cognitive radios has

minimum probability to be reclaimed by primary users. In this way, we reduce the

chances of spectrum mobility, and therefore reduce the overhead.

2. Spectrum Prediction

Another problem with cognitive radio networks is that the sensing overhead cannot

be ignored. The current cognitive radio device can only sense a small fraction of

spectrum at a time. Thus, to sense a large range, the device has to split the spectrum

range into many pieces, and scan one piece at a time. This causes non-negligible delay

for the cognitive radio to discover a new spectrum hole when its originally allocated

spectrum is reclaimed .by some primary users.

One prospective way of solving this problem is to incorporate the prediction tech-

nique. If the radio can scan the spectrum piece that has higher probability of being

vacant first, then it can find a new available spectrum faster. The problem becomes

more complicated when there are multiple cognitive radios trying to find available

spectrums; each cognitive radio needs to determine the spectrum to work on while

keeping free of interference from the other radios. In this case, we need to determine

the scanning order of the spectrum pieces on each radio, with the goal of minimizing

the delay of finding interference-free spectrum allocation for all radios.
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8.2.2 High Performance Applications in Cognitive Mesh

Networks

The wireless mesh networks built by traditional radios usually has limited throughput

due to the wireless interference and the limited channel resources. Fortunately, the

use of cognitive radio has the potential to alleviate this problem. Cognitive radio is

more powerful and flexible than the traditional radio used in multi-channel multi-

radio wireless mesh networks [47].

0 CR can utilize both unlicensed bands and unused licensed bands, and therefore

a CR network can enjoy more spectrum resource.

0 Traditional radio can only use fixed channels. For example, each channel of

802.11b/g has around 22M frequency bandwidth. In contrast, CR has the

flexibility to adjust the center frequency as well as the width of frequency band.

Moreover, by using Discontiguous Orthogonal Frequency Division Multiplexing

(DOFDM) [21], a CR is able to work on non-contiguous spectrum fragments,

which makes it more flexible in channel allocation.

0 Traditional radio has non-negligible channel switching overhead. CR is targeted

for switching of channels on packet level, and thus it is suitable for dynamic

channel allocation.

As wireless mesh networks become more powerful with cognitive radios, we ex-

pect there will be growing demand of high performance applications in the network.

Take multi-source VoD streaming as an example. For each VoD session, we need to

find appropriate paths that will satisfy its requirement on quality of service (QoS).

Different from the traditional wireless mesh networks,

0 Cognitive radio can switch channel dynamically with much lower overhead than

traditional radio. Therefore, we should not only find multiple paths for routing,
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but also consider- the channel allocation on each path to satisfy the session’s

QoS requirement. By considering routing and channel allocation jointly, we

achieve better optimization of the application performance.

0 The effect of spectrum mobility may affect the video streaming quality. When

a primary user reclaims a channel, it may affect one or more streaming paths of

the VoD session. Users do not want the session to be discontinued. It would be

better if there are still some paths unaffected to continue the video streaming.

As a result, we need to minimize the probability that all streaming paths are

affected when a primary user reclaims a certain channel.

Therefore, it is a potential research area to study the joint routing and spectrum

allocation schemes to optimize the high performance applications in the cognitive

wireless mesh networks.
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