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ABSTRACT

PROVIDING SOURCE PRIVACY IN

WIRELESS SENSOR NETWORKS

By

Yun Li

Wireless sensor networks (WSNS) have the potential to be widely used in many

areas for unattended event monitoring. Mainly due to the lack of a protected phys-

ical boundary, wireless communications are vulnerable to unauthorized interception

and detection. Security problem has become one of the major issues that jeopardize

the successful deployment of WSNs. While message content confidentiality can be

ensured through message encryption, it is much more difficult to adequately protect

source privacy, which includes source-location privacy and source message authen-

tication. For WSNs, source privacy protection is further complicated by the fact

that sensor nodes consist of low-cost and low-power radio devices, computationally

intensive cryptographic algorithms (such as public—key cryptosystems) and large scale

broadcasting-based protocols are generally not suitable for WSNs.

While many protocols have been proposed to provide source-location privacy, most

of them are based on public-key cryptosystems. Others are either energy inefficient

or have certain security flaws. In addition, no model has been proposed to quan-

titatively evaluate security properties of source-location privacy protection schemes.

In this dissertation, we first build a security evaluation model and use this model

to analyze some of the existing source-location privacy schemes. Then, using the

security model as guidance, we propose a dynamic ID assignment scheme and four

routing-based source-location privacy schemes. The first routing-based scheme routes

each message to a randomly selected intermediate node before it is transmitted to the

SINK node. We introduce three intermediate node selection methods, which are con-

strained method, totally random method, and ring-band based method respectively.



In the second routing-based scheme, a network mixing ring (NMR) is proposed to pro-

vide network-level source—location privacy. The third and the fourth routing-based

schemes protect source-location privacy through multiple intermediate nodes, which

are selected based on angle and quadrant respectively. For each of these routing-based

schemes, we provide detailed security analysis and simulation results.

Message authentication is a crucial issue in source privacy protection. Without

authentication, even network administrator cannot get source information. In addi-

tion, valid messages cannot be distinguished from fake or corrupted messages Many

symmetric-key based or public-key based schemes have been developed to provide

message authentication and source non-repudiation services. Most of them, however,

can only provide end-to-end authentication, or have the limitations of high compu-

tation and communication overhead. To address these issues, a polynomial-based

scheme was introduced recently. However, this scheme and its extensions suffer from

a built-in threshold limited by the degree of the polynomial. In this dissertation,

we propose a scalable authentication scheme based on elliptic curve cryptography

(ECC). While enabling hop-by-hop authentication, the proposed scheme allows any

node to transmit an unlimited number of messages without suffering the threshold

problem. Both theoretical analysis and simulation results demonstrate that the pro-

posed scheme is secure with light overhead.
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CHAPTER 1

Introduction

1.1 Source Privacy in Wireless Communications

Wireless sensor networks (WSNs) have been envisioned as a technology that has a

great potential to be widely used in both military and civilian applications. WSNs

rely on wireless communications, which is by nature a broadcast medium and is more

vulnerable to security attacks than its wired counterpart due to the lack of a physical

boundary. In WSNs, the security problem is more serious because sensor nodes consist

of low-cost and low-power radio devices. They are designed to Operate unattended

for long periods of time. Battery recharging or replacement may be infeasible or

impossible. Therefore, computationally intensive cryptographic algorithms, such as

public-key cryptosystems, and large scale broadcasting-based protocols, may not be

quite suitable for WSNs. In addition, the adversaries, who are not restricted to

use sensor networks hardware, may use expensive radio transceivers and powerful

workstations to interact with the WSNS or get traffic information in WSNs from a

distance. In the worst case, adversaries may be able to take control of some sensor

nodes, compromise the cryptographic keys and reprogram some sensor nodes. This

makes privacy preserving communication in WSNs an extremely challenging research

task. Unfortunately, to optimize the sensor nodes for the limited capabilities and

application specific nature of WSNs, traditionally, security requirements were largely

ignored. This leaves WSNs vulnerable to security attacks.

Source-location privacy is an important security issue for WSNs. Lack of loca-

tion privacy can cause exposure of significant information about traffic carried on

the network and the physical world entities. While confidentiality of a message can



be ensured through content encryption, it is much more difficult to adequately ad-

dress source-location privacy since there is always certain correlation between traffic

pattern and source-location information. Using certain equipments to monitor the

transmission direction of any detected message, adversaries can easily trace back to

the source node hop by hop or deduce the location of the source node through traffic

analysis.

Besides source-location privacy, non-repudiation is another property that can-

not be ignored for source privacy in wireless communication. Without the non-

repudjation, not only attackers, but also network administrators cannot get any

information about the source. This makes managing Operations almost impossible

for network administrators. Lack of non-repudiation also prevents administrators

from distinguishing valid messages from fake and unauthorized messages set by at-

tackers. Therefore, attackers could carry out flooding attack to disable the wireless

communications in WSNs.

To summarize, there are two aspects that need to be considered for source privacy:

source-location privacy and anonymous source authentication.

1.2 Limitations of Existing Solutions

1.2.1 Limitations of Existing Solutions for Location Privacy

In the past two decades, originated largely from Chaum’s mixnet [1] and DC-net [2],

a number of anonymous communication protocols have been proposed [3—34]. The

mixnet family protocols use a set of “mix” servers that shuffle the received packets to

make the communication source (including the sender and the recipient) ambiguous.

The DC-net family protocols [2,5,6] utilize secure multiparty computation techniques.

However, both approaches require public-key cryptosystems and are not quite suitable

for WSNs. Due to the nature of WSNs, the anonymous protocols [22—26] are not

suitable for WSNs.

Multiple schemes have been proposed to provide destination location privacy.



In [9, 10], base station location privacy based on multi-path routing and fake messages

injection was proposed. In this scheme, every node in the network has to transmit

messages at a constant rate. Another base station location privacy scheme was in-

troduced in [35], which involves location privacy routing and fake message injection.

Base station location privacy protection is also discussed in [27,28]. However, base

station location privacy and source location privacy are different research issues, be-

cause the location of the base station is usually fixed while the source location tends

to be dynamic. In this dissertation, we will address the source-location privacy in

WSNs.

The authors of [29] pr0posed to achieve source-location privacy through trusted

mechanism built in the WSNs and neighboring nodes categorization. However, this

scheme requires a long delay after network distribution to build the trusted reputation

infrastructure through WSNs, which is not quite practical for resource constrained

WSNs. Two schemes were proposed in [30]: Simple Anonymity Scheme (SAS) and

Cryptographic Anonymity Scheme (CAS) for establishing anonymity in clustered

WSNs. SAS is implemented through large number of non-contiguous pseudonyms

stored in sensor nodes, which is memory inefficient. CAS is implemented through

key hash function to generate pseudonyms which is computation inefficient. The

most serious problem for these two schemes is the fact that no routing schemes are

introduced. So they cannot resist hop-by-hop traceback attacks.

In [11, 12, 31—34], source-location privacy is provided through broadcasting or

dummy messages injection that mixes valid messages with dummy messages. The

main idea is that each node needs to transmit messages consistently or probabilisti-

cally. Whenever there is no valid message, the node has to transmit dummy messages.

The transmission of dummy messages not only increases the networks collisions ratio

and decreases the packet delivery ratio, but also consumes significant amount of sen-

sor energy due to the fact that, on average, transmission of one bit consumes about

as much power as executing 800-1000 instructions [36]. Therefore, these schemes are

not quite suitable for large scale WSNs.

Routing-based protocols can also provide source-location privacy through dynamic



 

Figure 1.1. Nodes distribution through random routing

routing so that it is infeasible for the adversaries to trace back to the source location

through traffic monitoring and analysis. The main idea is to, first, route the message

to a node/nodes away from the actual message source randomly, then forward the

message to the SINK node using single path routing. However, both theoretical and

practical results demonstrate that if the message is routed randomly for h hops, then

the message will be largely within h/5 hops away from the actual source. An example

is shown in Fig. 1.1, where the source node is located at (0,0). This source node

generates 1000 packets. Each packet is routed 50 hops until it reaches a randomly

chosen node. The transmission range is 250 meters at most for one hop. We can see

that most of the randomly selected nodes are located relatively close to the source

node. Our statistics shows that the average distance between the source and the

randomly selected nodes is only 4.2 hops, and the longest distance is just 12.2 hops.

To solve this problem, several approaches have been proposed. In phantom routing

protocol [13, 14,21], the message from the actual source will be routed to a phantom

source along a designed directed walk through either sector-based approach or hop—

based approach. Take the section-based directed walk as an example, the source

node first randomly determines a direction that the message will be sent to. The

direction information is stored in the header of the message. Then every forwarder



on the random walk path will forward this message to a random neighbor in the same

direction determined by the source node. In this way, the phantom source can be away

from the actual source. Unfortunately, once the message is captured on the random

walk path, the adversaries will be able to get the direction information contained

in the header of the message. The exposure of direction information decreases the

complexity for adversaries to trace back to the actual message source in a magnitude

of 2". Random walks from both the source node and the SINK node were also

used in [15]. In this scheme, Bloom Filter was preposed to store the information

of all the visited nodes in the networks for each message to prevent the messages

from hopping back. However, in this scheme, the adversaries can recover significant

routing information from received messages. In addition, this design is “not realistic”

for large scale WSNs.

In addition, although source-location privacy has been discussed in many papers,

the research on quantitative measurement and analysis of source-location privacy

are largely unfolded. Without a security evaluation model, it will be difficult to

quantitatively measure the security properties of different source-location privacy

protection schemes

1.2.2 Limitations of Existing Solutions for Message Authen-

tication

In [37, 38], symmetric key and hash based authentication schemes were proposed for

WSNs. In these schemes, each symmetric authentication key is shared by a group of

sensor nodes. An intruder can compromise the key by capturing a single sensor node.

Therefore, these schemes are not resilient to a large number of nodes compromising.

Another type of symmetric-key scheme requires synchronization among nodes. These

schemes, including TESLA and its variants [39—44], can also provide message sender

authentication. However, this scheme requires initial time synchronization, which is

difficult to be implemented in large scale WSNs. In addition, they also introduce

delay in message authentication, and the delay increases as the network scales up.



A secret polynomial based message authentication scheme was introduced in [45].

This scheme offers information theoretic security with ideas similar to a threshold

secret sharing, where the threshold is determined by the degree of the polynomial.

When the number of messages transmitted is below the threshold, the scheme enables

the intermediate node to verify the authenticity of the message through polynomial

evaluation. However, when the number of messages transmitted is larger than the

threshold, the polynomial can be fully recovered and the system is completely broken.

To increase the threshold and the complexity for the intruder to break the secret

polynomial, a random noise, also called a perturbation factor, was added to the

polynomial in [46—48]. The main idea is to thwart the adversary from computing

the coefficient of the polynomial. However, the added perturbation factor can be

completely removed using error-correcting code techniques [49].

Many protocols have been proposed to address message authentication through

public-key infrastructure [50—56]. Public-key based approaches have simple and clean

key management. However, this kinds of approach may cause high overhead in terms

of computation and communication cost.

Some key distribution schemes [57—60] have also been prOposed to solve these

problems. However, in these schemes, the sensor nodes have to store a large number

of extra keys which might not be used at all. This design wastes the storage resources

of the sensor nodes. In addition, these schemes are vulnerable to a large number of

node compromising.

Recently, message sender anonymity based on ring signatures was introduced [61].

This approach enables the message sender to generate a source anonymous message

signature with content authenticity assurance. To generate a ring signature, a ring

member randomly selects an ambiguity set (AS) and forges a message signature for all

other members. Then he uses his trap-door information to glue the ring together. The

original scheme has very limited flexibility and very high complexity. Moreover, the

original paper only focuses on the cryptographic algorithm, and the relevant network

issues were left unaddressed.

For the protocols mentioned above, only [48] can provide hop-by-hop authen-



tication, while others can only achieve end-to—end authentication. For end-to-end

authentication, only the receiver can verify the authenticity of messages en—route.

This means that no intermediate node can authenticate the message in general. The

intermediate nodes may have to forward a manipulated message for many hops be-

fore the message can finally be authenticated and drOpped by the destination node.

This not only consumes extra sensor power, but also increases network collision and

decreases message deliver ratio. With hOp-by-hop authentication, every forwarder en-

route is able to authenticate the forwarded messages and discard faked or corrupted

messages immediately.

1.2.3 Summary of Major Limitations

The major limitations of existing schemes can be summarized as follows:

0 Public-key based schemes are not suitable for source-location privacy protection

in WSNs due to high computation and communication overhead.

0 Broadcasting-based source-location privacy protection schemes are not suitable

in WSNs due to energy inefficiency.

0 Existing Routing-based source-location privacy protection schemes suffer cer-

tain security flaw, which leaks source-location information to adversaries.

e No evaluation model has been proposed to quantitatively measure security prop-

erties of source-location privacy protection schemes.

0 Most of the existing authentication schemes have threshold limitation and are

not resilient to a large number of node compromising.

0 Most of the existing authentication schemes can only provide end-to—end au-

thentication instead of hop-by-hop authentication.



1.3 Proposed Research Directions

As mentioned before, there are three problems that have not been solved for source

privacy: security property evaluation model for source—location privacy protection

schemes, source-location privacy protection, and anonymous source authentication.

1.3.1 Evaluation Model For Source-Location Privacy

For source-location privacy protection, the first important task is to build a security

evaluation model. With a quantitatively measurable model, we can evaluate the

security properties of any preposed source-location privacy protection scheme, and

provide guidance for future scheme design. In this dissertation, we will first categorize

the methods an adversary may use to locate the source node. Then we will build a

security evaluation mode based on the analysis.

After the model is built up, we will use it to evaluate some of the existing source

location privacy protection schemes. We will also describe our own schemes along

with theoretical analysis and comprehensive simulation results.

1.3.2 Directions For Source-Location Privacy Protection

As a rule of thumb, in order to provide source-location privacy, no source informa-

tion should be contained in the message content and the message should not have

any identifiable ID information. In this dissertation, we will propose a dynamic ID

assignment scheme to prevent the adversaries from locating the source node through

ID information contained in the messages.

We will also propose four routing-based schemes to address the source-location

privacy in this dissertation.

In the first routing-based scheme, for each message to be transmitted, the message

source first randomly selects an intermediate node in the sensor domain, and then

transmits this message to the intermediate node before this message is forwarded to

the SINK node by the intermediate node. We will propose three different methods



to select an intermediate node: constrained method, totally random method and the

ring band around the source method.

The second routing-based scheme provides source-location privacy through a

three-phase routing process. In the first phase, each message is transmitted to a

randomly selected intermediate node before it is routed to a ring node. This phase

aims at providing local source-location privacy. In the second routing phase, each

message will be mixed with other messages through a network mixing ring (NMR).

This phase offers network-level (global) source-location privacy. In the last phase,

each message will be forwarded to the SINK node from certain specific nodes on the

mixing ring.

The third and the fourth routing-based schemes achieve network-level (global)

source-location privacy by routing through multiple intermediate nodes. Selection

methods of these intermediate nodes are based on angle and quadrant respectively.

For each of these routing-based schemes, we will provide detailed security analysis

and comprehensive simulation results to evaluate its security property and commu-

nication performance.

1.3.3 Directions For Anonymous Source Authentication

To address the limitations of existing works for anonymous source authentication, we

will develop an energy efficient authentication scheme which can provide hop-by-hop

authentication without the threshold problem.

Recent research [56] has shown that elliptic curve cryptography (ECC) can achieve

similar security property as public-key infrastructure (PKI) while maintaining small

computation and communication overhead. In this dissertation, we propose a scal-

able authentication scheme based on ECC. While enabling intermediate node authen-

tication, the pr0posed scheme allows any node to transmit an unlimited number of

messages without suffering the threshold problem.



1.4 Overview of the Dissertation

1.4.1 Design Goals

Our design goals for the routing-based schemes can be summarized as follows:

0 Adversaries should not be able to get any source-location information by ana-

lyzing traffic pattern.

0 Adversaries should not be able to get any source-location information even

if they are able to monitor certain area of the WSNs and compromise a few

network nodes.

0 Only the SINK node is able to identify the location of a source node through

the received messages. This recovery process should be efficient.

o The length of each message should be as short as possible to save previous

sensor node power.

We also want to achieve the following goals for our authentication scheme:

0 Message authentication: Message receiver should be able to verify whether a

received message is sent by the node it claims to be, or by a node in a particular

group of nodes. In other words, an adversary cannot pretend to be an innocent

node to inject fake messages into the network without being detected.

0 Message integrity: Message receiver should be able to verify that the message

has not been modified en—route by an adversary. In other words, an adversary

cannot modify any messages’ content without being detected.

0 Hop-by-hop message authentication: Every forwarder in the routing path should

be able to verify the authenticity and integrity of a message upon reception.

0 Identity and location privacy: An adversary cannot determine the message

sender’s ID and location by analyzing the message content or the local traf-

fic pattern.

10



0 Node compromising resilience: The scheme should be resilient to compromised

node. In other words, no matter how many nodes are compromised, remaining

nodes should still be secure.

0 Efficiency: The scheme should be efficient in both computation and communi-

cation.

1.4.2 Major Contributions

The major contributions of this dissertation are the following:

1. We build a security evaluation model for source-location privacy protection

schemes and analyze security properties of some existing routing-based source-

location privacy protection schemes using this model.

2. We propose a dynamic ID assignment scheme to prevent source-location infor-

mation leaking through correlation-based source identification.

3. We develop a source-location privacy protection scheme through routing to a

single randomly selected intermediate node.

4. We develop a source—location privacy protection scheme through a network-level

mixing ring.

5. We develop a source-location privacy protection scheme through routing to

multiple angle-based randomly selected intermediate nodes.

6. We develop a source-location privacy protection scheme through routing to

multiple quadrant—based randomly selected intermediate nodes.

7. We develop a source anonymous message authentication scheme on ECC that

can provide unconditional source anonymity.

8. We devise network implementation criteria for source node privacy protection

in WSNs.

11



9. We propose an efficient key management framework ensuring the identified com-

promised node to be isolated.

10. We provide extensive simulation results using ns-2 and Maple for the routing-

based schemes and authentication scheme proposed in this dissertation.

1.4.3 Thesis Organization

The dissertation is organized as follows.

Chapter II introduces a quantitative evaluation model for source-location pri-

vacy.

The first section serves as an introduction for this chapter. In the second section,

we present the network and adversarial assumptions, which will be used throughout

this dissertation. In the third section, a security evaluation model for source-location

privacy protection schemes is introduced. This model can be used to quantitatively

measure source-location privacy and provide guidance for new scheme design. Based

on the model, we evaluate some existing source-location privacy protection schemes

in the fourth section. This chapter is concluded in the last section.

Chapter III introduces the design for source-location privacy protection.

The dynamic ID assignment scheme aims at preventing adversaries from getting

any useful source-location information through correlation-based source identification

attacks.

The routing-based schemes aim at protecting source-location information from

traffic analysis attacks. The first source-location privacy protection scheme is im-

plemented through routing to a single intermediate node. Three intermediate node

selection methods are introduced. Although these methods achieve some improvement

comparing to existing schemes, detailed analysis shows that they still have some se-

curity flaws. To address these problems, we proposed three source-location privacy

protection schemes, which are routing with a network mixing ring (NMR), rout-

ing through angle-based multi-intermediate nodes, routing through quadrant-based

multi-intermediate nodes, respectively.
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For each of these routing-based source-location privacy protection schemes, we

provide detailed security analysis and simulation results to demonstrate that it is

secure, efficient and can be used in many practical applications.

Chapter IV is mainly about the design for source anonymous message authen-

tication. It consists of five sections.

The first section gives an introduction to the whole chapter. The second section

presents some terminologies that will be used in the later sections. The third sec-

tion describes the authentication scheme in detail. The fourth section discussed the

anonymity set selection for source privacy. The fifth section is key management and

compromised nodes detection. Performance analysis is provided in the sixth section.

We conclude this chapter in the last section.

Chapter V summarizes the contributions and concludes the dissertation. An

outline of related future work is also provided.

13



CHAPTER 2

Quantitative Evaluation Model for

Source-Location Privacy

2. 1 Introduction

To deve10p source-location privacy protection schemes, first, we have to specify the

network environment that our schemes can be applied to. We also need to define

the adversaries these schemes should be against. Second, we have to build a security

evaluation model. Without a quantitatively measurable model, it is not accurate to

evaluate the security properties of any prOposed source-location privacy protection

scheme.

In this chapter, we will first present our network assumptions and adversarial

model in Section 2.2. Then, in Section 2.3, we will introduce a security evaluation

model. Using this evaluation model, we will analyze the security properties of some

existing source-location privacy protection schemes in Section 2.4. Section 2.5 con-

cludes this chapter.

2.2 Models and Assumptions

2.2.1 Network Assumptions

We make the following assumptions about our system:

c The networks are evenly divided into small grids. The sensor nodes are ran-

domly distributed in the target area. Sensor nodes in each grid are all fully
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connected. In each grid, there is one header node that is responsible for commu-

nicating with other header nodes nearby. The whole network is fully connected

through multi-hop communications. The formation of the grid and the header

node selection in each grid have been studied in many literature works [62—73].

0 Information of the SINK node is public. It is the destination that all data

messages will be transmitted to through multi-hop routing paths.

0 The content of messages will be encrypted using the secret keys shared between

nodes/grids and the SINK node. However, the encryption Operation is beyond

the scope of this dissertation.

0 Sensor nodes are assumed to have knowledge of their relative locations and their

adjacent neighboring nodes. Relative location information of the sensor domain

may be obtained through network broadcasting [74—82].

0 The key generation, key distribution and key update, are beyond the scope of

this dissertation. However, the interested readers are referred to references such

as [44, 58, 60, 83—90].

2.2.2 Adversarial Model

We assume that the adversaries in the target area will try to locate the source node

through traffic analysis and routing traceback. Adversaries have the following char-

acteristics in this dissertation:

o Adversaries have unbounded energy resource, adequate computation capability

and sufficient memory for data storage. Adversaries may also compromise some

sensor nodes in the networks.

0 Adversaries could eavesdrop on messages transmission in the network, and per-

form traffic analysis or decryption in order to derive some valuable information.

o Adversaries are able to monitor the traffic in an area and get all of the trans-

mitted messages. On detecting an event, they could determine the immediate
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sender by analyzing the strength and direction of the message they received.

However, we assume that the adversaries are unable to monitor the entire WSNs.

o Adversaries can compromise some sensor nodes. Once the sensor nodes are

compromised, the adversaries will get all the information contained in the com-

promised nodes, including the security parameters of the compromised nodes.

Adversaries can modify the contents of the messages and inject their own mes-

sages.

2.3 Location Privacy Evaluation Model

Although source-location privacy has been discussed in many papers, the research on

quantitative measurement and analysis of source-location privacy are largely unfolded.

In this section, we define some criteria for routing-based source-location privacy pro-

tection schemes. These criteria can be used to quantitatively measure source-location

privacy and provide guidance for new scheme design.

In a network, an adversary can always try to derive the source-location information

from a captured message through traffic analysis and routing traceback. The analysis

that an adversary may try to get location information of the source node can be

divided into three categories.

1. Correlation-based source identification attack, i.e., source-location recovery

based on ID analysis. If a message is received by an adversary, and the ad-

versary already knows the location of the node for this ID contained in the

message, then the adversary would be able to locate the source node immedi-

ately.

2. Routing traceback attack, i.e., the adversary can move to the immediate for-

warder on capturing a transmitted message until the source node is reached.

3. Reducing source space attack, i.e., on capturing a transmitted message, the

adversary can reduce the source node to a subgroup of the nodes in the networks.
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With multiple such captured messages, this subgroup may be reduced to contain

only a small number of nodes, which means the source-location privacy is almost

leaked.

Traditionally, each transmitted message bears a fixed message ID. The adversary

can get information of the message source from the fixed ID in one of two ways: the

message source, or the messages that transmitted from the same source. For the

second approach, the adversary will eventually be able to find the message source

based on routing traceback.

To prevent correlation-based source identification, in this dissertation, a dynamic

ID based approach is prOposed to prevent adversaries from relating messages trans-

mitted from each source. This can be achieved'by requiring that each node in the

network to be preloaded with an ID-hash-chain so that a different ID is attached to

each message. The adversaries are no longer able to get any useful information about

the source node through correlation-based source identification.

For routing traceback and reducing source node space, we define two criteria to

measure the security properties of source-location privacy protection schemes.

Definition 2.1 (Source-location Disclosure Index (SDI)) SDI measures, from

probability point of view, the amount of source-location information that one message

can leak to the adversaries.

For a source-location privacy scheme, if SDI is fixed for one source node S, then

it means an adversary needs to detect [31137] messages sent from S in order to suc-

cessfully locate it. For a good source-location privacy protection scheme, SDI should

be as small as possible.

Definition 2.2 (Source-location Space Index ($81)) 881 is defined as the set of

possible network nodes that a message can be transmitted from.

For a source-location privacy scheme, if $81 is large for one detected message, it

means this message may be sent out by many possible source nodes. Therefore, it
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will be hard for an adversary to determine which node is the real source node. On

the contrary, if SSI is small, then the adversary can easily limit the possible source

nodes to a small group. For a source-location privacy protection scheme, SSI should

be as large as possible.

Considering that different networks are composed of different number of nodes,

we give a definition for normalized SSI to facilitate the comparison of SSIs between

different networks.

Definition 2.3 (Normalized Source-location Space Index (NSSI)) NSSI is

defined as the ratio of SSI over the total number of nodes in the networks domain.

According to our assumption, sensor nodes are evenly distributed in the target

area, which means NSSI equals the ratio of SSI area over the total area of the

networks domain.

Obviously, for an ideal source-location privacy protection scheme, it should have

the following properties:

SDI = O,

NSSI = 1.

We define these security properties as global location privacy or network-level loca-

tion privacy. Otherwise, the security properties are defined as local location privacy.

Global location privacy will be our design goal.

2.4 Security Analysis of the Existing Source-

Location Privacy Protection Schemes

In this section, we will analyze the security properties Of some well-known routing-

based source-location privacy protection schemes using our proposed evaluation

model.
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2.4.1 Security Evaluation for Fixed Path Routing

We assume the WSNS consists of N nodes. We will first assume that an attacker’s

sensing range is the same as the regular sensor nodes in the sensor domain.

Lemma 2.1 Suppose there is a fixed routing path between the source node S and the

destination node D with a length of L hops. An adversary A, who hides near D, will

be able to detect all messages transmitted to D. Then after receiving L messages, A

will be able to trace back to S, i.e.,

1

SDI — L.

This is because that for each message received, the adversary A can move one

hop closer to the source node S. In other words, for each received message, the SDI

equals to 11; of the source location to the attackers. Since the source node S and the

destination node D is only L hops away, we only need L messages in order to fully

trace back from the destination node D to the source node S.

This is the least secure source-location privacy protection scheme that we can

imagine. To increase source-location privacy, multiple schemes have been prOposed

[91—97] through non-intersected routing paths between the source node and the des-

tination node. As shown in Fig. 2.1, between source node S and destination node

D, n routing paths exist. Suppose the lengthes Of the n paths are: L1, L2, - - - ,Ln,

respectively.

For each message, the source node S will send it along path Li with probability

p,, where

For path i, we have SDIi = gen 2 1, - n ,n. Define the overall SDI as

Z

n

SDI = 2p,- - 301,,

i=1

then we have the following result.
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Theorem 2.1 For each received message, when p,- = L1 +L2 +...+Ln’ 2 =

the SDI is minimized, which is

1

SDI: .

L1+L2+~~+Ln

 

2

Proof: To find the minimal of 501(1),,” . .. ,pn) ._. Zyzlp, .3131, = g +

2

g + - - - + a, subject to the constrain p1 + p2 + - - - + pn = 1, we will use Lagrange

multipliers to find the minimum SDI.

Define

p_?._

Ln

riai
F(p1,p2,~-.pn,x\)=L1+L2+~~+ +A-(p1+p2+---+pn_1-1)-
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Let :p],p2y...,p7l! («p1,12,... ’111) (27p1’25p2,... ,apn,BX) :, tls

f

r _2P _
Fp2_r22+/\_0

2

Fin=s+x=o

k131+102+---+10n=1- 
 We can solve that A = “2511 = “2522 = = —?£%‘— = —L1+L2?+----+Ln’ and the only

Stationary point is

   

{ L1 L1 Ln }

p1: r192: i"'7pn= 7

L1+L2+"-+Ln L1+L2+'°'+Ln L1+L2+"'+Ln

which corresponds to the minimal value of SDI. E]

Corollary 2.1 Suppose there are n non-intersected routing paths between the source

node S and the destination node D. The lengthes of the n paths are L1, L2, - - - ,Ln,

respectively, then an adversary needs to receive

1

messages on average to determine the location of the source node, i.e., trace back to

the source node.

Note that for a single adversary, Corollary 1 only gives the average number of

packets required to find the message source. If multiple adversaries collaborate and

monitor all the routing paths for message transmission, then the adversaries can fully

identified the message source with at most L1 + L2 + + Ln — (n — 1) received

messages. To provide source-location privacy in a network, we have to increase the

total number of possible routing paths between the destination node and the source
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node. However, for any practical network configuration, the number of fixed routing

paths cannot be increased without limitation. This means: SDI > 0.

We can summarize the two defects of the source-location privacy protection

schemes through fixed routing path as follows:

0 Positive SDI: For fixed path routing, no matter how dedicated the scheme is

designed, SDI must be positive. In other words, for each message sent out by

one source node, from the probability point of view, there is always a fraction

of source information to be leaked to adversaries. No matter how small the SDI

is, given enough number of detected messages, adversaries will be able to locate

the source node, i.e., no absolute security can be achieved.

0 Limited SSI: Because the paths are fixed for each source node, the association

between the messages transmitted on a particular path and the source node

which is connected to this path is definitely high. In other words, the value of

SSI cannot be high enough to achieve satisfying security level.

All the analysis above is based on the assumption that an adversary is able to

identify messages transmitted from one source. In the case that the adversary is

unable to distinguish the messages from different sources and determine which mes-

sages are sent by the same source, say S, the situation will be totally different. For

instance, the information transmitted from the source S may help an adversary to

get closer to the source node. However, information carried in messages generated by

other source nodes may mislead the adversary to move away from the source node

S. In this case, the SDI may be close to zero since no information can be linked to

the message source S. In particular, Theorem 1 and Corollary 1 may no longer be

applicable.

As we have analyzed, routing through fixed path cannot achieve our design goals.

We propose to achieve source-location privacy through dynamic routing.
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Figure 2.2. NSSI calculation for section-based phantom routing

2.4.2 Security Evaluation for Dynamic Path Routing

As mentioned in the Section 1.2, phantom routing is the most representative protocol

for the existing dynamic routing—based source-location protection schemes. In this

Subsection, we will analyze the security properties of phantom routing scheme in

detail.

In phantom routing, the message is first routed to a phantom source through

a random path before it is forwarded to the real destination node. We can divide

phantom routing into two phases: directed walk phase and routing-to—SINK phase.

We will analyze both of them separately.

In the first phase, to make sure that the phantom source is away from the real

source node, the side information must be contained in the message’s header. In

this way, the intermediate nodes on the random path will be able to select the next

forwarder on the random path.

From an adversary’s point of view, on corrupting a message on the random walking

path, the adversary will be able to move one hop closer to the real source node.

However, because the routing path is not fixed, the possibility that the adversary can

receive another message sent from the same source node is pretty small, especially for

a large scale network. In other words, from this aspect, the amount of source-location

information that one message on the random path can leak to the adversary is pretty
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limited. For large scale networks, this amount of information tends to be zero, i.e.:

SDI 2 0.

However, from another aspect, the side information contained in the message

header can facilitate the adversary to narrow the possible area of the source node.

Take the section-based random walking as an example, once a message is corrupted

by an adversary on the random path, the adversary can determine to which direction

of the current location the real source node is located. Fig. 2.2.(a) illustrates this

Situation, in which T is the target network area, S and P1 are the real source and the

phantom source respectively. Message m1 is corrupted at L1, which is located on a

random path from S to P1. On this routing path, the next forwarder is to the right

Of the current forwarder. Therefore, the adversary will know that S is located to the

left of P1, which is the shaded area A. So we have:

area(A)

NSSI = area(T) ’

where area(X) is a function of the area of X. The value of NSSI depends on the

location of L1 and the side information contained in m1. On average, NSSI = 50%.

If we assume there are multiple adversaries in the target area T and they cooperate

to locate the real source node, the value of NSSI can be even smaller. For example,

in Fig. 2.2.(b), the real source S sends message mg to another phantom source P2

through a new selected random path, on which the next forwarder is located to the

left of the current forwarder. If m2 is corrupted at L2, then the possible location area

of S determined by m2 is B. By combining the source-location information got from

m1 and mg, the possible location area of S will be 0 = AflB, which is shown in

Fig. 2.2.(c), i.e.:

area(C)

which is much smaller than both are“ A and area B . Suppose there are multiple
area T) area(T

adversaries to collaborate, the value of NSSI can be further reduced and the source-
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Figure 2.3. Phantom sources distribution for section-based phantom routing scheme

location privacy is no longer well protected.

Now, we will analyze the security property of the routing-to—SINK phase in phan-

tom routing. For large scale WSNs, the possibility that phantom sources are close to

the real source node is high. For instance, as shown in Fig. 2.3, the x-coordinate range

and the y-coordinate range of the target area are both {—2500, 2500]. The source node

is located at (1250, 1250). We use section-based directed walk. Each phantom source

is 10 hops away from the real source node, while one hop corresponds to 160 at least.

We randomly selected 200 intermediate nodes. It can be seen that all these interme—

diate nodes are located relatively close to the real source node. When an adversary

around the SINK node, which is located at (0,0), collects several messages from this

source, he/she will be pretty sure that the source is located in the first quadrant, i.e,:

2500 a: 2500 _ 1
I = ———— —- —.

N33 5000 * 5000 4

Obviously, this value indicates that the security level is not high enough. For large
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scale WSNs, the second phase of phantom routing scheme may not be able to provide

network-level source-location privacy.

2.5 Summary

In this chapter, first, we made some assumptions for both the networks and the adver-

saries. Then, we developed an evaluation model to quantitative measure the security

properties of source-location privacy protection schemes. Using this evaluation model,

we analyzed some existing schemes which aim at protecting source—location privacy.
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CHAPTER 3

Design for Source-Location Privacy

Protection

In this chapter, we prOpose a dynamic ID assignment scheme and four routing-based

source-location privacy protection schemes. The dynamic ID assignment scheme aims

at preventing source-location information from be leaked in message content. The

routing-based schemes protect source location from traffic pattern analysis. The first

Scheme routes each message to a randomly selected intermediate node before the

message is forwarded to the SINK node. There are three different ways to select

the intermediate node: constrained method [98], totally random method [99], and

ring-band method. Each of them has different security property and communication

performance. The second scheme is proposed to achieve network—level source-location

privacy through a network mixing ring (NMR) [100,101], which will mix the mes-

sages transmitted in WSNs completely. The third and the fourth schemes achieve

source—location privacy through routing to multiple intermediate nodes [102]. The

intermediate nodes are selected based on angle and quadrant respectively. For each

of these protocols, detailed security analysis and simulation results will be provided

to illustrated their security properties and performances.

3. 1 Introduction

As mention in Chapter II, there are three major techniques for the adversaries to get

the source-location information in WSNs, which are correlation-based source identifi-

cation attack, routing traceback attack, reducing source space attack, respectively.
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Through correlation-based source identification attack, the adversaries can get

the ID information contained in the messages content, and link the messages from

the same source node together to deduce the source location. Although the message

content can be encrypted using symmetric-key based algorithm between the source

node and the SINK, according to our adversarial assumptions, it is still possible for

the adversaries to get the ID information. We need a secure scheme to defend against

the correlation-based source identification attack.

Both routing traceback attack and reducing source space attack are carried out

through traffic pattern analysis. There are mainly two approaches that can protect the

source-location privacy from traffic analysis attacks in WSNs, which are broadcast-

based and routing-based, respectively.

For the broadcasting-based schemes [11,12,31—34], source-location privacy is pro-

vided through broadcasting or injection of dummy messages. The main idea is to

make each node transmit messages consistently or at certain probabilistic pattern

so that it is impossible for the adversaries to distinguish the real messages from the

dummy messages. If there are no valid messages to transmit, the nodes have to trans-

mit dummy messages to make the transmission pattern consistent all through the

WSNs. This kind of schemes can provide source-location privacy protection against

an adversary who is able to monitor the traffic information in the whole network

area. However, if the adversary is able to monitor the entire network activities, then

he/she can just detect any event happened in the networks directly without relying

on the traffic pattern of the WSNs. In other words, it makes little sense to design

a security protocol against such a ‘powerful’ adversary. In addition, due to the fact

that, on average, transmission of one bit consumes about as much power as executing

800—1000 instructions [36], the transmission of dummy messages consumes significant

amount of precious energy resources for WSNs. The networks collisions will also be

increased because of the transmission of dummy messages. Therefore, these schemes

are not quite suitable for large scale WSNs.

Routing-based protocols can also provide source-location privacy through dynamic

routing so that it is infeasible for the adversaries to trace back to the source location
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Figure 3.1. Nodes distribution through random routing

through traffic monitoring and analysis. The main idea is to, first, route the message

to a node away from the actual message source randomly, then forward the message

to the SINK node using single path routing.

As shown in Fig. 3.1, The source S generates two messages: m1,m2, which are

first forwarded to [1, 12 respectively through two different random paths. Then,

these two messages are forwarded to the SINK node by 11 and 12. In this way, when

an adversary near the SINK node captures the messages, he/she will be led to the

intermediate node instead of the real source node. If the messages are captured on

the random paths, due to the randomness of the path formations, the adversary still

cannot get any useful information about the source node.

How to select the random paths becomes the core factor for the success of this kind
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of schemes. If the next forwarder on the routing path is totally randomly selected,

it is highly possible that the end nodes of the paths will be located within h/5 hops

from the real source node after h hops transmission.

To solve this problem, several approaches have been proposed. In phantom rout-

ing protocol [13, 14,21], the message from the actual source will be routed to a phan-

tom source along a designed directed walk through either sector-based approach or

Imp-based approach. In section-based directed walk, the source node first randomly

determines a direction that the message will be sent to. The direction information is

stored in the header of the message. Then every forwarder on the random walk path

VIII forward this message to a random neighbor in the same direction determined by

the source node. In this way, the phantom source can be away from the actual source.

In hop-based directed walk, for every forwarder on the random path, the messages

are required to be forwarded to nodes which are further away from the real source

node than the current forwarders.

Unfortunately, for section-based directed walk, once the message is captured on

the random walk path, the adversaries will be able to get the direction information

contained in the header of the message. The exposure of direction information de-

creases the complexity for adversaries to trace back to the actual message source in a

magnitude of 2". For hop—based directed walk, every node in the network must know

whether it is closer to a source node than its neighbors, which is obviously not very

practical when the source nodes are dynamically changing.

In this chapter, we will first propose a dynamic ID assignment scheme in Sec-

tion 3.2 to prevent the source-location information from being leaked in message

content. Secondly, there will be four routing-based schemes introduced to prevent

attacks through traffic analysis attacks. The first routing-based scheme, introduced

in Section 3.3, routes each message to a randomly selected intermediate node before

it is transmitted to the SINK node. We introduce three intermediate node selec-

tion methods. Section 3.4 describes the second routing-based scheme, in which a

network mixing ring (NMR) is prOposed to provide network-level source-location pri-

vacy. The third and the fourth routing-based schemes will be presented in Section
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3.5 and Section 3.6, respectively. They protect source-location privacy through multi-

ple intermediate nodes, which are selected based on angle and quadrant respectively.

For each of these routing-based schemes, we provide detailed security analysis and

simulation results. We then conclude in Section 3.7.

3.2 Dynamic ID Assignment

To prevent adversaries from getting any useful source-location information through

correlation-based source identification, we propose a dynamic ID assignment scheme

in this section.

In [13], each sensor node is assumed to have a unique ID that corresponds to a

physical location. Only the SINK node can tell a node’s location from its ID. The

source node ID is directly included in the message packet. This ID also serves as the

identifier of the encryption key shared between the grid and the SINK node. The

problem of this design is that the adversaries could monitor the traffic pattern of

the WSNs and link multiple packets from the same sensor node, which may help

the adversaries to identify the source location since the IDs correspond to the grids’

locations. Whenever the adversaries discover a message sent from a grid with an ID

that they already know, they can easily get the source-location information.

To solve this problem, we propose to protect the source-location privacy through

the application of dynamic IDs generated using an ID-hash-chain. At the beginning

phase of the network distribution, each grid in the network is offered one initial ID.

The SINK node will build an ID-hash—chain for each grid using this initial ID. As an

example, the it” grid is distributed with an initial ID: IDi. The ID-hash-chain for
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grid i: {id(i), idgi),id(i), - -- id“) idly}, is generated as follows:
7 ”—1)

id?) = H(ID,),

My) = H(z'd[’)),

id?) = Hadgfi),

idif) = H(2:d,(,)_1),

where H is a one-way hash function, and n is a preselected system parameter.

After each grid has received its ID—hash—chain, it will use the IDs in reverse order.

In other words, the ith grid should send idn together with its first message, idn_1

together with its second message, and idn_j with its (j + 1)th message, etc. Because

H is a one-way hash function, it is computationally infeasible to compute idj from

idj+1. As a result, the adversaries cannot link multiple packets generated from the

same grid even if they can get the current ID of this grid. Only the SINK, which has

the full knowledge of the ID-hash-chain, can correlate the ID of the corresponding

source grid with the source location. In this way, transmitting dynamic IDs with

messages will not leak source-location information to adversaries.

Theoretically, the length of the ID—hash-chain could be the full length of the hash

function output. However, because of the limited available resource of sensor nodes,

this length should be as short as possible in practical applications. The dynamic ID

is implemented as a tradeoff between security and memory resource. As long as the

delay for a previously used ID to be reused is long enough, then we can make it very

difficult for adversaries to perform source-location analysis based on sensor node IDs.

As an example, if the active rate of each sensor node is 10%, each sensor node reports

an event every 100 seconds, and the ID—hash-chain recycles on 1000 dynamic IDs,

then it takes about

1000 X 100

10% seconds = 277.8 hours 2 11.6 days,
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Figure 3.2. Illustration of RSIN

for an ID to be reused. This should be long enough to protect the ID anonymity.

3.3 Source-Location Privacy Protection Through

Routing to a Single Intermediate Node (RSIN)

In this section, we will describe the proposed schemes on routing through a single

intermediate node (RSIN).

3.3.1 Constrained RSIN Scheme

In this scheme, each message will be routed through an intermediate node, which

will be selected randomly. The intermediate node is expected to be away from the

source node for a minimum distance dmin based on the relative locations of the sensor

nodes. This design will make it difficult for adversaries to get location information of

the source node.
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Since we assume that each sensor node only has knowledge of its adjacent nodes.

The source node may not have accurate information of sensor nodes multiple hops

away. In particular, a randomly selected intermediate node may not even exist.

However, the knowledge of relative location guarantees that message packets will be

forwarded to an intermediate node in an area with minimum distance dmz-n away

from the source node. According to our assumption, the last node in the routing

path adjacent to an intermediate node will be able to tell whether such a randomly

selected intermediate node exists or not. In the case that such a node does not exist,

this node will become the intermediate node. Then, this node will route the received

message to the SINK node.

Suppose the source node is located at the relative location (3:0, yo). To transmit a

data message, it first determines the minimum distance, dmz-n, that the intermediate

node has to be away from the source node. We denote the distance between the

source node and the randomly selected intermediate node as drand- Then we have

drand Z dmin-

Whenever the source node wants to generate a drandi it first generates a random

number x. This random variable is normally distributed with mean 0 and variance

02, i.e., X ~ N(0, 0). Then the source node can calculate drand as follows:

drand : dmin X (l-Tl + 1):

The probability [103] that drand is located in the interval [dmim pdmin) is:

 

1 J” p—l)
2 —1—1=2 e 20 —1=2 —— —1,
900,02(’0 ) 0 27f (P( 0'

where p is a parameter larger than 1, 900,02 is the probability density function of

Gaussian distribution [104].

If we choose a to be 1.0, then the probability that dmnd falls within the interval

[dmz-n, 2dmz-n) will be 2<I>(-]) — 1 = 0.6827. The probability that dram] is in the interval

[am-n, 3am) will be 244%) —- 1 = 0.9545.
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After drand is determined, the source node randomly generates an intermediate

node located at (rd, yd) that satisfies:

 

drand : \/(xd — $0)2 + (yd _ IUD)2 2 dmin-

Upon receiving data messages, intermediate nodes forward the messages to the

SINK node.

In the explanatory example given in Fig. 3.2, SI, 82 denote two source nodes in

the sensor network, D represents the SINK node and I1, - -- ,15 are six randomly

selected intermediate nodes that meet the constrained requirement. The selection of

drand guarantees that none of the intermediate nodes will be located in the shaded

areas. The nodes 11, ' -- , 15 will forward the messages M1, - - - ,M6 to the SINK node,

respectively.

Security Analysis

Theorem 3.1 In the first routing phase, the constrained RSIN scheme can leak di-

rection information to the adversaries. In its second routing phase, local location

privacy instead of global location privacy can be achieved.

Proof: In constrained RSIN , the routing scheme can be divided into two phases.

In the first phase, messages are forwarded to randomly selected intermediate nodes.

In the second phase, messages are forwarded to the SINK node by intermediate nodes.

(a) For the first phase, if an adversary gets a message on a path from a source

node to an intermediate node, he/she will be able to move one hop closer to the

source node. However, because the routing path is not fixed, the possibility that the

adversary can receive another message sent from the same source node is very small,

especially for a large scale network. In other words, the amount of source-location

information that one message on the random path can leak to the adversary tends to

be zero, i.e.:

SD11 2 0.
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Figure 3.3. NSSI calculation for RSIN

An example is shown in Fig. 3.2, if an adversary receives M2 forwarded from 12,

the adversary will be lured to the direction of 12, which is quite away from the actual

source node S1. While for message M3 transmitted from the intermediate node I3,

since it is far from I2, the probability for the adversary to receive M3 is close to zero

according to our network assumption. Even if the location of one intermediate node

is discovered by an adversary, the source location is still at least dmin away from the

real source node. Therefore, if dmin is appropriately selected, the source location can

still be well protected.

Unlike the directed walk in phantom routing, messages in our protocol does not

contain any side information. Since intermediate nodes are determined before each

data message is sent out by the source, data messages carry no observable side in-

formation of the message source’s location in its content due to message content

encryption. Therefore, our proposed protocol leaks no side information even if the

message is corrupted.

We will illustrate our description using an example shown in Fig. 3.3, which is

similar to the one used in Section 2.4.2. In this figure, T is the target network area,

S and II are the real source and an intermediate node respectively. If message m1

is captured at L1 by an adversary as shown in Fig. 3.3.(a), which is located on a

random path from S to Il, then the adversary will assume that S is located in the

shaded area A. If the same message m1 is captured at L2 in Fig. 3.3.(b), then the

adversary will conclude that S is located in the shaded area B. In both cases, the

36



adversary will get a wrong conclusion. This example shows that in our scheme an

adversary cannot limit the source node to a specific group of nodes. In other words,

.9511 = area(T),

NSSIl = 1.

However, what we have discussed is just the ideal case for constrained RSIN. In

fact, in constrained RSIN, instead of routing through random walking path, messages

are routed to intermediate nodes directly. Forwarding paths from source node to

intermediate nodes tends to be more straight compared to random walking path in

phantom routing scheme. For example, a routing path from S to 11 is more likely to

be the path in Fig. 3.3.(c) rather than the paths in Fig. 3.3.(a) and Fig. 3.3.(b). If

message m1 is captured at L3, the adversary will assume that it is highly possible

that S is located in the shaded area C, which means:

area(C)

We can come to a conclusion that although in some scenarios the first phase routing in

constrained RSIN has satisfying security property, in most of the cases, it still suffers

the security flaw that is similar to the directed walk phase in phantom routing.

(b) Now, we will analyze the security property of the second phase of constrained

RSIN. In constrained RSIN, the possibility for any node to be selected as an interme-

diate node is proportional to the distance between this node and the source node. If

the target area of WSNs is not very large, messages forwarded to the SINK node tend

to come from all possible directions. The adversary will not be able to get any useful

information about where the source node is located or move closer to the source node.

Therefore, we have:

NSSIQ =1,

for small scale networks.

However, for large scale WSNs, the second phase routing has the same security flaw
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Figure 3.4. Intermediate nodes distribution for constrained RSIN scheme

as the second phase of phantom routing scheme, i.e, the intermediate nodes tend to

be located close to the source node. In other words, the intermediate nodes are highly

likely to be concentrated in an area surrounding the source node, but with minimum

distance dmin away from the source. We will illustrate this situation through Fig. 3.4.

In this example, the x-coordinate range and the y-coordinate range of the target area

are both {—2500, 2500]. The source node is located at (—1250,1250). dmin equals to

250. 500 intermediate nodes are selected according to the constrained RSIN scheme

with 0 equal to 1. The result shows that all intermediate nodes are distributed

around the source node. When an adversary around the SINK node, which is located

at (0,0), collects several messages from this source, he/she will assume that the source

is located in the second quadrant, i.e,:

2500 x 2500 1
N I =——= —.
SS 2 5000 x 5000 4

To summarize, for constrained RSIN, the first phase cannot guarantee provable

absolute security level. The second phase can provide good security level for small

scale networks, but not for large scale networks.

For WSNs with fixed SINK nodes, an adversary is more likely to stay around the
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SINK node waiting to capture transmitted messages, because the area around the

SINK has higher possibility to detect the transmitted messages. In other words, in

WSNs, the security property of the second routing phase is more important. From

this point of view, the phantom routing scheme and constrained RSIN can only

guarantee local location privacy instead of global location privacy or network-level

location privacy. El

3.3.2 Totally Random RSIN Scheme

As we have analyzed, constrained RSIN can only provide local location privacy be-

cause intermediate nodes tend to be located around the source node. In order to

provide global location privacy over WSNs, the selection of intermediate nodes has

to be totally random, i.e., every sensor node in the networks should be equally likely

to be selected as an intermediate node by all possible source nodes. On the other

hand, if the selection is totally random, some intermediate nodes can be very close

to the real source node. Fortunately, the probability for this is very low for large

scale WSNs. Nevertheless, to prevent this from happening, in totally random RSIN

scheme, the intermediate nodes is required to be at least dmz-n away from the real

source node.

Security Analysis

Theorem 3.2 The totally random RSIN scheme can achieve global location privacy

in its second routing phase.

Proof: Similar to constrained RSIN, totally random RSIN scheme can also be

divided into two phases. The security property of the first phase is almost the same

with the first phase of constrained RSIN.

Because the intermediate nodes randomly selected are evenly distributed in the

WSNs. Every node in the network has the same possibility to act as an intermediate

node. In the second phase of totally random RSIN scheme, messages can be forwarded
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Figure 3.5. Message forwarding through intermediate node(s)

to the SINK node from all possible directions. Even if the location of one intermediate

node is successfully identified, the source node is still at least dmz-n distance away. So

for the second phase of totally random RSIN, we have:

SD12 2 O,

NSSIz = 1,

Obviously, totally random RSIN scheme is more suitable for large scale networks

than constrained RSIN from the security point of view. Global or network-level

source—location privacy can be achieved in the second routing phase.

3.3.3 Ring-Band RSIN Scheme

Although totally random RSIN scheme can achieve global location privacy, it also has

some limitations:

0 The length of a routing path tends to be too long. For instance, in Fig. 3.5,

S, D, I are the source node, the SINK node and intermediate node, respectively.
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The distance between S, D and I, D are d and b, respectively. If a message is

transmitted through I, the total length of the routing path is nearly d + 2b,

which is much longer than d. As a result, this routing may consume too much

energy.

0 The message delivery ratio may decrease due to the increasing of the routing

length.

0 The first phase of the scheme might be too long. As we have analyzed in

Section 3.3.1, the routing phase from source to an intermediate node may allow

adversaries to deduce information of the source location. If the routing path in

this phase is too long, the possibility that an adversary will receive this message

will increase dramatically. This will weaken the security property of the whole

scheme.

In this subsection, we propose another intermediate node selection method: ring-

band RSIN. In this scheme, the random intermediate node would be located in a

predetermine region around the SINK node. We call this region a ring-band around

the SINK.

The goal of this scheme is to provide global source-location privacy with adequate

energy—efficient routing. The ring-band area would be a large area and at least a

minimum radius distance, r, from the SINK node to provide global privacy. Also, the

ring-band area would guarantee that the intermediate node is not be too far away

from the SINK node to limit the energy consumption in the routing phase. This

routing scheme would give the illusion that the source node is sending messages to

the SINK node from all possible directions. In this way, the ring-band RSIN creates

an effect that is similar to the totally random RSIN scheme but with less energy

consumption.

We assume that each node has knowledge of the perimeters that is shown in

Fig. 3.6. The description of the perimeters is as follows:

0 x0, yo: The corresponding X and Y coordinates of the SINK node,
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o R: The pre—determined radius from the SINK to the outer-edge of the ring-band

area,

0 r: The pre—determined radius from the SINK node to the inner—edge of the

ring-band area.

From these perimeters, {$0,310, R, r}, the source nodes are able to randomly select

intermediate nodes within the ring-band area for each of the messages Since we

assume that the SINK node is located at the relative location (220,310), the source node

selects the random intermediate node (2:, y) according to the following two steps:

1. Randomly select d uniformly from [7“, R].

2. Randomly select 0 uniformly from [0, 27r].

In this way, we can calculate the coordinate of the intermediate node as (x,y) =

($0 + dcos(0), yo + dsin(6)).

After obtaining the random location (x,y), the message can then be routed to-

wards the grid at location (1:, y). Since each node only knows its adjacent neighbor

nodes’ relative location, it can determine the direction that the message should be

routed to. Once the message is within the desired grid of the random location, the

message is routed to the header node of the grid. The header node then becomes the

random intermediate node. If the desired grid does not contain any nodes, then the

last node in the routing path would become the desired location and the header node

in that grid would become the intermediate node. The intermediate node then routes

the received message to the SINK node using single-path routing. An illustration for

ring-band RSIN is shown in Fig. 3.7.

Security Analysis

Theorem 3.3 The ring-band RSIN scheme can achieve global location privacy in its

second routing phase.

Proof: Because the intermediate nodes randomly selected are evenly dis-

tributed in the ring-band around the SINK, in the second phase of ring-band RSIN
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Figure 3.7. Routing illustration of the ring-band RSIN protocol

scheme, messages are forwarded to the SINK node from all possible directions with

equal possibilities For the second phase of ring-band RSIN, we have:

SD12 9: 0,

N8512 = 1,

Both totally random RSIN and ring-band RSIN can provide network-level source-

location privacy in their second routing phase.

Each of these two schemes has its own advantages. For ring-band RSIN, the ring-

band around the SINK is a fixed infrastructure, which facilitates adversaries to carry

out attacks and eavesdropping. However, in ring-band RSIN, the path lengths from

the source node to intermediate nodes are largely reduced, which can provide better

source-location privacy protection in the first routing phase than the totally random
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RSIN.

3.3.4 Simulation Results and Performance Comparison

To evaluate the performance of our proposed schemes, we conduct simulations using

ns-2 on RedHat Linux system. In the simulation, 400 nodes are evenly distributed in

an area of size 3360 x 3360 mete'rz. The SINK node is located at the center of the

networks.

Simulation results are provided in Fig. 3.8, 3.9, 3.10, 3.11, 3.12 where

Fig. 3.8.(a), 3.9.(a), 3.10.(a) illustrate the relationship between performance and

the packet lengths, Fig. 3.8.(b), Fig. 3.9.(b), Fig. 3.10.(b) show performance with

different packet generation intervals, Fig. 3.11, 3.12 show performance with different

lengths of random path.

For simulation results in Fig. 3.8, 3.9, 3.10, we set dmz-n = 480 meters for totally

random RSIN scheme. The simulation shows that after four hops, the average distance

between the phantom source node and the real source node for phantom routing is

526.12 meters. While for constrained RSIN scheme, the average distance between the

intermediate node and the source is set to be 529.14 meters. For ring-band RSIN,

the inner-radius of the band is 480 meters, while the outer-radius is 640 meters.

For simulation results in Fig. 3.11, 3.12,. R1, R2, R3 for phantom routing cor-

responds to 526.12 meters, 783.60 meters, and 1042.20 meters on average between

the phantom source node and the real source node, respectively. For constrained

RSIN, R1, R2, R3 corresponds to 529.14 meters, 786.51 meters, and 1049.46 meters

on average between the intermediate node and the source node, respectively.

Through analysis and simulation results, we have the following findings:

0 While direct routing without intermediate node provides the least source—

location privacy, it has the best performance;

0 Constrained RSIN scheme provides comparable source-location privacy protec-

tion than phantom routing, while constrained RSIN has better communication

performance. This is because the path from the real source node to phantom
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sources in phantom routing is more curved than the path from the source to

intermediate nodes in constrained RSIN. The average length of routing paths in

phantom routing is longer than constrained RSIN when similar security prop-

erties are guaranteed;

0 The performance of the totally random RSIN is worse than the constrained

RSIN;

o For energy consumption and transmission delay, the ring-band RSIN is better

than the totally random RSIN, but worse than the constrained RSIN. However,

ring-band RSIN has the lowest delivery ratio than the other two methods. The

reason for this lies in the fact that for ring-band RSIN, all the messages trans-

mitted in the network have to be delivered to the ring-band area, while in the

constrained RSIN and the totally random RSIN, the traffic pattern are evenly

distributed in the networks. Therefore, there will be more message collisions in

the ring-band area, which will decrease the delivery ratio.

0 The performance of constrained RSIN and phantom routing is inversely propor-

tional to the average distance between the source node and intermediate nodes

or phantom sources.

0 The performance of ring—band RSIN is inversely proportional to the average

distance between the SINK and intermediates nodes.

0 When the average distance between the SINK and the intermediate nodes is

fixed, the performance of ring-band RSIN is proportional to the width of the

ring-band.

3.4 Source-Location Privacy Protection with Net-

work Mixing Ring

In the previous section, we have proposed three source-location schemes through

routing to a single intermediate node. However, each of these schemes suffers either
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Figure 3.13. Grids Formation

security flaws or performance downgrading. To address these problems, we propose

three advanced schemes, which will be presented in Section 3.4, Section 3.5 and

Section 3.6, respectively.

In this section, we propose a three-phase routing protocol to provide source-

location privacy. The first phase (constrained RSIN), which has been introduced

in the last section, provides local source-location privacy. The second phase (NMR)

offers network-level source-location privacy. The last phase forwards the message to

the SINK node.

The networks formation for this scheme is illustrated in Fig. 3.13. After the

formation of all the grids, a large ring, called the mixing ring, is generated in the

WSN to provide network-level traffic mix. The mixing ring is composed of multiple

header nodes, which are named ring nodes. The ring nodes are further divided into

relay ring nodes and normal ring nodes. Messages that are transmitted in the mixing
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Figure 3.14. Illustrate of the first two phases routing

ring are referred to as vehicle messages. Vehicle messages will be transmitted in the

mixing ring in clockwise direction, called ring direction. Only relay ring nodes can

generate vehicle message. We also define the grids containing ring node as ring grids,

the grids without ring nodes as normal grids. The sensor nodes in normal grids are

defined as normal nodes, the messages sent by the normal nodes are referred to as

data messages.

3.4.1 Constrained RSIN

In this phase, messages will be forwarded to an intermediate node in the same way

as the constrained RSIN introduced in Section 3.3. Then messages will be forwarded

to the nearest ring node by this intermediate node.

An example is given in Fig. 3.14, where S indicates a source node in the network

and 11,12,13 are three intermediate nodes. The selection of dram; guarantees that

none of the intermediate nodes will be in the shaded area. Then 11,12,13 will forward

these messages M1, M2, M3 to the ring nodes R1, R2, R3, respectively.
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3.4.2 Network Mixing Ring (NMR)

In the second routing phase, the messages will be forwarded hop-by-hop in the ring.

The message can hop along the ring direction for a random number of times before

it is being transmitted to the SINK node.

This routing process provides source-location privacy that resembles the airport

terminal transportation system. The message transmission in the ring acts as a

network-level mix. As long as it is infeasible for an adversary to distinguish the

message initiator from the message forwarder in the mixing ring, then it would be

infeasible for the adversaries to identify the real message source location. Our goal is

to design security mechanisms such that it is infeasible for anyone to distinguish the

message source node from the message forwarding node.

Relay ring nodes generate vehicle messages to be transmitted in the mixing ring.

Normal ring nodes can store data messages received from normal nodes. Vehicle

messages may contain several data units. These units are left unused initially. If a

unit in the vehicle message is not used, we name such a unit as dummy unit, composed

of any fixed data structure, such as all Os. The length of a unit is the same as a data

message sent by any normal node. Upon receiving a vehicle message, if a normal ring

node has a real data message received and there is still a dummy unit in the vehicle

message, it can replace this dummy unit with the data message. The updated vehicle

message will then be forwarded to its successor ring node. If this normal ring node

has not received any data messages from the normal nodes, or there is no dummy

units left in the vehicle message, it simply forwards this vehicle message. The vehicle

message should be sent at the rate which could ensure that all the data messages

could be embedded in vehicle messages and forwarded to the SINK with minimum

delay.

In our scheme, to thwart message source analysis, the message transmission in the

ring is encrypted. Each ring node shares a secret key with its predecessor ring node

and a secret key with its successor ring node. As an example, in Fig. 3.15, ring node

B shares a key KAB with ring node A and a key KBC with ring node C. When
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Figure 3.15. Message transmission in the ring

node B receives a packet M1 from node A, it first decrypts M1 using the share secret

key KAB- Let m1 = DKAB(M1). Upon decryption, node B will be able to find the

dummy unit(s) in m1 and replace the dummy unit(s) with the data message(s) that

it received from the normal nodes. Denote the updated message as {DKAB (M1)}.

The updated vehicle message will be encrypted using the shared secret KBC before

it is transmitted to the node C. Denote the message that generated in node B as

M2, then we have

M2 = EKBCMDKABM». (3.1)

When DES or AES encryption algorithm is being used to provide message en-

cryption, then it is computationally infeasible to find the correlation between M1 and

M2.

Apparently, energy drainage for relay ring nodes will be faster than normal ring

nodes. To balance energy consumption, normal ring nodes can take turns to be relay

ring nodes. Similarly, since energy drainage for ring nodes will be faster than regular

grid nodes, nodes in selected ring grid can take turns to be ring node.
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3.4.3 Forwarding to the SINK

After a vehicle message arrives at a relay ring node, it will be forwarded to the SINK

by this relay ring node with certain probability p. Here p is a parameter related to

the number of relay ring nodes on the mixing ring. If this vehicle message is not

forwarded to the SINK by the relay ring node, it will be forwarded to the next ring

node until the next relay ring node is reached.

3.4.4 Security Analysis

Theorem 3.4 The NMR based source-location privacy protection scheme can achieve

security level:

SDI = 0,

NSSI = 1.

Proof: The mixing ring based source-location privacy scheme is composed of

three phases: (a) Constrained RSIN; (b) Routing on NMR; (c) Routing to the SINK

node. We will analyze the security property of this scheme through analyzing each of

these three routing phases.

(a) Constrained RSIN : The security property of constrained RSIN has been dis-

cussed in Section 3.3.1. As we have analyzed, constrained RSIN can provide local

location privacy, i,e., for a network which is not too large, constrained RSIN can

achieve good security level, i.e,:

SDI} f: 0,

NSSI] = 1.

For large scale WSNS, the area for constrained RSIN to take place is greatly

reduced because each source node just needs to forward its message to an interme-

diate node nearby. In other words, constrained RSIN can provide satisfying security

property in the first phase.

As shown in Fig. 3.14, the intermediate nodes 11, 12, 13 forward messages to ring

nodes R1, R2, R3, respectively. This means that messages generated from one source
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node will not be forwarded to a specific ring node. Conversely, data messages received

from one ring node could also be transmitted from many different source nodes in the

network.

(b) Routing on NMR: This phase aims at providing network-level source-location

privacy. This is achieved by hop-by—hop message encryption. Without hop—by-hop

message encryption, by comparing the vehicle messages a ring node received and

transmitted, adversaries can determine whether a data message has been loaded into

the vehicle message by this ring node or not. However, once the hop-by-hop mes-

sage encryption is implemented, it is computationally infeasible for an adversary to

distinguish the message initiator and message forwarder in the mixing ring. In this

way, messages across the network are totally mixed up. As shown in Fig. 3.14, a data

message received by ring node B could be sent to the SINK node from a completely

different ring node, maybe node E, for instance. Therefore, on receiving a message on

the NMR, an adversary cannot get any useful information about the source location,

i.e,:

SD12: ,

NSSIg =1.

(c) Routing to SINK node: In this phase, relay ring nodes forward messages to the

SINK node. After the first phase and the second phase, locations of relay ring nodes

have already no correlation with locations of source nodes. Capturing a message in

the third phase would leak no information to adversaries, which means:

SD13 = 0,

NSSI3 = 1.

To summarize, the mixing ring based source-location privacy protection scheme

could provide provable satisfying security level in each of its three phases. When these

three phases are combined to protect source-location privacy, the following security
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Figure 3.16. Ring selection in simulation setup

properties can be achieved:

SDI = SD11 x SD12 x SD13 = 0,

NSSI = NSSI1 x N5512 x NSSI3 = 1.

3.4.5 Performance Analysis and Simulation Results

In our design, all data messages will be delivered to the SINK node through a mixing

ring. While providing network-level source-location privacy, location of the mixing
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ring should be selected to ensure that overall energy consumption and latency for

message transmission to be lowest for normal nodes to complete these operations.

We assume that each sensor node in the network has complete knowledge of its

relative location in WSNs and also some ring nodes’ locations. We also assume

that the energy drainage for each transmission is proportional to the square of the

transmission distance, i.e.

Szaxdz,

where 8 denotes the energy consumption, a is a constant parameter and d is distance

of the transmission. Fig. 3.16 gives an example of a target area of size 8000 x 8000

meterz. The shaded grids are selected as the ring grids. The line in the middle of the

shaded area is indicated by the solid line. If the density of the sensor nodes in the

sensor network is A, then the total energy consumption for each sensor in this area

to transmit one message to a ring node can be calculated as follows:

atotal : 8‘S‘U

1r/4 4000/ cos 0

= 801).] / (r — e)2rdrd6,

0 0

where 5U is the energy consumption for area U as demonstrated in Fig. 3.16. It can

be calculated that when e = 3061, the overall power consumption Stow; achieves the

minimum. In this way, we get the optimal ring location.

Lemma 3.1 Suppose the target area is of dimension A x A metersz, the radius of

the NMR, which is located in the center of the target area, is R meters. Then when:

R: A = 0.76525 : 1,

the overall power consumption for each sensor in this area to transmit one message

to a ring node is minimized.

In practical application, for large sensor network, usually only a small fraction

of the sensor nodes in the network has events to report. We name these nodes as
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Figure 3.18. Performance of the proposed routing and encryption scheme
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active nodes. We also define two parameters in the simulation: 7’, the number of data

messages a normal node generates in each second, and a, active nodes ratio.

Assume the network is composed of 9 normal nodes, and the ring consists of r

ring nodes. On average, one ring node should be responsible for delivering the data

messages from 9/7" normal nodes. Assume data messages are l-bit long, then on

average, in each second, a ring node will receive:

l

7=gxlxaxrzm,

r r

messages.

If vehicle messages are L—bit long, the number of vehicle messages generated by a

ring node in one second is:

glaT 1 __ glaT

r L 'rL'

 

Since only relay ring nodes on the mixing ring can generate vehicle messages. If

there are n relay ring nodes on the mixing ring, then each relay ring node needs to

generate at least

glaT 'r' _ glaT

TL 72. nL ’

 

vehicle messages each second.

Simulation results are provided in Fig. 3.17, 3.18 to demonstrate the power con-

sumption for both normal nodes and ring nodes, message latency and message delivery

ratio of the proposed scheme. Our simulation was performed using ns-2 on Linux sys-

tem. In the simulation, the target area is a square field of size 8000 x 8000 mete'rz.

We partition this field into 2400 normal grids/nodes. The mixing ring is composed of

80 grids, i.e, r = 80. There are four relay ring nodes in the mixing ring, i.e, n = 4. We

assume that each randomly selected intermediate node is at least 600 meters away

from the real message source. The data messages are 8—bit long, i.e, l = 8. The

vehicle messages are 16-bit long, i.e, L = 16.

From the Fig. 3.17.(a) and (b), we can see that ring nodes consume more energy

than normal nodes. To solve this problem, nodes in ring grids can take turns to
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be ring nodes. It is also noticed that delivery ratio drops exponentially when traffic

volume increases. It is primarily because of traffic collisions and packet losses caused

by increased traffic volume. For a large sensor network, it is usually not necessary

for all the sensor nodes to be active at the same time. In practice, the percentage

of active nodes might be very low. The transmission frequency also tends to be

relatively low. In other words, traffic volume may be low. In this scenario, we can

ensure almost 100% delivery ratio, as shown in Fig. 3.18.(b). The simulation results

demonstrate that the proposed scheme is very efficient and can be used for many

practical applications.

3.5 Source-Location Privacy Protection Through

Angle-Based Multi-Intermediate Nodes

In this section and the next section, we propose routing through multiple randomly

selected intermediate nodes for large scale WSNs.

The intermediate nodes are preselected before a message is sent out from the

source node. If information of the intermediate nodes is contained in the header

of messages, adversaries can get information of all the intermediate nodes from a

captured packet, and the routing path formed by these intermediate nodes. To solve

this problem, we assume that information of the previous intermediate node(s) will

be deleted from the message header before a message is forwarded. In this way, no

information of previous intermediate node(s) can be obtained from a message header.

3.5.1 Angle-based Multi-Intermediate Nodes Selection

In angle-based intermediate nodes selection, prior to each message transmission, the

source node needs to determine a maximum angle B between the last intermediate

node and the source node with the SINK node as the vertex, where ,8 E [0°,180°].

After fl is determined, the source node chooses an actual angle 0 between the last

intermediate node and itself with the SINK node D as the vertex, where 6 is a random
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Figure 3.19. Angle-based intermediate nodes selection

64



variable evenly distributed in range (—6, 6). Then the source node needs to determine

the number of intermediate nodes, say 72.

The angle generated by one intermediate node should be: a = (9/11. The angles

between all intermediate nodes and the source node with the SINK node as the

vertex are: a,2a,30, . -- ,na, respectively, where no = 0 is the angle between the

last intermediate node and the source node.

After all the angles are determined, the source node generates distances between

the destination node and the 12 intermediate nodes: d1, d2, d3, - - - , d", where d,- (i =

1, 2, - - - , n) is a random variable evenly distributed in range (0, R), and R is the radius

of the network.

Assume a polar coordinate system is built on the network, the SINK node and the

source node are located at the origin and ((1, 0°), respectively, and d is the distance

between the source node and the SINK, then the locations for all the intermediate

nodes will be: (d1,a), (d2,2a), (d3,3a), - -- ,(dn,na).

Fig. 3.19 illustrates this intermediate nodes selection, in which S is the source

node, 11, - - - ,1” are the intermediate nodes and D is the SINK node.

After all the intermediate nodes’ locations are determined, the source node will

forward the message to the first intermediate node, I1, with all the intermediate

nodes’ information contained in the message header.

When an intermediate node, say 1,, receives a message, it will first replace the

information about itself in the message header with some dummy information. If I,- is

not the last intermediate node, then it will forward this message to the next forwarder

Ii+1 as indicated in the message header. If I, is the last intermediate node, then it

will forward this message to the SINK node.

3.5.2 Security Analysis

Theorem 3.5 The source-location privacy protection scheme through angle-based

multi—intermediate nodes selection can achieve security level:

SDI = 0,
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Figure 3.20. NSSI calculation for angle-based intermediate nodes selection

NSSI = %.

Proof: The source-location privacy protection scheme through angle-based

multi—intermediate nodes selection consists of two routing phases. We will analyze

the security property of these two phases separately.

(a) In the first phase, messages are forwarded by multiple intermediate nodes

before sent to the SINK node. The routing paths are different for different messages

generated by one source node. Capturing one message will not help the adversary to

move closer to the source node, because the possibility that a same routing path is

used repeatedly is virtually zero for large scale WSNs. That is,

SD11 2 0.

In addition, the routing direction in the first phase will be changed at each in-

termediate node. Message transmission direction carries no information about the

source-location information.

As shown in Fig. 3.20, S, D are the source node and the SINK node respectively.

11, I2, I3 are three intermediate nodes and 13 is the last intermediate node. We can

see that the transmission direction changes completely when the message is forwarded

by each of these three intermediate nodes. If a message is captured at L1, based on

the transmission direction, the adversary will assume that S is located in the shaded
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area A, which is wrong. The random selection of the intermediate nodes ensures that

no source-location information can be leaked to the adversaries, i.e.,

N3811 = 1.

(b) In the second phase, messages are forwarded from the last intermediate node to

the SINK node. We will analyze that even if the adversaries are able to successfully

identify the location of the last intermediate node In, determination of the source

location S is still very difficult according to our assumption.

After the first phase, an adversary cannot move closer to the source node based

on a captured message, which means:

SD12 = 0

in the second phase. In the case that the location of In is known, a polar coordinate

system is built on the networks with D located at the origin and In at (d, 0°), where

d is the distance from D to In. The possible location of S is in the shaded area

shown in Fig. 3.21, i.e, the radian measure range of (—5, 6), where 6 is a configurable

parameter ranging from 0° to 180°. Therefore:

N8312 2 1'5?

To summarize, the security properties of the source-location privacy protection

scheme through angle-based multi-intermediate nodes selection are:

SDI = SD11 x SD12 = 0,

NSSI = N8511 x N8312 = 1—3—0

The larger 6 is, the better source-location privacy can be achieved. When 6 is
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/

Figure 3.21. Possible source-location for angle-based scheme

dynamic and cannot be determined by adversaries, the source node S can possibly be

located anywhere in the whole sensor domain. In other words, global source-location

privacy is achieved.

3.5.3 Simulation Results

We carry out simulations to evaluate performance of the angle-based multi—

intermediate nodes selection scheme using ns—2 on RedHat Linux system. In the

simulation, the target area is still 3360 x 3360 mete'rz. The SINK node is located

at the center of the networks. In this simulation, )6 = 0 means the messages are

transmitted to the SINK node directly without relying on any intermediate nodes.

Simulation results are provided in Fig. 3.22, 3.23, 3.24 to demonstrate the tradeoff

between the angle 6 and the performance, where Fig. 3.22. (a), 3.23.(a), 3.24. (a) show

the performance of different packet sizes and fl; and Fig. 3.22.(b), 3.23.(b), 3.24.(b)

demonstrate the performance of different message transmission intervals and 6. From

these figures, we can see that as [3 increases, the performance decreases, however, the

security level improves.
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3.6 Source-Location Privacy Protection Through

Quadrant-Based Multi-Intermediate Nodes

In this section, we present quadrant-based intermediate nodes selection scheme.

3.6.1 Quadrant-Based Multi—Intermediate Nodes Selection

In quadrant-based approach, the whole network is divided into four quadrants ac-

cording to locations of the source node and the SINK node.

Prior to each message transmission, the source node has to form the quadrants.

As shown in Fig. 3.25.(a), S, I, D are the source node, the last intermediate node and

the SINK node, respectively. The distance between S and D is d. A reference frame

is built on this network for source node S. The SINK node D is located at the origin

with coordinate (0,0). The source node S has coordinate ($5,313), its location in

quadrantl is: x3 = d x cos(a), y3 = d x sin(a), where a is an evenly distributed

random variable located in range of (0°, 90°).

After the reference frame is built up, the source node needs to select an interme-

diate node in quadrant2 or quadrant4 in the reference frame as the last intermediate

node. It is the shaded area in Fig. 3.25.(a). After the last intermediate node is deter-

mined, other intermediate nodes can be selected in a similar way as the angle—based

multi—intermediate nodes selection scheme.

Once all the intermediate nodes are selected, the following procedure is similar to

angle-based multi-intermediate nodes selection scheme.

3.6.2 Security Analysis

Theorem 3.6 The source-location privacy protection scheme through quadrant-based

multi-intermediate nodes selection can achieve security level:

SDI = 0,
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NSSI =1.

Proof: This scheme also consists of two routing phases.

(a) The first phase is similar to the first phase of angle-based intermediate nodes

selection scheme. We have analyzed in Section 3.5.2 that in this phase:

SD11 2 0,

NSSIl =1.

(b) In the second phase, even if adversaries can determine location of the last

intermediate node I, they still cannot get information of the source node location

since S can be located almost anywhere in the sensor domain. As an example, in

Fig. 3.25.(b)-(d), for the same I, based on the formation of the quadrants shown

in Fig. 3.25.(b), or in Fig. 3.25.(c), the source node S can be located in either the

shaded area in Fig. 3.25.(b), or the shaded area in Fig. 3.25.(0). Therefore, the possible

location of the source node is the shaded area in Fig. 3.25.(d), which is almost the

whole network area. In other word, in the second phase:

5012 = 0,

NSSIZ =1.

To summarize, the security properties of the source-location privacy protection

scheme through quadrant-based multi-intermediate nodes selection are:

SDI = SD11 x 5012 = 0,

NSSI = N5811 x NSSI;z = 1.
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3.6.3 Simulation Results

We conduct simulations to compare performance of the quadrant-based intermediate

nodes selection scheme and the angle-based intermediate nodes selection scheme. The

setup for this simulation is same as the angle—based approach. The simulation results

are shown in Fig. 3.26, 3.27, 3.28, where Fig. 3.26.(a), 3.27.(a), 3.28.(a) show the

performance of multiple schemes with different packet lengths; Fig. 3.26.(b), 3.27.(b),

3.28.(b) demonstrate the performance of different message transmission intervals.

The simulation results illustrate that the quadrant-based approach is more efficient

than the angle-based approach with B equal to 180°, while both of these two schemes

can achieve excellent global source-location privacy.

3.7 Summary

In this chapter, we proposed four routing-based source-location privacy protection

schemes. The first source-location privacy protection scheme routes each message to

a randomly selected intermediate node before the message is transmitted to the SINK

node. There are three intermediate node selection methods introduced: constrained

RSIN method, totally random RSIN method, and ring—band RSIN method. Security

analysis and simulation results demonstrate that each of them has its own advantages

and drawbacks, which make it hard to say which method of these three is better than

the other two. The second source-location privacy protection scheme is implemented

through routing in a network—level mixing ring. This scheme consists of three routing

phases. The first phase is constrained RSIN, which can provide local source-location

privacy. The second phase route messages in a network mixing ring (NMR), which

aims at network-level source-location privacy. In the last phase, messages are for-

warded to the SINK node. Security analysis shows that this scheme can guarantee

provable network-level source—location privacy protection. The third and the fourth

schemes are based on routing through multiple intermediate nodes. The third scheme

selects the intermediate nodes in a angle-based method, while the fourth scheme in a

quadrant-based method.
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CHAPTER 4

Design for Source Anonymous

Message Authentication

This chapter is mainly about the development of an efficient anonymous source au-

thentication protocol for WSNs. This protocol aims at providing hop-by-hop authen-

tication without suffering the threshold problem. First, the terminologies SAMA and

MES are introduced. Secondly, based on ECC, the authentication protocol is intro-

duced in detail. Thirdly, in order to prevent source-information leaking, anonymity

set (AS) selection method is presented. Fourthly, we discuss the key management

scheme for the authentication protocol and how to detect the compromised nodes.

In the last section, through security analysis and simulation results, we demonstrate

that our design goals are achieved. Compared to traditional schemes, our protocol

can provide comparable or even better computation and communication performance.

4.1 Introduction

Message authentication plays a key role in protecting source privacy, carrying out

network-level administration work, and thwarting unauthorized and corrupted pack-

ets from being circulated in networks to save precious sensor energy. For this reason,

many schemes have been proposed in literature to provide message authenticity and

integrity in network communications [37—39, 45,48]. These schemes can largely be

divided into public-key based and symmetric-key based approaches.

For the public-key based approach [50—56], each message is transmitted along with

the digital signature of the message generated using the sender’s private key. Then,
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every intermediate forwarder and the final receiver can authenticate the message

using the sender’s public key [105,106]. One of the limitations of the public-key

based scheme is the high computational overhead. Some of the key distribution

schemes [57—60] may solve some of these problems. However, in these schemes, the

sensor nodes have to store a large number of extra keys which might not be used

at all. This is a waste of the storage resources of the sensor nodes. What is more,

compromising one sensor node might expose confidential information of other nodes

to the attackers. They also cannot resist to a large number of node compromising.

However, the recent progress [56] on elliptic curve cryptography (ECC) shows that

the public-key schemes can be more advantageous in terms of memory usage, message

complexity, and security resilience, since public-key based approaches have simple and

clean key management.

In the symmetric-key based approaches, the shared key is used by the sender to

generate a message authentication code (MAC) for each transmitted message. The

receiver can verify the authenticity and integrity of the message using its shared

secret key. However, for this kind of methods, the authenticity can only be verified

by the node with the shared secret key. The secret key is generally shared by a group

of sensor nodes. An intruder can compromise the key by capturing a single sensor

node. In addition, this method cannot authenticate messages that are multicast.

In [37, 38], symmetric key and hash based authentication schemes were proposed for

WSNs. In these schemes, each symmetric authentication key is shared by a group of

sensor nodes. An intruder can compromise the key by capturing a single sensor node.

Therefore, these schemes are not resilient to a large number of nodes compromising.

Another type of symmetric-key scheme requires synchronization among nodes. These

schemes, including TESLA and its variants [39—44], can also provide message sender

authentication. However, this scheme requires initial time synchronization, which is

not easy to be implemented in large scale WSNs. In addition, they also introduce

delay in message authentication, and the delay increases as the network scales up.

To solve the scalability problem, a secret polynomial based message authentication

scheme was introduced in [45]. The idea of this scheme is similar to threshold secret
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sharing, where the threshold is determined by the degree of the polynomial. It also

offers information theoretic security of the shared secret key when the number of

messages transmitted is less than the threshold. The scheme enables the intermediate

nodes to verify the authenticity of the message through a polynomial evaluation.

However, when the number of messages transmitted is larger than the threshold, the

polynomial can be fully recovered and the system is completely broken. The threshold

is determined based on the degree of the polynomial. To increase the threshold and

the complexity for the intruder to break the secret polynomial, a random noise, also

called a perturbation factor, was added to the polynomial in [46—48]. The idea is

to add a random noise, also called a perturbation factor, to the polynomial so that

the coefficients of the polynomial cannot be easily solved. However, a recently study

shows that the random noise can be completely removed from the polynomial using

error-correcting code techniques [49].

Recently, message sender anonymity based on ring signatures was introduced [61].

This approach enables the message sender to generate a source anonymous message

signature with content authenticity assurance. To generate a ring signature, a ring

member randomly selects an ambiguity set (AS) and forges a message signature for all

other members. Then he uses his trap-door information to glue the ring together. The

original scheme has very limited flexibility and very high complexity. Moreover, the

original paper only focuses on the cryptographic algorithm, and the relevant network

issues were left unaddressed.

In this chapter, we propose an unconditionally secure and efficient source anony-

mous message authentication (SAMA) scheme on elliptic curves, based on the opti-

mal modified ElGamal signature (MES) scheme on elliptic curves. This is because

the MES scheme is secure against no-message attacks and adaptive chosen-message

attacks in the random oracle model [107]. To the best of our knowledge, this is the

first scheme that provides hop-by-hop node authentication without the threshold lim-

itation, while with performance better than the symmetric-key based schemes. The

distributed nature of our algorithms enables these schemes to be utilized in decen-

tralized networks to provide message authentication.
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The rest of this chapter is organized as follows: Section 4.2 defines the problem

and presents terminology and the preliminary that will be used in this dissertation.

Section 4.3 describes the proposed source anonymous message authentication on el-

liptic curves. Section 4.4 devises that anonymity set selection and source privacy.

Section 4.5 offers key management and possible compromised node detection. Perfor-

mance analysis and simulation results are provided in Section 4.6. We then conclude

in Section 4.7.

4.2 Terminology

Privacy is sometimes referred to as anonymity. Communication anonymity in infor-

mation management has been discussed in a number of previous works [2,8, 108—111].

It generally refers to the state of being unidentifiable within a set of subjects. This set

is called the ambiguity set (AS). Sender anonymity means that a particular message

is not linkable to any sender and no message is linkable to a particular sender.

4.2.1 Source Anonymous Message Authentication Scheme

(SAMA)

We will start with the definition of the unconditionally secure source anonymous

message authentication scheme.

Definition 4.1 (SAMA) A SAMA consists of the following two algorithms:

0 Generate (m, Q1,Q2, - -- ,Qn): Given a message m and the public keys

Q1,Q2,--- ,Qn of the ambiguity set (AS) 8 = {A1,A2,--- ,An}, the actual

message sender At, 1 _<_ t S n, produces an anonymous message 8(m) using its

own private key d5.

0 Verify 8(m): Given a message m and an anonymous message 8(m), which

includes the public keys of all members in the AS, a verifier can determine

whether 8(m) is generated by a member in the AS.
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The security requirements for SAMA include:

o Sender ambiguity: The probability that a verifier successfully determines the real

sender of the anonymous message is exactly 1/n, where n is the total number

of members in AS.

0 Unforgeability: An anonymous message scheme is unforgeable if no adversary,

given the public keys of all members of the AS and the anonymous messages

m1,m2, - -- ,mn adaptively chosen by the adversary, can produce in polynomial

time a new valid anonymous message with non-negligible probability.

In this dissertation, the user ID and user public key will be used interchangeably

without making any distinctions.

4.2.2 Modified ElGamal Signature Scheme (MES)

Definition 4.2 (MES) The modified ElGamal signature scheme [106, 112] consists

of the following three algorithms:

Key generation algorithm Let p be a large prime and g be a generator of Z23.

Both p and g are made public. For a random private key :1: E Zp, the public key y is

computed from y = 9“ mod p.

Signature algorithm The MES can also have many variants [113, 114]. For the

purpose of efiiciency, we will describe the variant, called optimal scheme. To sign

a message m, one chooses a random k E Z;_1, then computes the ezponentiation

r = 9" mod p and solves s from

s = rxh(m, r) + k mod (p — 1), (4.1)

where h is a one-way hash function. The signature of message m is defined as the

pair (r, s).
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Verification algorithm The verifier checks whether the signature equation gs =

ryrh(m’r) mod p. If the equality holds true, then the verifier Accepts the signature and

Rejects otherwise.

4.3 Pr0posed Source Anonymous Message Au-

thentication (SAMA) on Elliptic Curve

In this section, we propose an unconditionally secure and efficient source anonymous

message authentication scheme (SAMA). The main idea is that for each message m to

be released, the message sender, or the sending node, generates a source anonymous

message authentication for the message m. The generation is based on the MES

scheme on elliptic curve. For a ring signature, each ring member is required to

compute a forgery signature for all other members in the AS individually. In our

scheme, the entire SAMA generation requires only three steps, which link all non-

senders and the message sender to the SAMA alike. In addition, the design enables

the SAMA to be verified through a single equation without individually verifying the

signatures.

4.3.1 Proposed MES Scheme on Elliptic Curve

Let p > 3 be an odd prime. An elliptic curve E is defined by an equation of the form:

E: y2=x3+ax+bmodp,.

where a,b 6 ED, and 4a3 + 27b2 i 0 mod p. The set E(le) consists of all points

(3:, y) E le on the curve, together with a special point 0 called the point at infinity.

Let G = (x0, ya) be a base point on E(le) whose order is a very large value N.

User A selects a random integer dA in the [1, N — 1] as his private key. Then, he can

compute his public key QA from QA = dA x G.
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Signature generation algorithm For Alice to sign a message m, she follows these

steps:

. Select a random integer kA, 1 _<_ kA S N — 1.

. Calculate r = 3A mod N, where (:rA,yA) = kAG. If r = 0, go back to step 1.

Calculate hA é—l— h(m, r), where h is a cryptographic hash function, such as

SHA—l, and 5’— denotes the l leftmost bits of the hash.

Calculate s = rdAhA + kA mod N. If s = 0, go back to step 2.

. The signature is the pair (r, s).

When computing 5, the string hA resulting from h(m, 7') shall be converted into

an integer. Note that hA can be greater than N but not longer.

Signature verification algorithm For Bob to authenticate Alice’s signature, he

must have a copy of her public key QA-

1. Check that QA 75 0, otherwise invalid

2. Check that QA lies on the curve

3. Check that nQA = C’)

After that, Bob follows these steps to verify the signature:

1. Verify that r and s are integers in [1, N — 1]. If not, the signature is invalid.

. Calculate hA +1— h(m, r), where h is the same function used in the signature

generation.

Calculate (3:1, x2) = sG — rhAQA mod N.

. The signature is valid if r = 1:1 mod N, invalid otherwise.
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In fact, if the signature is correctly generated, then

(131, $2) = 50 — 1‘hAQA

= (rdAhA+kA)G—rhAQA

= kAG+rhAQA—rhAQA

= kAG'.

Therefore, we have 2:1 = r and the verifier should Accept the signature.

4.3.2 Proposed SAMA on Elliptic Curve

Suppose that the message sender (say Alice) wishes to transmit a message m anony-

mously from her network node to any other nodes. The AS includes n members,

A1,A2, - -- ,An, e.g., S = {A1,A2, - —- ,An}, where the actual message sender Alice

is At, for some value t, 1 S t g n. In this dissertation, we will not distinguish between

the node A,- and its public key Q5. Therefore, we also have 8 = {Q1, Q2, - - - , Qn}.

Authentication generation algorithm Suppose m is a message to be transmit-

ted. The private key of the message sender Alice is dt, 1 S t S N. To generate an

efficient SAMA for message m, Alice performs the following three steps:

1. Select a random and pairwise different k,- for each 1 S i S n — 1,i 75 t and

compute r,- from (r,, y,-) = 1:50.

2. Choose a random k,- E Zp and compute rt from (rt, yt) = ktG — Z rihz-Qi such

net

that rt 7E 0 and rt 75 r,- for any i 75 t, where h,- (L— h(m,r,~).

3. Compute s = kt + Z k,- + rtdtht mod N.

i¢t

The SAMA of the message m is defined as

8(m) = (m,S,r1,y1, - -- ,rn,yn,s).
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4.3.3 Verification of SAMA

Verification algorithm For Bob to verify an alleged SAMA

(m, 8, r1, yl, - - ~ ,rn, yn, 3), he must have a copy of the public keys Q1, - -- ,Qn. Then

he checks:

1. Check that Q,- 5.4 O,i = 1, - - - ,n, otherwise invalid

2. Check that Q5,i = 1, - - - ,n lies on the curve

3. Check that an- = C’),i = 1,--- ,n

After that, Bob follows these steps:

1. Verify that r5,y,-,i = 1,~- ,n and s are integers in [1,N — 1]. If not, the

signature is invalid.

2. Calculate h,- (~1— h(m, r,), where h is the same function used in the signature

generation.

n

3. Calculate (11:0, yo) 2: sG — Z rim-Q,-

i=1

4. The signature is valid if the first coordinate of Z(r,-,y,-) equals :30, invalid

i

otherwise.

In fact, if the SAMA has been correctly generated without being modified, then

we compute

n

(1705.710) = sG-Zrtthz‘

i=1

= (h + Z k. + mama — Zulu-Qt-

iyét i

= 2ha + (he — Z Tihin')

iaét iaét

= 2035M) + (Tt, yt)

iyét

= 2:02.90-

i
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Therefore, the verifier should always Accept the SAMA.

4.3.4 Security Analysis

In this subsection, we will prove that the proposed SAMA scheme can provide un-

conditional source anonymity and provable unforgeability against adaptive chosen-

message attacks.

Anonymity

In order to prove that the proposed SAMA can ensure unconditional source

anonymity, we have to prove that (i) for anybody other than the members of 8,

the probability to successfully identify the real sender is 1 /n, and (ii) anybody from

S can generate SAMAs.

Theorem 4.1 The proposed source anonymous message authentication scheme

(SAMA) can provide unconditional message sender anonymity.

Proof: The identity of the message sender is unconditionally protected with

the proposed SAMA scheme. This is because, regardless of the sender’s identity,

there are exactly (N — 1)(N — 2) - - - (N — n) different options to generate the SAMA.

All of them can be chosen by any members in the AS during the SAMA generation

procedure with equal probability without depending on any complexity-theoretic

assumptions. The proof for the second part, that anybody from S can generate the

SAMA, is straightforward. This finishes the proof of this theorem. CI

Unforgeability

The design of the proposed SAMA relies on the ElGamal signature schemes. Signature

schemes can achieve different levels of security. Security against existential forgery

under adaptive-chosen message attacks is the maximum level of security.

In this section, we will prove that the proposed SAMA is secure against existential

forgery under adaptive-chosen message attacks in the random oracle model [115]. The
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security of our result is based on elliptic curve cryptography (ECC), which assumes

that the computation of discrete logarithms in elliptic curve is computationally infea-

sible. In other words, no efficient algorithms are known for non-quantum computers.

We will introduce two lemmas first. Lemma 1 is the Splitting Lemma, which is a

well-known probabilistic lemma from reference [107]. The basic idea of the Splitting

Lemma is that when a subset Z is “large” in a product space X x Y, it will have many

“large” sections. Lemma 2 is a slight modification of the Forking Lemma presented

in [107]. The proofs of the two lemmas are mainly probability theory related. We

will skip the proofs of these two lemmas here.

Lemma 4.1 (The Splitting Lemma) Let Z C X XY such that Pr[(r,y) E Z] 2 e.

For any a < 5, define W = {(x,y) E X x YlylPr [(x,y’) E Z] 2 e —a}, and

61’

W = (X x Y)\W, then the following statements hold:

1. Pr[W] Z a.

2. V(a:, y) E W, Pry/€Y[(x,y') E Z] 2 e — a.

3. Pr[WIZ] Z a/e.

Lemma 4.2 (The Forking Lemma) Let A be a Probabilistic Polynomial Time

(PPT) Turing machine. Given only the public data as input, if A can find, with non-

negligible probability, a valid SAMA (m,S,r1,y1, - -- ,rn,yn,h1, - - - ,hn,s) within a

bounded polynomial time T, then with non-negligible probability, a replay of this ma-

chine, which has control over .A and a different oracle, outputs another valid SAMA

(m,S,r1,y1,--- ,rn,yn,h'1,--- ,hg,s), such that h,- = hg, for all 1 S i g v,i 75 j for

some fixed j.

Theorem 4.2 The proposed SAMA is secure against adaptive chosen-message at-

tacks in the random oracle model.

Proof: (Sketch) If an adversary can forge a valid SAMA with non-

negligible probability, then according to the Forking Lemma, the adversary can
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get tWO valid SAMAS 8(m) = (misrrlrylr' " arnrynrhlrn' 1,117.18), and 8(m) =

(m,8,r1,y1,--- ,Tntymh’lr“ ,hfz,s),suchthatfor1 S 2 S n”): #j,hi = h;, hj 75 h;

n n

and SC - _erihiQi = 203%), 8'0 - _erz'hQQi = 2035.111)-
2= 1,:1 Z

Subtracting these two equations, we obtain (3 - s')G = rJ-(hj —- h3)QJ-. Equiva-

lently, we have

s-d
= —————G.

Qj

We can compute the elliptic curve discrete logarithm of Qj in base G with

non-negligible probability, which contradicts the assumption that it is compu-

tationally infeasible to compute the elliptic discrete logarithm of Qj in base G.

Therefore, it is computationally infeasible for any adversary to forge a valid SAMA. D

4.4 Anonymity Set Selection and Source Privacy

The appropriate selection of AS plays a key role in message source privacy, since the

actual message source node will be hidden in the AS. In this section, we will discuss

techniques that can prevent the adversaries from tracking the message source through

AS analysis in combination with local traffic analysis.

Before a message is transmitted, the message source node selects an AS from the

public-key list in the SS of its choice. This set should include itself together with

some other nodes. When an adversary receives a message, he can possibly find the

direction of the previous hop, or even the real node of the previous hop. However,

the adversary is unable to distinguish whether the previous node is the actual source

node or simply a forwarder node if the adversary is unable to monitor the traffic of

the previous hop. The selection of the AS should create sufficient diversity so that

it is infeasible for the adversary to find the message source based on the selection of

the AS itself.

Some basic criteria for the selection of the AS can be described as follows:

0 To provide message source privacy, the message source needs to select the AS
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Figure 4.1. Anonymous set selection in active routing

to include nodes from all directions of the source node. In particular, the AS

should include nodes from the opposite direction of the successor node. In

this way, even the immediate successor node will not be able to distinguish the

message source node from the forwarder based on the message that it receives.

Though the message source node can select any node in the AS, some nodes in

the AS may not be able to add any ambiguity to the message source node. These

nodes are not appropriate candidates for the AS. They should be excluded from

the AS for performance advantages.

To balance the source privacy and efficiency, we should try to limit the nodes to

be within a predefined distance range from the routing path. We recommend

selecting AS from the nodes in a band that covers the active routing path.

However, the AS does not have to include all the nodes in the routing path.

The AS does not have to include all nodes in that range, nor does it have to

include all the nodes in the active routing path. In fact, if all nodes are included

in the AS, then this may help the adversary to identity the possible routing path
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and find the source node.

As an example, suppose we want to transmit a packet from source node S to

destination node D in Fig. 4.1. We select the AS to include only nodes marked with

0, while nodes marked as 0 will not be included in the AS. Of all these 0 nodes,

some of them are on the active routing path, while others are not. However, all these

nodes are located within the shaded band area surrounding the active routing path.

Suppose node A is compromised; unless node A collaborates with other nodes and

can fully monitor the traffic of the source node S, it will not be able to determine

whether S is the source node, or simply a forwarder. Similar analysis is also true for

other nodes.

Any node in the active routing path can verify the contents’ authenticity and

integrity. However, anybody who receives a packet in the transmission can possibly

exclude some of the nodes in the WSNs as the possible source node. Inclusion of

these nodes in the AS does not increase the source privacy. Nevertheless, the more

nodes included in the AS, the higher the energy cost will be. The selection of the AS

has to be done with care so that the energy cost and the source privacy can both be

optimized.

In addition, to balance the power consumption between authenticity and integrity

verification, and the possibility that corrupted messages are being forwarded, the

verification service may not have to take place in every hop; instead, it may be

configured to take place in every other hop, for instance.

4.5 Key Management and Compromised Node

Detection

In our scheme, we assume that there is a security server (SS) whose responsibilities

include public-key storage and distribution in the WSNs. We assume that the SS will

never be compromised. However, after deployment, the sensor node may be captured

and compromised by the attackers. Once compromised, all information stored in

92



the sensor node will be accessible to the attackers. We further assume that the

compromised node will not be able to create new public keys that can be accepted

by the SS.

For efficiency, each public key will have a short identity. The length of the identity

is based on the scale of the WSNs.

Compromised Node Detection

As a special case scenario, we assume that all sensor information will be delivered to

the SINK node, which can be co—located with the SS. As described in Section 4.4,

when a message is received by the SINK node, the message source is hidden in an AS.

Since the SAMA scheme guarantees that the message integrity is untampered, when a

bad or meaningless message is received by the SINK node, the source node is viewed

as compromised. If the compromised source node only transmits one message, it

would be very difficult for the node to be identified without additional network traffic

information. However, when a compromised node transmits more than one message,

the SINK node can narrow the possible compromised nodes down to a very small set.

As Shown in Fig. 4.2, we use the circle to represent an AS. When only one message

is transmitted, the SINK node can only get the information that the source node will

be in a set, say AS1. When the compromised source node transmits two messages,

the SINK node will be able to narrow the source node down to the set with both

vertical lines and horizontal lines. When the compromised source node transmits

three messages, the source node will be further narrowed down to the shaded area.

Therefore, if the SINK node keeps tracking the compromised message, there is a high

probability that the compromised node can be isolated.

When a node has been identified as compromised, the SS can remove its public

key from its public key list. It can also broadcast the node’s short identity to the

entire sensor domain so that any sensor node that uses the stored public key for AS

selection can update its key list. Once the public key of a node has been removed

from the public-key list, and/or broadcasted, any message with the AS containing

the compromised node should be dropped without any process to save the precious
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Figure 4.2. Compromised node detection

sensor power.

4.6 Performance Analysis for SAMA

In this section, we will evaluate our proposed authentication scheme through both

theoretical analysis and simulation demonstrations. We will compare the proposed

scheme with the bivariate polynomial-based symmetric-key scheme described in [45,

48]. We will provide multiple simulation results to demonstrate our analysis.

4.6.1 Theoretical Analysis

Key management is one of the major issues for secret-key based authentication

schemes. This is especially true for large scale WSNs. While many of these schemes

are designed to provide node authentication, they can only provide end-to—end node

authentication using the secret key shared between the two nodes, which implies that

only the receiver can verify the authenticity of the messages en—route. This means

that no intermediate node can authenticate the message in general. The intermediate

nodes may have to forward a manipulated message for many hops before the message
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can finally be authenticated and dropped by the receiving node. This not only con-

sumes extra sensor power, but also increases the network collision and decreases the

message delivery ratio. In addition to performance improvement, enabling interme-

diate node authentication will thwart adversaries from performing denial-of-service

attacks through message manipulation to deplete the energy and communication re-

sources of the wireless network. Developing a protocol that can provide hop-by-hop

intermediate node authentication is an important research task.

While hop-by-hop authentication can be achieved through a public-key encryp-

tion system, the public-key based schemes are not preferred mainly due to their

high computational overhead. Most of the authentication schemes are based on

symmetric-key schemes, including the polynomial evaluation based threshold authen-

tication scheme [48]. The secret bivariate polynomial is defined as [45]:

da: dy

flat, 3!) = ZZAtjxiyj,

i=0 j=0

where each coefficient A255, is an element of a finite field le, and d3 and dy are the

degrees of this polynomial. d; and dy are also related to the message length and the

computational complexity of this scheme. From the performance aspect, dz and d5,

should be as short as possible.

On the other hand, it is easy to see that when either more than d5, + 1 messages

transmitted from the base station are received and recorded by the intruders, or

more than d55- + 1 sensor nodes have been compromised, the intruders can recover the

polynomial f(:r, y) via Lagrange interpolation. In this case, the whole security system

is totally broken and cannot be used anymore. This property requires that both d;

and d5, must be very large for the scheme to be resilient to compromised node.

An alternative approach based on perturbation of the polynomial was also ex-

plored. The main idea is to add a small amount of random noise to the polynomial

in the original scheme so that the adversaries will no longer be able to solve the

coefficients using Lagrange interpolation. . However, this technique is proved to be

vulnerable to security attacks [49], since the random noise can be removed from the
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Table 4.1. Comparable Key Sizes in Terms of Computational Effort for Cryptanalysis

 

 

Symmetric Scheme RSA/DSA ECC—Based Scheme

(key size in bits) (modulus size in bits) (size of n in bits)

56 512 112

80 1024 160

112 2048 224

128 3072 256

192 7680 384

256 15360 512     
polynomial using error-correcting techniques.

For our scheme, each SAMA contains an AS of n randomly selected nodes that

dynamically changes for each message. Even if one message is corrupted, other mes-

sages transmitted in the network can still be secure. Therefore, n can be much

smaller than the parameters dz and dy. In fact, even a small n may provide adequate

source privacy while ensuring high system performance. The performance analysis

and simulation results will be provided in the following sections.

In addition, in the bivariate polynomial-based scheme, there is only one base

station that can send messages. All the other nodes can only act as intermediate

nodes or receivers. This property makes the base station easy to attack and severely

narrows the applicability of this scheme. In fact, the major traffic in WSNs is packet

delivery from the sensor nodes to the SINK node. In this case, our scheme enables

every node to transmit the message to the SINK node as a message initiator.

The recent progress on elliptic curve cryptography (ECC) has demonstrated that

the public-key based schemes have more advantages in terms of memory usage, mes-

sage complexity, and security resilience, since public-key based approaches have simple

and clean key management [52, 55, 56]. According to Table 4.1 [116], to achieve the

same level of security, the key size of elliptic curve—based schemes is much shorter

than that of the traditional public-key cryptosystem. This progress facilitates the

implementation of authentication schemes using ECC.
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4.6.2 Experimental Results

In this section, we implement the bivariate polynomial-based scheme and our proposed

scheme in a real world comparison. The comparison is based on comparable security

levels.

Simulation parameter setup

The bivariate polynomial-based scheme is a symmetric-key based implementation,

while our scheme is based on ECC. This requires us to determine the comparable key

sizes. According to [116], also summarized in Table 4.1, if we choose the key size

to be I for the symmetric-key cryptosystem, then the key size for our proposed ECC

will be 2l, which is much shorter than the traditional public-key cryptosystem. This

progress facilitates the implementation of the authentication scheme using ECC.

In the simulation setting, we choose four security levels, which are indicated by the

symmetric-key sizes I: 24-bit, 32-bit, 40-bit and 64-bit, respectively. The comparable

key sizes of our scheme are 48—bit, 64-bit, 80-bit and 128—bit, respectively.

We also need to determine d; and d5, for the bivariate polynomial-based scheme

and the n for our scheme. In our simulation, we select d5; equal dy and choose three

values for them: 80, 100 and 150. We assume that WSNs does not contain more

than 216 nodes in the simulation, which is reasonably large. For size n of the AS, we

choose four values in the simulation: 10, 15, 20, 30, although we believe that 30 is a

little bit larger than necessary.

We will compare the computational overhead, communication overhead, delivery

ratio, energy consumption, transmission delay, and memory consumption of our pro-

posed scheme with those of the bivariate polynomial-based scheme.

Computational overhead

For a public-key based authentication scheme, computational overhead is one of the

most important performance measurements. Table 4.2 shows the process time of our

scheme and the bivariate polynomial-based scheme for both authentication generation
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and verification. In the simulations, we assume that the key length of our scheme is

21. ‘

The simulations were carried out using Maple 12, which runs on an Intel Core

Duo CPU 6420 2.13GHz machine with 1.99GB memory. From Table 4.2, we have the

following findings:

0 For the bivariate polynomial-based scheme, the authentication generation time

is much shorter than the verifying time; meanwhile, for our proposed scheme,

the verification time is much shorter than the authentication generation time.

0 Our scheme is more efficient for hOp-by-hop authentication under comparable

security levels. More importantly, the verification time for our scheme is much

shorter than the bivariate polynomial-based scheme’s since verification will be

conducted in multiple hops.

Communication overhead and message transmission delay

The communication overhead is determined by the message length. For the bi-

variate polynomial-based scheme, each message is transmitted in the form of <

m, MAFm(y) >, where MAFm(y) is defined as: MAFm(y) = f(h(m),y) =

2310 ijj . MAFm(y) is represented by its dy + 1 coefficients Mi, 6 Zp, O S i S dy,

where p 6 (214,21) is a large prime number. The total length of < m, MAFm(y) >

is l(dy + 1).

For our scheme, the message format is: (m,8, r1, y1, - - - , rn, yn, s), where

m, 3, r5, y; are all numbers with length L. S is the ID list for all the nodes included in

the AS. Assuming the network is composed of /\ nodes in total, each ID will be of the

length: [logg XI. When n nodes are included'in the AS, the length of S is n[log2 X].

Therefore, the total length of one message for our scheme is: 2L(n + 1) + [log A].

Table 4.3 enumerates the message length for multiple scenarios with A = 216.

From this table, we can see that for each security level, the length of our scheme is

also slightly shorter than the bivariate polynomial-based scheme.
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Table 4.3. The Message Length for the Two Schemes (Byte)

 

Polynomial approach Proposed approach

dandy n

80 100 150 10 15 20 30

I: 24 246 306 456 152 222 292 432

Z: 32 328 408 608 196 286 376 556

l2 40 410 510 760 240 350 460 680

I: 64 656 816 1216 372 542 712 1052

 

 

 

 

  

 

         
 

The large communication overhead of the polynomial—based scheme will increase

the energy consumption and message delay. The simulation results in Fig. 4.6.2 and

4.6.2 demonstrate that our proposed scheme has a much lower energy consumption

and message transmission delay. These simulations were carried out in ns-2 on RedHat

Linux system. The security levels 1, 2, 3, 4 correspond to symmetric key sizes 24-

bit, 32-bit, 40—bit, 64-bit, and elliptic curve key size 48-bit, 64-bit, 80—bit, 128-bit,

respectively.
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We also conduct simulations to compare the delivery ratios and memory usage

of the two schemes. The results are given in Fig. 4.6.2 and Table 4.4. The first

simulation was carried out using ns—2 on RedHat Linux system, while the last one

was derived using Maple 12. The security levels are configured the same way as in

the previous simulations.

The results show that our scheme is slightly better than the bivariate polynomial-

based scheme in delivery ratio. However, our scheme has a much lower memory

consumption.

4.7 Summary

In this chapter, we proposed an unconditionally secure and efficient SAMA scheme

on ECC, based on the optimal MES. Our scheme could provide hop-by-hop authenti-

cation. Our scheme also allows any node in WSNs to transmit an unlimited number

of messages without suffering the threshold problem. Both theoretical analysis and

simulation results demonstrate that the proposed scheme is secure, efficient in compu-

tation and communication. In addition, we proposed network implementation criteria 5

for source node privacy protection and an efficient key management framework to iso—

late identified compromised nodes.
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CHAPTER 5

Conclusions and Future Work

5. 1 Conclusions

Source privacy, which is composed of two conflicting requirements: source-location

privacy and anonymous source authentication, is critical to the applications for WSNs.

In this dissertation, we propose schemes to protect source privacy.

5.1.1 Source-Location Privacy Protection Schemes

For source-location privacy, we first build a security evaluation model to quantita-

tively measure the security properties of different source-location privacy protection

schemes. Then using this model, we analyze some of the existing schemes. Under the

guidance of these analysis results, we propose a dynamic ID assignment scheme and

four routing-based source-location privacy protection schemes.

The dynamic ID assignment scheme aims at preventing the source-location in-

formation from being leaked in message content. Through this scheme, the adver-

saries cannot link messages generated by the same source node together. In this way,

correlation-based source identification attack is prevented.

The routing-based schemes are proposed to defend the traffic pattern analysis

attacks. In the first source-location privacy protection scheme, each message is be—

ing routed to a randomly selected intermediate node before the message is trans-

mitted to the SINK node. There are three intermediate node selection methods

introduced: constrained RSIN method, totally random RSIN method, and ring-band

RSIN method. Security analysis shows that constrained RSIN method can only pro—

vide limited source-location privacy protection over large scale WSNS, while totally
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random RSIN and ring-band RSIN can achieve network-level source-location privacy.

Simulation results illustrate that the constrained RSIN can provide the optimal com-

munication performance among these three methods. The performance of totally

random RSIN is much worse than the constrained RSIN. For energy consumption

and transmission delay, the performance of ring-band RSIN is between constrained

RSIN and totally random RSIN. However, the ring-band RSIN approach offers the

lowest delivery ratio. It is hard to say which method of these three is better than the

other two, users can make choices based on their specific situations.

The second source-location privacy protection scheme is implemented through

routing in a network-level mixing ring. This scheme consists of three routing phases.

The first phase is constrained RSIN, which can provide local source-location privacy.

The second phase routes messages in a network mixing ring (NMR), which aims at

network-level source-location privacy. In the last phase, messages are forwarded to

the SINK node. Security analysis shows that this scheme can guarantee provable

network-level source-location privacy.

The third and the fourth schemes are based on routing through multiple inter-

mediate nodes. The intermediate nodes are selected in an angle-based method and

a quadrant-based method respectively. For the third scheme, there is a tradeoff re-

lationship between the communication performance and the security property. The

users can determine whether this scheme should be more efficient or more secure

based on their requirements, which means the third scheme is tunable. The fourth

scheme can only provide network-level source-location privacy. However, when both

the third scheme and the fourth scheme are providing global source-location privacy,

the fourth scheme is more efficient.

5.1.2 Anonymous Source Authentication Schemes

The most secure authentication protocols for computer networks are usually imple-

mented through public-key cryptosystems. However, computationally intensive cryp-

tographic algorithms and large scale broadcasting-based protocols may not be quite

suitable for WSNS because of the limited resources of sensor nodes. This makes source
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message authentication a challenging task.

After analyzing some of the existing message authentication protocols for WSNs,

most of which suffer threshold limitation problem or could only provide end-to—end

authentication, we propose to address these problems through ECC technology in

this dissertation. Our scheme cannot only provide hop-by-hop authentication, but

also allows any node in WSNs to transmit an unlimited number of messages without

suffering the threshold problem. Both theoretical analysis and simulation results

demonstrate that the proposed scheme is secure with light overhead.

In addition, we propose network implementation criteria for source node privacy

protection and an efficient key management framework which ensures the identified

compromised node to be isolated.

5.2 Related Future Work

In this section, we discuss the related research topics as a proposal for future work.

5.2.1 Further Research on Theoretical Security Analysis of

Source-Location Privacy Protection Schemes

In Chapter 2, an evaluation model is proposed to quantitatively measure the security

properties of the source-location privacy protection schemes. Using this model, we

have analyzed the proposed schemes in Chapter 3. Our further research direction is

to formally prove that our proposed security evaluation framework is equivalent to

information-theoretical security.

5.2.2 Further Research on Multiple Network Mixing

Ring(MNMR)

In Section 3.4, we introduce a routing-based scheme, in which a network mixing ring

(NMR) is proposed to provide network-level source-location privacy. As a future

research task, we will study protocol design with multiple NMR (MNMR) in WSNs.
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We expect that the average transmission distance from the source node to the ring

node may be decreased while the security level of the constrained RSIN phase may

be increased. In addition, the multiple level NMR may be more secure than single

NMR.

5.2.3 Further Research on Secure and Energy Aware Rout-

ing

Energy and security are both important design issues for WSNs. An interesting re-

search topic that we will be investigate is to develop novel secure and energy aware

routing protocols that can address these two issues concurrently through balanced

energy consumption and probabilistic random walking. Based on the tradeoff rela-

tionship between security and energy, this protocol should provide tunable security

level and energy consumption pattern.

5.2.4 Further Research on Compromised Node Identification

of ECC-based SAMA

In Chapter 4, we introduce an ECC-based SAMA scheme. We also make a discussion

about the anonymity set (AS) selection, key management, and compromised node

detection methods to support the authentication scheme. More detailed further re-

searches in these supportive topics need to be carried out. Further theoretical analysis

and simulation results are necessary.
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APPENDIX A

List of Abbreviations and

 

Acronyms

AES Advanced Encryption Standard

AS ambiguity set a

DES Data Encryption Standard 5

DSA Digital Signature Algorithm

ECC elliptic curve cryptography

MAF Message Authentication Function

MES Modified ElGamal Signature Scheme

NMR network mixing ring

NSSI Normalized Source-location Space Index

RSIN Routing to a Single Intermediate Node

SAMA Source Anonymous Message Authentication Scheme

SDI Source-location Disclosure Index

SSI Source-location Space Index

WSNs Wireless Sensor Networks
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