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ABSTRACT

NETWORK ISSUES FOR 3D WIRELESS SENSOR NETWORKS

By

Fernando J. Cintrón

Wireless sensor networks (WSN) give the opportunity to monitor the environment by

performing sensing tasks in places that are difficult to reach or dangerous for humans. Nev-

ertheless, topographical characteristics of such places and the sensor node’s limitations intro-

duce new issues in WSN performance. Additionally, in scenarios where sensors are moving

or in rugged terrain, there is a high chance for them to be out of communication range,

causing network connectivity problems. Hence, solutions have to take into consideration the

aspect of the topography consisting of its three dimensional characteristics, namely, type of

terrain, terrain unevenness, and obstacles.

This dissertation discusses several research topics addressing issues relevant to WSN

connectivity and area coverage problems. First, changes in sensor communication range

are studied by varying sensors’ heights relative to the surface. A novel communication

technique that relies on the jumping capabilities of sensors is proposed. While the jumping

sensor robots are airborne, the change in elevation enhances their ability for a short time

to successfully communicate with other sensors that are out of communication range at the

ground level. Field experiments were conducted and results show a considerable improvement

in wireless communication ranges.

Second, the impact of network connectivity and area coverage in a jumping sensor net-

work is further studied. A Hopping Sensor Network Model is defined to increase sensing

area coverage along with the enhancement of network connectivity. A Hopping Sensor Rout-



ing Protocol is designed from the model that balances the energy consumption on active

jumping sensor nodes. Results from simulations show the increase in area coverage obtained

from jumping sensor networks, and the effectiveness of the routing protocol to optimize

communication paths while balancing energy depletion in the network.

Third, a distributed wireless sensor network organization to establish a functional net-

work, without requiring initial topology information, is presented. Two decentralized algo-

rithms that use the jumping capabilities of sensors are designed for the discovery of isolated

sensors. Simulation results show the success of the algorithms to enhance base station

reachability. Additionally, cluster to cluster (C-to-C) packet forwarding schemes relying on

boundary jumping sensor gateways are defined and analyzed, showing remarkable savings in

network energy consumption.

Fourth, in order to have a functional network, it is important to address connectivity

issues in an application oriented manner. This work presents an efficient node redeployment-

decision process to produce a functionally heterogeneous (jumping and non-jumping sensors)

WSN with a performance guarantee. Network performance is defined as a network fitness

formula considering the network Quality of Connectivity (QoC). Decision making algorithms

for node relocation and topology defragmentation are presented, along with a discussion of

their performance.

Fifth, a multi-step procedure to produce a direction oriented jumping sensor network is

presented. A jumping sensor robot approach is introduced for collecting and processing signal

strength data into relative geographical orientation information. A directional-orientation

decision algorithm is defined to process the orientation information. Furthermore, an error

identification and correction procedure is established. This has proven to accurately fix the

true orientation of the nodes by using only a pair of location aware beacon nodes.
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Chapter 1

INTRODUCTION

Wireless Sensor Networks (WSNs) serve a broad range of applications, for e.g., environmen-

tal monitoring that includes sensing of temperature, sound, movement, earth tectonic plate

vibrations, pressure, and toxic condition among others. WSNs offer the ability to monitor

large scale areas where wired networks may be unviable or infeasible to establish. Further-

more, they present the opportunity to monitor the environment by performing sensing tasks

in places that are difficult to reach or dangerous for humans. Nevertheless, topographi-

cal characteristics of such places and the sensor node’s limitations introduce new issues in

WSN performance. Additionally, in scenarios where sensors are moving or in a rugged ter-

rain, there is a high chance for them to be out of communication range, causing network

connectivity problems.

This dissertation presents solutions to improve WSN connectivity and network deploy-

ment efficiency. It considers sensor nodes’ limitations in combination with three-dimensional

characteristics of the topography, namely, type of terrain, terrain unevenness, and obstacles.

With this goal present, novel techniques optimized for sensor nodes with limited capabili-

ties are presented. In this chapter, challenges of today’s WSN are introduced, along with

motivations for connectivity efficient and enduring networks.

1



1.1 WSN Challenges

Although WSNs are self-organizing and provide an ease of deployment, the sensor nodes have

inherent shortcomings in form of limited battery, processing capabilities, and communication

range.

1.1.1 Connectivity and Area coverage

Sensor nodes used in the network have the task to monitor their surrounding environment.

The area that they cover depends on two factors: (1) the sensing range of the sensors, and

(2) the connectivity of the sensors. The sensing range is a property dependent on the type of

sensing, which is defined by the application’s demands. In other words, it can be considered

as an application-logistic problem. For the scope of this dissertation, connectivity is defined

as follows: a single node is said to have connectivity if it has a direct communication path

to the base station (one communication hop) or an indirect communication path to the

base station via its neighbor nodes (multi-hop routing communication). In contrast to the

sensing range, the connectivity presents a dynamic problem for mobile sensor networks and

topography scenarios requiring less precise deployment techniques.

Network Connectivity is an important factor because when a sensor is not able to reach

the base station (i.e., it does not have connectivity), the data gathered by the sensor cannot

be transferred to the base station. Depending on the application’s tolerance to communica-

tion delay and unpredictability of events for the disconnected sensor to regain connectivity,

the collected data can become outdated. Therefore, connectivity is a crucial aspect for the

network to operate.
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1.1.2 Wireless Communication Challenges

Wireless communication is affected by many factors: environment, distance, antenna type

and height, etc. These factors can cause signal fading, resulting in reduced communication

range, which can negatively affect the transmission of network packets.

The distance between sensor nodes is one of the critical factors that dictates the received

signal strength (RSS). The farther away the sensors are from each other, the weaker the

received signal strength will be, and the tendency for packet loss increases. Ideally, all sen-

sors would be placed within the wireless communication range of each neighbor. However,

as previously stated, this becomes infeasible in scenarios where sensors are moving, or in

difficult-to-reach terrains where more aggressive deployment techniques (e.g., air-borne dis-

persion) are required. In such cases, the deployment of sensors becomes unevenly spread

over the target field. Furthermore, as more aggressive the deployment technique becomes,

the impact on the design of the sensor, e.g., usage of short length antennas, creates a further

reduction of communication range.

Beside the limitation of sensor nodes, sensors’ specification often advertise communi-

cation characteristics under ideal conditions, not reflecting the adversity of the conditions

presented to today’s use of sensor networks. For instance, sensor networks are deployed in

rough terrains where ground unevenness and obstacles greatly interfere with wireless commu-

nication. Moreover, sensor nodes tend to be small in size and height, making heavy foliage

a potential line of sight obstacle in wireless communication.

Given the nature of sensor network deployment and the constraining factors, it is almost

certain for a WSN to experience connectivity related problems.
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1.2 Motivation

1.2.1 Communication Range Increase in WSN

It is known that a change in antenna elevation affects wireless communication range. The

communication range of a sensor node increases with its elevation with respect to ground

level, within practical bounds.1 A temporary change in sensor elevation is seen in jumping

sensor robots. While the sensor is jumping, the change in elevation enhances, for a short

time, its ability to communicate with other sensors that were not reachable at ground level.

The jumping sensor (also known as hopping sensor for its movement resemblance to

grasshoppers) concept is inspired by natural wild life behaviors to perform sensing tasks in

environments where it becomes difficult for other types of sensor robots, e.g., wheeled sensors.

The jumping motion is not as accurate as the wheeled motion, but is adequate for rough

terrains where wheeled sensors cannot perform as desired. Figure 1.1 shows three jumping

sensors2 at ground level, while one jumping sensor is in the act of jumping (airborne). The

picture was enhanced to display a close view of the jumping sensor. Dotted red lines highlight

the airborne sensor and the embedded magnified view.

Jumping sensors provide an alternative to address common WSN’s problems. The use

of jumping sensors requires the study of three-dimensional aspect of network topologies.

However, WSN are usually modeled in a two-dimensional space, leaving out the effects of

topology characteristics issues, and dynamic changes in sensor nodes’ height with respect to

others.

1Communication impact from sensor node elevation is presented in Chapter 2.
2Jumping sensor prototypes presented in Fig. 1.1 are developed by Zhao et al. (2009).
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Figure 1.1: Active Airborne Jumping Sensor, Zhao et al. (2009). For interpretation of the
references to color in this and all other figures, the reader is referred to the electronic version
of this dissertation.

1.2.2 Jumping Sensor Networks and Connectivity

When wireless sensor nodes are randomly deployed in a field, there may be areas that lack

sensor nodes. These areas tend to create communication holes, and in the worst case, break

the topology into disconnected clusters of nodes, i.e., disconnected groups of interconnected

nodes.

The problem of communication holes in WSN can be addressed using different approaches.

An intuitive method is to increase the node density, i.e., amount of nodes per unit area. This

approach provides a feasible solution for tasks, which can be performed with relatively cheap

technology. However, leading edge technology demanding applications are expensive, given

that the price per node tends to be higher. On the other hand, node relocation provides the
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opportunity to use those nodes that are redundant in some areas to cover communication

holes. However, relocation is not possible in difficult to navigate terrains such as river stream,

lakes, or harmful areas. As an alternative to reach farther, signal transmission power can be

amplified. Nevertheless, many topology control protocols for WSN use maximum transmission

power of the nodes at their initial phases, and still experience connectivity problems, due to

the presence of communication holes.

Complete and persistent network connectivity within a random wireless sensor network

topology is difficult to guarantee. Instead, jumping sensors can be used to temporarily

increase connectivity in wireless sensor networks. However, a topology of jumping sensor

nodes configured to enhance network connectivity by means of jumping can significantly

reduce the network life span, if not well managed. With the help of selected jumping sensors

on disconnected clusters, enhanced connectivity can be achieved without fully compromising

network energy.

1.2.3 Network Fitness

In order to have a functional network it is important to address connectivity issues in an ap-

plication oriented manner. However, efficient node redeployment is a key aspect for enduring

WSN.

WSN applications require a certain level of network performance guarantee to properly

function. Some applications can withstand an intermittent connectivity (delay tolerant),

meaning that communications between node pairs do not require long lasting wireless com-

munication links. Instead, the communication occurs for short periods of time during the

network lifespan. In such cases, network cost for redeployment could far exceed the gains

provided by jumping sensors. It is clear that connectivity alone is not representative of
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potential network performance. Therefore, an evaluation metric representing the fitness of

a WSN in terms of the quality of its connectivity is required.

Part of this research is dedicated to providing a Quality of Connectivity (QoC) perfor-

mance metric for WSN. Furthermore, the contribution of having such metric is twofold.

First, it provides a non-heuristic performance metric for the network topology, allowing al-

most instant topology evaluation after deployment. Second, it serves as an optimization

metric for node redeployment.

1.2.4 Relative Orientation

Relative orientation is used by humans on a daily basis, as a set of directions to reach from

one place to another, without knowledge of detailed location information. Many times, the

orientation is obtained in the simplest form as place reference, guiding ourselves in a reference

relaying manner, e.g., “Let’s meet in the coffee shop north of the campus library.”. While

the orientation concept seems relatively simple in nature, it is still a challenge to purely

obtain orientation information without relying on precise localization systems, sometimes

impractical for a highly resource constrained (CPU, power, form-factor, etc.) WSN.

It is clear that as newer generations of jumping sensors become available, opportunities

open up to solve many existing Wireless Sensor Network (WSN) problems, which include a

node’s relative orientation. We define a node’s relative orientation as the ability of a node to

identify the direction of a target (e.g., neighbor node) from its current location relative to a

reference direction. Obtaining a reference direction, such as the magnetic north, has become

simple with the usage of inexpensive magnetic compass sensors. However, the challenge

remains to determine the relative direction of a neighbor node.

Jumping sensors display an opportunity to utilize the resulting airborne rotation, ob-
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tained from the jumping action, to collaboratively identify neighboring nodes’ relative posi-

tion. This can be achieved with the usage of signal strength readings at different orientation

angles. Such a method, presents a series of challenges including signal strength analysis,

prediction and error correction methodologies.

1.3 Structure of the Content

This dissertation is organized as follow. Chapter 2 gives a background survey. Chapter 3

discusses wireless signal propagation from a WSN perspective. Fundamental factors re-

sponsible for decrease in successful wireless communications are presented and evaluated.

Furthermore, it introduces an approach to decrease packet loss and increase communication

range in a wireless jumping sensor network. Chapter 4 shows the impact of jumping sensors

on connectivity and area covered, and presents a Hopping Sensor Network Model to increase

the sensing area coverage. A hopping sensor network topology, and the introduction of two

algorithms for node discovery and connectivity increase with the use of jumping sensors as

gateways are discussed in Chapter 5. Chapter 6 presents an efficient node redeployment-

decision process to produce a functionally heterogeneous (jumping and non-jumping sensors)

WSN with a performance guarantee. Network performance is defined as a network fitness

formula considering the network Quality of Connectivity (QoC). Chapter 7 a multi-step

procedure to produce a direction oriented jumping sensor network topology is presented.

Finally, Chapter 8 concludes this dissertation with an overall summary, and highlight areas

for future research work.
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Chapter 2

BACKGROUND SURVEY

This chapter provides a survey of related work to wireless sensor networks. It first presents

existing work in the area of wireless sensor design. Second, since energy is at premium in

sensor nodes, related work to efficient network energy management protocols is discussed.

Third, connectivity and area coverage are topics directly addressed in this dissertation,

therefore, work relevant to these topics is covered. Forth, topology control methodology is

reviewed. Fifth, one decade of research progress in the area of jumping robots prototypes

is presented. Sixth, a survey of state of the art sensors is provided. Last, related work to

sensor localization and its challenges is discussed.

2.1 Wireless Sensor Design

The design of a wireless sensor network is a non trivial process. Römer and Mattern (2004),

provided insight to different dimensions of the design space of a wireless sensor network.

Some of the design aspect discussed are:

• Deployment: The deployment of sensor nodes into a target field is the initial phase

to build a sensor network. However, it may be a continuous process during the life

spam of the network, e.g., failed node replacement. Nodes may be installed at precise

locations or deployed randomly. The deployment technique affects network properties

such as node density, node locations, coverage, and connectivity.
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• Mobility: Sensor nodes may have automotive capabilities, enabling to relocate them

to target destinations. However, mobility may occur in a passive (incidental) manner,

as the result from environmental influences such as wind, water streams, or carried by

a mobile entity.

• Resources and Energy: The target application and the field environment dictate the

type of sensors that the wireless network will be composed of, e.g., hundreds of small

sensors vs. few sophisticated sensors. As sensor nodes become more sophisticated, the

cost of a single unit becomes higher, which can be suitable for networks where few

nodes are needed, but economically impractical for large-scale networks. Furthermore,

the size of a sensor node can constraint available energy, computing, storage, and

communication resources.

• Heterogeneity: Sensor networks may be composed of different sensor nodes and devices.

Some nodes with special capabilities, such as, more computing power, greater storage

resource, or longer communication range may be positioned on key locations to collect,

process and route data from other sensors.

• Infrastructure: Wireless networks are built as infrastructure-based networks, ad-hoc

networks, or a combination of both. In an infrastructure-based network, a set of base

stations devices are deployed, to be used by sensor nodes to communicate. Base stations

serves as intermediary relays on any communication. On the other hand, in an ad-hoc

network, nodes directly communicate with each other in a collaborative manner, i.e.,

nodes can serve as routers for those nodes that cannot directly communicate, without

the use of an intermediary base station.

• Network Topology: The maximum number of communication hops between any two
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nodes in a network is known as the network diameter. This property is important since

it affects network latency, and tolerance to node failure.

2.2 Network Energy Management

Among all the design aspects, energy and communication constraints have the highest influ-

ence on the node’s performance. Wireless sensor life is usually limited by a battery source,

hence it is important to reduce the energy consumption to maximize sensor life. There

has been a significant amount of work carried out to reduce the impact of energy usage for

wireless sensor operation.

Shah and Rabaey (2002), proposed an energy aware routing scheme that uses sub-optimal

paths occasionally to provide substantial gains. Their approach is based on the premise that

always using lowest energy paths may not be optimal from the point of view of network

lifetime and long-term connectivity. An uncontrolled usage of lowest energy paths may

deplete the energy on nodes located on critical routes, creating a disruption in network

connectivity.

Data-gathering is an important issue in wireless sensor network since energy is usually a

scarce resource on the sensor nodes. The problem of energy efficient data-gathering escalates

when nodes are capable of mobility. Liu et al. (2004); Liu and Lee (2004) provided clustering-

based and time-driven protocols to minimize the energy consumption for data-gathering in

wireless mobile sensor networks.

Carbunar et al. (2006), focused on the detection and elimination of redundant sensors

without affecting network coverage, improving energy efficiency on the network. Similarly,

an approach was introduced by Cheng and Yen (2006), to obtain an optimal active sensor
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selection while retaining system coverage. Likewise, Ding et al. (2007), presented a connec-

tivity based Partition Approach (CPA) to partition sensors into groups. Groups follow a

sleep scheduling for sensor nodes, preserving network communication quality and reducing

the energy consumption on the sensor network. CPA differs from other approaches since it

is based on measured connectivity, and not on nodes’ locations.

2.3 Connectivity and Area Coverage

In wireless communication signal strength fades over distance. Low signal strength negatively

contributes to high packet loss, increasing the possibility of communication links breakage.

Aguayo et al. (2004), analyzed the importance of network planning over packet loss and the

implications for MAC and routing protocol design. In order to better understand wireless

network performance, signal strength estimation for indoor communications was performed

by Biaz et al. (2005). Similarly, Kavak et al. (1999) studied the effects of base station antenna

height and mobile node movement over wireless communication.

Maintaining system connectivity in a wireless sensor network is a key issue for maximizing

area coverage. Wang et al. (2003), studied the relation between wireless sensor network

coverage and connectivity. In fact, they observed that coverage infers connectivity if the

radio transmission range is at least twice the sensing range, i.e. Rt ≥ 2Rs. The relation

allowed them to treat coverage and connectivity as one problem. Similarly, Zhang and Hou

(2005), obtained the same coverage and connectivity relation (Rt ≥ 2Rs), proving that when

the relation is satisfied, complete coverage of a convex area implies connectivity among the

set of nodes in that area.

Clustering techniques have been discussed to achieve higher network connectivity. Younis
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et al. (2006) studied two clustering methods, for wireless sensor networks. In the first method,

multiple gateways are deployed, and sensor nodes associate with them to form clusters. The

second method is a multi-tier architecture, in where selected sensors are designated as agents

to connect unreachable nodes to a single gateway. Multi-tier clustering showed superior node

reachability, but requires more sensors involved in network management.

In mobile wireless sensors, area coverage is often achieved by relocating sensors to needed

areas. Howard et al. (2002), used virtual forces to redistribute sensors. Sensors are repelled

from obstacles objects or from others nodes in order to maximized the covered area. Sim-

ilarly, Zou and Chakrabarty (2003) proposed a Virtual Force Algorithm (VFA) to enhance

sensor field coverage. However, even with groundbreaking relocation techniques there will be

situations where the relocation of the sensors to needed areas is not possible due to obstacles

or terrain types (eg., river streams, lakes, etc.). This become a major problem when sensors

are sparsely distributed over the field (e.g., when using air deployment), because there is

a higher possibility for sensors to be left without connectivity, consequently affecting area

coverage.

2.4 Topology Control

The topology of an ad hoc network is defined as the set of communication links between

nodes pairs used explicitly or implicitly by a routing mechanism, Ramanathan and Rosales-

Hain (2000). Different factors can affect a topology. Some of them can be classified as

uncontrollable such as node unpredicted movement, noise interference, and obstacles. Others

can be controllable such as node transmission power, node relocation, and by limiting the

amounts of neighbors that each node keeps track.
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Topology control is important since wrong topology control will result in degraded per-

formance and even poor connectivity on the network. For instance, a too dense topology

will limit the spatial reuse, hence network capacity is reduced. On the contrary, if the

topology is too sparse, connectivity can be degraded. Moreover, a good power control is

necessary to extend battery life of nodes, and to avoid extremes power levels. In fact, too

high transmit power level result in excessive interference among nodes, creating high MAC-

level contentions. On the other hand, too low transmit power level results in a disconnected

network.

The following methods address the problem of controlling the network topology by ad-

justing the above mentioned controllable factors.

2.4.1 Degree-based Mobility Model

Mobility of nodes in wireless network introduces more complexity in the system models.

There are some studies in literature that propose mobility models in order to decrease mo-

bility effect on network performance and permit to test algorithms for realistic scenarios.

Mobility models can represent mobile nodes whose movements are independent of each other,

or mobile nodes whose movements are dependent on each other Camp et al. (2002). Some

well-known mobility models are: random walk, random waypoint, random direction, Gauss-

Markov and parallel path, they differ from each other about the choice of speed and direction

of the nodes.

• Random walk: a simple mobility model based on random directions and speeds.

• Random waypoint: a model that includes pause times between changes in destination

and speed.
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• Random direction: a model that forces mobility nodes to travel to the edge of the

simulation area before changing direction and speed.

• Gauss-Markov: a model that uses one tuning parameter to vary the degree of random-

ness in the mobility pattern.

• Parallel path: a model where a mobile node picks a random speed and move across

the geographical area following a direction parallel to one of the boundary lines.

In Santi (2005), a different approach of mobility model is proposed: mobility is used to

achieve a physical topology with better performance in connectivity, instead of decrease its

impact. At this aim, mobility is created in an artificial way: a static wireless network is

overlaid by a mobile wireless network. The static network is assumed as a wireless sensor

network or a wireless mesh network (where nodes take data and send it to the sink or to

the backbone) and the mobile network is constituted by nodes that follow a certain mobility

pattern. Direction of the mobile nodes is determinate by a measure of importance of static

neighbors. In particular, a degree-based mobility model is defined, where the probability

distribution for the direction depends on the degree of the static nodes.

In its work, topology is generated in the following manner: a sink node is placed in the

central geographic area and static nodes are placed around it in a growing manner, where

new static nodes are placed around previously placed static nodes, to avoid isolated nodes

and to have a fully-connected network. Every static node is ensured to be in the coverage

area of at least one and at most k neighbors, where k is a chosen parameter accordingly to

the desired coverage. A multi-hop connectivity is considered between nodes and the sink,

when data is sent to the sink.
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The speed of mobile nodes is uniformly distributed between [0, Vm] and the probability

distribution of direction is proportional to the importance of the neighboring nodes. Hence,

mobile nodes move through more important static nodes. In particular, in Yanmaz (2008),

the distribution of the direction of a mobile node depends on the degree of its neighbors,

where degree of a node is defined as the number of connections of that node with nodes that

are within its transmission range.

This mobility model increases the connectivity of a sparsely-connected grid topology and

the random topology. Moreover, using mobile nodes overlaying a static network decreases

the average static node-to-sink number of hops, creating shortcuts between nodes of the

static network.

2.4.2 Transmit Power Adjustment

Topology control is considered in Ramanathan and Rosales-Hain (2000), as a constrained

optimization problem of practical importance; particularly as minimizing transmit power

subject to two constraints: network connected or network biconnected. Therefore the prob-

lem in this case is adjusting the transmit powers of nodes to obtain a desired topology.

There are two centralized algorithms in order to minimize the maximum power used per

node for use in static networks: CONNECT and BICONN-AUGMENT. For mobile networks

two distributed heuristics are introduced, Local Information Non Topology (LINT) and

Local Information Link-State Topology (LILT). They adapt node transmit powers related

to topological changes and aim to have a connected topology using minimum power.

CONNECT is a simple algorithm where every component is merged iteratively until one

component is left. In the BICONN-AUGMENT a connected network is increased to obtain

a biconnected network, which is based on CONNECT. In both cases a post processing can
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be used to delete redundant connections and to ensure per-node minimally.

In LINT, each node has three parameters: a desired node degree, a high and a low

threshold on the node degree. Periodically, each node changes its power level with respect

to the number of its active neighbors, keeping the node degree between the two thresholds.

LILT is an improvement of LINT, it overrides the high threshold when there is a topology

change from the routing protocol update results (i.e. link-state protocols). It is composed

of two main parts:

• Neighbor Reduction Protocol (NRP): In charge of maintaining the node connectivity

degree around a certain configured value.

• Neighbor Addition Protocol (NAP): Employed to increase the node transmit power if

the topology changes indicated by the routing update is in undesirable connectivity.

Initially all nodes start with the maximum possible power to obtain the maximum con-

nected network, enabling successful propagation of updates and the initialization of a network

topology database at each node. After initialization, a node receiving a routing update has to

determine in the state of the updated topology: disconnected, connected (not bi-connected),

or bi-connected. NRP and NAP are activated on each node, depending on the topology

state. If the topology is disconnected, the node increases the transmit power to the maxi-

mum possible value. If connected (not bi-connected), special bi-connectivity augmentation

is performed, in where power changes are coordinated with other nodes to avoid all nodes to

react to the topology changes. Finally, if the topology is found to be bi-connected, no action

is taken.

It is important to note that node coordination is achieved by setting a controlled ran-

domized timer for each node, before taking an action. Nodes proceed to take an action only
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if the topology is still in an undesired state after the timer has expired.

2.4.3 Local Minimum Spanning Tree (LMST)

LMST, described in Li et al. (2003), is a minimum spanning tree (MST) based topology

control algorithm in where each node builds his local minimum spanning tree independently

and only keeps as neighbors those nodes that are one-hop away from it. The topology

constructed under MST preserves the network connectivity and bounds by 6 the degree

of any node. A small node degree is desired because it reduces the MAC-level contention

and interference among nodes. Moreover the resulting topology can be further converted in

one with bi-directional links. Having a topology that only consist of bi-directional links is

important for link level acknowledgments, and medium access control mechanisms such as

RTS/CTS in IEEE 802.11.

Besides the algorithm presented in Li et al. (2003), guidelines to design an effective

topology control are introduced:

• Network connectivity has to be preserved with the use of minimal possible transmission

power on every node.

• Algorithm has to be distributed: each node has to make decision based on the infor-

mation it has collected from the network.

• Algorithm has to be dependent only from locally information, to have less impact from

mobility.

• Bi-directional links and small node degree are desired on the topology.

Moreover, the network topology constructed under the common maximum transmission
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range for all nodes, denoted as dmax, is represented as a graph G = (V,E), where V is

the set of the nodes in the network and E is the edges set of G, which represents connection

links between nodes that are within the transmission range dmax. Each node (u) is assigned

with a unique id and it is defined to have a visible neighborhood NVu(G). The visible

neighborhood NVu(G) is the list of neighbor nodes that node u can reach by employing its

maximum transmission power.

LMST algorithm has three phases: information collection, topology construction and de-

termination of transmission power; with an optional optimization phase for the construction

of the topology with bi-directional edges.

The first phase, namely information collection, is the exchange of information by each

node. This information is composed by the node id and position. This aim can be reached

using a periodic message transmitted with the common node maximum transmit power. The

time interval between two of these messages depends on the level of node mobility in the

network.

In the second phase, topology construction, each node applies Prim’s Algorithm inde-

pendently to obtain its local minimum spanning tree. Two points are fundamental to have

a power efficient minimum spanning tree: the weight of an edge has to be the transmission

power between the two nodes, and the local minimum spanning tree constructed by each

node has to be unique. Since multiple edges with the same weight exist, the minimum span-

ning tree is not unique. Therefore, a new weight function is defined to guaranteed that in

each step of Prim’s algorithm the choice of minimum weight edges is unique, resulting in an

unique local minimum spanning tree per node.

It is assumed the maximal transmission is known and it is the same to all nodes. With

the message in the first phase every node knows the specific receiver power level of each
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of its neighbors. In the third phase, the transmission power that a node needs to reach

its neighbors is determined considering two propagation models: the free space propagation

model and the two-ray ground propagation model. In both models, there is a common

relation between Pt (power used to transmit) and Pr (power received):

Pr = Pt ·G (2.1)

where G is a function of the antenna gains of the receiver and transmitter, the antenna

height of the transmitter and receiver, the distance between transmitter and receiver, the

wave length and the system loss. In other words, if we have two nodes A and B, when A

receives the position information from B, it measures the receiving power Pr and obtains G

for node B as:

G =
Pr

Pmax
(2.2)

Therefore, in order for B to be able to receive A’s message, A needs to transmit at least:

Pth ·G (2.3)

where Pth is the minimum power threshold of a node to successfully receive a message.

In the optional optimization phase, a bi-directional network is built with two solutions: to

enforce all the uni-directional links to become bi-directional; or to remove the uni-directional

links and place them with two new topologies. The first one gives more routing redundancy,

while the second one is more efficient in terms of spatial reuse. Furthermore, different

important properties of LMST algorithm are proved, and it is determined how often the

neighbors information should be exchanged for the topology to be updated, by using a
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probabilistic model of node movement.

2.5 Mobile Robots

The development of new kinds of mobile sensors that can deal with terrain adversities has

always been a stimulating topic of research. Jumping robot technology, also known as

hopping robots, are characterize by their jumping method of movement. Jumping robot

development has improved during the last decade, but working prototypes are still scarce.

Nevertheless, this technology represents an unique opportunity for wireless sensor networks

to be deployed in hard to reach areas or difficult to navigate with traditional wheeled mobile

robot sensors.

Wei et al. (2000), built a prototype no bigger than a 5cm cube size, powered by a battery

source, with no active directional control, resulting in constrained movement. A more in

depth design for a jumping robot, including a working prototype, was later presented and

suggested for usage in celestial body exploration by Burdick and Fiorini (2003).

Increasing jumping height and horizontal displacement, with power source limitations has

been one of the main are of research for this technology. Scarfogliero et al. (2007), developed

a jumping robot inspired from frog locomotion to achieve longer jumps. Similarly, Kovac

et al. (2008) presented a miniature prototype with only 7 grams of mass, able to achieve

jump heights of more than 1 m.

A combustion-driven piston prototype of a hopping robot was developed by Sandia Na-

tional Laboratories1. The hopping robot can make jumps up to 3 ft (approx. 0.9 m) of

height, and move horizontally up to 6 feet (approx. 1.8 m) (German (2000)). It is capable of

1http://www.sandia.gov
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making 4, 000 jumps on a single fuel tank (20 grams of fuel). Another experimental hopping

robot can make jumps up to 20 ft (approx. 6 m) of height, and can perform about 100

jumps on a single fuel tank.

As hopping robots’ designs evolve, the opportunity to incorporate them into a wireless

sensor network arises. Zhao et al. (2009), discussed the design and development of a manually

loaded, self-stabilizing jumping robot that carries a microcontroller with sensing capabilities.

It uses a 3.7 V , 100 mAh LiPo battery, and is capable to jump up to a height of 0.35 m. An

enhanced design able to perform continuous jumps was later introduced, Zhao et al. (2010).

Research involving hopping sensors has been focused on their relocation. Cen and Mutka

(2008), discussed hopping sensor relocation, considering the impact of air disturbance and

movement inaccuracy. Similarly, Pei et al. (2009); Kim et al. (2010), provided relocation

algorithms for hopping sensors in obstacle abundant terrains. Other relocation algorithms

with balanced migration of hopping sensors, are presented by Kim and Mutka (2009a,b).

Their objective is to avoid the creation of new sensing holes from repeated hopping sensors

requests made to a single supplier.

2.6 State of the Art Sensors

There are different wireless sensor nodes available in the market nowadays. Many of them are

characterize by their small size and low power consumption, Warneke et al. (2001). MICA2,

MICA2DOT, and IRIS are some of the wireless measurement system modules developed by

MEMSIC2. These modules come with expansion connectors for light, temperature, relative

humidity, barometric pressure, acceleration and seismic activity, acoustic, magnetic field, and

2http://www.memsic.com/wireless-sensor-networks/
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others sensor boards. The main differences are on the module size, battery types, data rates,

transmission frequencies, and advertised communication ranges. Some of these specifications

are summarized in Table 2.1.

It is worth to note that experimental communication range for these modules, on open

field scenarios, is much smaller than the advertised. More details on experimental results is

provided in Chapter 3.

Table 2.1: Wireless Measurements Systems Specifications

MICA2 MICA2DOT IRIS
Battery 2X AA 3V Coin Cell 2X AA

Size3(mm) 58 x 32 x 7 25 x 6 58 x 32 x 7

Weight3 (grams) 18 3 18
Radio Center Frequency 868/916 MHz, 433 MHz, 315 MHz 2.4 GHz
Data Rate (Kbps) 38.4 250
RF Max. Power (dBm) 5, 10 3
Receive Sensitivity (dBm) -98, -101 -101
Outdoor Range (m) 150, 300 300

2.7 Wireless Node Localization and Relative Orienta-

tion

Global Position Systems (GPS) are perhaps the most popular localization technology avail-

able. GPS receivers are able to obtain global coordinates with an accuracy within 3 meters,

and even less than a meter when combined with augmentation systems, Aeronautics and

Space Engineering Board (1995). Nevertheless, the real time operation and high accuracy

of GPS receivers comes with a high power consumption, making this technology infeasible

for many wireless sensor networks mainly composed of nodes with constrained power. For

3Size and weight of the modules excludes the battery pack.
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this reason fewer specialized GPS enabled nodes are sometimes deployed to act as beacons.

However, this also comes with complications since in order to establish a coordinate system,

a minimum of three non-collinear beacon nodes are required for two dimensions localization,

and four non-coplanar beacons for three dimensions localization. Therefore, beacon place-

ment must be planned; something that can become impractical for scenarios where sensors

are deployed in remote areas, e.g., volcano monitoring by air-dropped sensors, Song et al.

(2009).

In addition, node localization with beacon nodes requires each node to estimate the

distances to a subset of beacons. Beacon distances from the node are used to determine

nodes’ location with trilateration. Receiver Signal Strength Indicator (RSSI) is perhaps the

less invasive method to estimate the distance between two communicating nodes. Signal

path loss models are used to predict the signal strength over distance, Goldsmith (2005);

Whitehouse (2002). Hence, the RSSI of beacons nodes is collected by the nodes and used to

predict the distances.

Other methods for more accurate distance estimation require additional hardware. Speak-

ers and microphones are used for Time Difference of Arrival (TDoA), in where acoustic signals

are used to measure the signal traveling time and compute the distance Balakrishnan et al.

(2003). On the other hand, Angle of Arrival (AoA) uses an antenna array or microphone

array to determine the direction of propagation of a signal Priyantha et al. (2001). The

drawback of these methods is the added mass and bulkiness they pose to the sensor robot,

making them impractical for most mobile nodes. Moreover, the tight dependency to precise

beacon placement presents a challenge to the design phase of WSN.

Node orientation is usually derived from each nodes’ location coordinates. Location aware

sensors utilize their position coordinates to navigate and reach to target destinations. This
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approach becomes unfeasible for the vast majority of sensor nodes with limited capabilities.

Furthermore, most relocation operations could rely in partial relative-orientation information

obtained from neighboring nodes.

In Chapter 7, a multi-step procedure to obtain sensors’ relative orientation is presented.

The procedure employs the equipment already available in jumping sensors robot prototypes

without additional hardware that could compromise the design and performance of the sensor

nodes.
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Chapter 3

WIRELESS COMMUNICATION

RANGE INCREASE

3.1 Preliminaries and Motivations

Wireless communication can be affected by many factors: environment, type and height of

antenna, noise, out of range receivers, etc. These factors can cause signal fading, reducing

effective communication range, and increasing the tendency for packet losses at receiving

nodes. If the communication between two sensor nodes experiences packet losses, retrans-

mission may be required for those packets. Furthermore, if the sensor nodes are to distant

from each other, they can become excommunicated from the network, creating network par-

titioning. Solutions approaches to deal with network partitioning and connectivity increase

are discussed in Chapter 5.

This chapter studies the changes in sensor communication range, by varying sensors’

heights relative to the surface. In order to increase wireless communication range in sensor

networks, a communication technique that relies on the jumping capabilities of jumping

sensors is proposed. While the sensor is jumping, a change in the altitude enhances, for a

short time, the ability to communicate with other sensors. Base on this, a novel airborne

communication process is defined. Field experiments were conducted and results discussions

are provided.
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3.1.1 Chapter Organization

First, a discussion of wireless signal strength from a sensor network perspective is given

in Section 3.2. Experimental evaluations are presented and compared to existing signal

path loss propagation models. Section 3.3 introduces airborne communication concepts and

implications. A jumping algorithm and the airborne communication process are defined

for the management of data transmissions in multiple jumps and the synchronization of

transmitter and receiver nodes, respectively. Section 3.4 presents experimental evaluations.

A chapter summary is provided in Section 3.5.

3.2 Received Signal Strength

Received Signal Strength (RSS) is the measured power of the signal when received by a

node. RSS serves as an indicator of quality of signal reception. Therefore, to study commu-

nication patterns, a discussion of factors impacting signal strength and their importance to

a jumping sensor communication is given. Among the different factors that can affect signal

strength, this work will focus on the effects of communication distance, sensor elevation, and

transmission power.

3.2.1 Impact of communication distance on RSS

In order to evaluate the impact of communication distance on RSS, experiments were per-

formed in open areas such as a parking lot and a football field with natural grass turf. IRIS

Crossbow sensor nodes were programmed to transmit packets at regular intervals, at their

maximum transmission power (3 dBm). An IRIS base station mounted on a sensor board

was used to measure the RSS of the packets. Measurements were taken at different separa-
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tion distances between the transmitter and receiver. Two packet transmission interval rates

(50 msec, 20 msec) were used to see the effect of packet rate over RSS. The impact of packet

rate over RSS is found to be negligible for these experiments. Hence we present results from

just the 20 msec data rate experiment. This is depicted in Figures 3.1 and 3.2. It is worth

to mention that IRIS sensor can receive packets with a signal strength as low as −101 dBm

(IRIS Sensitivity), while it can provide the RSS Indicator (RSSI) as low as −91 dBm (IRIS

Minimum Precision), which means that any received packet with a signal strength between

[−91,−101]dBm will be registered with −91 dBm.
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Figure 3.1: RSSI on Concrete

Figure 3.1 shows the impact of distance over RSSI, at surface level, in a concrete parking

lot (flat surface). It can be seen to follow a simplified path loss model (with exponent 3.5)

and accordingly the RSSI wanes to below measurable values by the time it reaches 10 m

distance. Additionally, it was noticed that a significant amount of packet losses (80 − 90%
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losses) occurred at distances larger than 10 m between the sender and the receiver.

Pr = PtK

[

d0
d

]γ

(3.1)

The simplified path loss model is presented in Equation 3.1. Pr is the predicted received

power when transmitting using power Pt from a distance d, and K is a constant (d0/P0)

obtained from the received power P0 at a reference distance d0; γ is the path loss exponent

(determined by measurements).
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Figure 3.2: RSSI on Grass

Figure 3.2 shows the impact of distance over RSSI, at surface level, when measured in a

grass turf. The average length of the grass was measured to be 4 cm long. It is worth to note

that it follows again a simplified path loss model with adjusted γ value of 4.0, but the signal

strength reduces to below measurable values at 5 m of distance. This happens because the

thin strands of grass interfere with the signal, dissipating the signal strength, thus, reducing
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the overall communication range.

3.2.2 Impact of sensor node elevation on RSS

Signal strength is affected by obstructions in the line of sight between the transmitter and

receiver antennas. The Fresnel zone is an elliptical area surrounding the line of sight with

foci collocated at the transmitter and the receiver, Green and Obaidat (2002). Obstructions

within the inner 60% of the Fresnel zone, cause signal diffraction, which reduces signal

strength.

Sensor nodes are often at ground surface level when randomly deployed. Therefore their

transmitted signal strength gets attenuated faster with the increase in distance, resulting

in the loss of all or part of the transmission packets. Experiments show that when the

transmitting sensor can elevate itself, it has an increased opportunity of having successful

communication with a distant receiver. This is attributed to the less interference from the

ground surface irregularities to the Fresnel zone with the increase in altitude of the sensor

node.

Experiments were performed to measure the impact of having the transmitter node at

different heights (with respect to ground level) on communication range, with the receiver

at ground level. For each height, packet transmissions were repeated for different distances

between transmitter and receiver. The maximum communication range for each height was

identified as the farthest distance having zero packet loss. Fig. 3.3 presents the communica-

tion ranges obtained for transmitter heights (0 to 1 m).

The obtained results clearly show that increasing the elevation (within practical bounds)

of the sender, increases the communication range with zero packet losses. Furthermore,

experimental results are compared with two signal path loss propagation models: Lee (1986),
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Figure 3.3: Communication Range with Varying Heights

Green and Obaidat (2002), Eqn. 3.2 and 3.3, respectively. Both models take into account

gains from the transmitter and receiver antenna heights (ht, hr), while Green also considers

loss due to the frequency of operation (f). Green’s model appears to follow more closely

to our experimental results as the height of the sensor varies from ground level to 1 meter,

although the model was designed for heights above 1 meter.

Ploss = 40log10(d)− 20log10(ht ∗ hr) (3.2)

Ploss = 40log10(d)− 20log10(ht ∗ hr) + 20log10(f) (3.3)

It is worth mentioning that most of the path loss models are designed for higher antenna
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heights, longer communication distances, and lower frequencies of operation, e.g.: Hata

path loss model, Hata (1980), for antenna heights over 30 m; Longley-Rice path loss model,

Longley and Rice (1968), for distances over a Kilometer; Hata/Davidson path loss model,

TIA TR8 Working Group 8.8 Technology Compatibility (1997), for frequencies up to 1500

MHz; Cost231-Hata path loss model, Mogensen et al. (1991), for frequencies up to 2000

MHz. Despite these incompatibilities, Lee and Green path loss models produced the closest

prediction to our experimental results.

3.2.3 Impact of transmission power on RSS

The transmission power has a direct correlation with RSS and the transmission range.

Though transmitting at lower transmission power saves energy, in a hopping sensor net-

work, the energy saving is a small fraction of the entire transmission while hopping process.

Hence, since communication range enhancement is the main focus of this work, it is advisable

to always transmit at maximum transmission power.

3.3 Airborne Communication

This section introduces preliminary concepts for jumping sensor communication while air-

borne. A jumping algorithm is designed for the successful transmission of packets. An

airborne two-way communication process is presented and evaluated with in-field experi-

ments.
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3.3.1 Time of Flight

The time of flight of a jumping sensor is the period of time it stays airborne. It is our

goal to use this period of time to reach other sensors that may be distant and unreachable

when staying at ground level. However, as the distance between sensor nodes increases, the

minimum jump height required for successful communication becomes higher, (see Section

3.2.2). We call this minimum height, the threshold height. A jumping sensor needs to jump

higher than the threshold height to provide enough time to communicate with others. The

period of time the jumping sensor stays on and above the threshold height is called the

communication time.

In order to calculate the required jump height of a jumping sensor such that it has enough

communication time, let us study the jumping process from the moment the jumping sensor

reaches the maximum height. At this point its velocity is zero and the sensor will begin to

fall. The falling distance can be estimated using free fall Eqn. 3.4, where g is the gravity

acceleration (9.81m/s2) and t is time in seconds while falling.

y =
1

2
gt2 (3.4)

The required jump height (Hmax) is obtained by rewriting Eqn. 3.4 to consider the falling

distance until reaching the threshold height (HTh), Eqn. 3.5.

∆y = Hmax −HTh =
1

2
gt2∆y

Hmax = HTh +
1

2
gt2∆y (3.5)

Note that t∆y is the period of time it takes to fall from Hmax to HTh; by symmetry, the
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period of time for the jumping sensor to reach Hmax from HTh is equal to the time it takes

to fall from Hmax to HTh. Therefore, t∆y is half of the communication time.

Figure 3.4 is a plot of ∆y, the height needed above threshold height. As an example,

if 600 ms are required to communicate while airborne, a jumping sensor will need to jump

44.2 cm above the HTh to guarantee the communication height.
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Figure 3.4: Height Needed Above Threshold Height VS. Communication Time

A jumping sensor may not have the control to jump to different heights, instead, it may

be only able to jump to a fixed height. In such case, the available time will depend on the

maximum height it can jump and the communication threshold height. Figure 3.5 is the

plot of the available time for a jumping sensor that can jump to 1 meter height, given a

threshold height. For example, if the minimal height for transmission is 30 cm, then the

available transmission time will be the amount of time that the sensor takes to go up from

this threshold height to one meter and come back to the threshold height, which is equal

to 408.6 ms. Similarly, if the threshold height required to transmit is 50 cm, the available
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transmission time would be 264.6 ms.
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Figure 3.5: Time of Flight for 1 Meter Jump Height

3.3.2 Jumping Algorithm

With respect to the jumping characteristic of a jumping sensor, two cases are considered:

the jumping sensor can either control the height it jumps or always jump to a fixed height;

the last case being a specific case of the previous one. Having control of the jump height

presents the opportunity to optimize the jump energy consumption.

The jumping sensor needs to jump high enough to stay above the communication thresh-

old height for the required communication time, which depends on the transmission data

rate of the sensor. When the required communication time is larger than the maximum

time available for one jump, the data has to be partitioned in multiple jumps in order to be

transmitted. Then, it is on the last jump that the height control capability will take place,
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lowering the jump height when the remaining data to be transmitted requires a smaller

communication time.

Let D be the amount of data to be transmitted, at a minimum threshold height h. Let Dh

be the corresponding amount of data that can be transmitted on the available communication

time with the highest jump height. The number of jumps is computed with Equation (3.6).

Jumps =

⌈

D

Dh

⌉

(3.6)

When the jumping sensor can control the jump height, the height of the last jump

can be adjusted depending on the size of the remaining data that has to be transmitted,

Equation (3.7).

Last Jump Data ⇐ D mod Dh (3.7)

If there is remaining data for the last jump, the new required communication time is

computed, and the new jump height is obtained as presented in Section 3.3.1. It has to be

noted that when the remaining amount of data for the last jump is zero, it means that all

the jumps are performed with the highest jump height possible.

3.3.2.1 Jump Data Partitioning

The flow diagram for the data partitioning process is presented in Figure 3.6. The process

begins with an amount of data that has to be transmitted. The feasibility box checks if

all the data can be transmitted with the maximum jump height possible. If not, the data

is partitioned. Each partition aggregates multiple packets, and the number of partitions is

equivalent to the number of times the hopping sensor needs to jump.
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Figure 3.6: Jump Data Partitioning Flow Diagram

If the jumping sensor has jump height control, the number of jumps at highest height

is provided, along with the last jump height. Otherwise, if the hopping sensor is limited to

jump to a fixed height, a reduction in computation overhead will be seen by not requiring

the extra calculation of the last jump height based on residual data.

3.3.3 Airborne Communication Process

The change in height from a jumping sensor creates a temporary increase on its wireless

communication range. Next, an airborne communication process is presented to coordinate

the jumping procedure with neighbor sensors, and to enable two-way communications in
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jumping sensor nodes when airborne.

The airborne communication process is organized in two phases:

• Advertisement phase

• Data communication phase
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Figure 3.7: Airborne Communication Process

A jumping sensor starts the advertisement phase before it jumps, where it indicates

a potential receiver of this action. The receiver in turn acknowledges the advertisement,

indicating the hopping sensor to proceed with the transmission. To overcome the problem of

out-of-communication-range-at-ground-level receiver, the advertisement is continued during

the initial stage of the jump, until an acknowledgment is received. The advertisement phase

is also used to synchronize the sender with the receiver when communication in multiple
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jumps takes place. During data communication, if either a packet or an acknowledgment is

lost, the transmitter will retransmit the packet after the expiration of a retransmission wait

period.

The airborne communication process is depicted in Figure 3.7, where only the sender

jumps. From the figure it can be appreciated that due to the long distance between the

nodes, advertisement packets cannot reach the receiver. However, as the sender jumping

sensor gets elevated, its transmission range increases allowing the advertisement packets to

reach the receiver. The receiver acknowledges, and the data communication phase proceeds

as described in Section 3.3.2.

3.4 Experimental Evaluation

In order to evaluate the airborne communication process, experiments were performed to

collect measurements of signal strength, and register packet losses for packets transmitted

while airborne.

IRIS Crossbow sensors were used, with a jumping emulator mechanism. The jumping

action of a jumping robot was emulated using an elastic string mechanism, because of the

unavailability of a jumping robot prototype able to meet desired jump heights. The mecha-

nism was fixed to make the sensor to jump to a height of 1 meter with an error of ±0.05 m

(jump allowed between 0.95 m and 1.05 m). A total time of flight was registered to be on

average 1 second. In most of the experiments, the jumping motion is brought to a stop on

first ground landing, but in some circumstances the sensor had a bouncing effect resulting

in a few additional milliseconds of elevated communication time.
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3.4.1 Airborne RSS

Experiments were performed with different packet interval rates, 20 msec and 50 msec,

to measure the changes in the received signal strength from packets transmitted airborne.

The impact on RSS due to hopping was evaluated from 25 m onwards, to avoid possible

communication at ground surface level. Multiple sets of experiments were performed and

the results are presented in Figures 3.8, 3.9, and 3.10.

Figure 3.8: RSS Airborne Transmitted Packets (20msec rate)

In Figures 3.8 and 3.9, it can be noticed that during a single jump, the measured RSS

varies between −91 dBm and −88 dBm, with the count of packets diminishing at higher

dBm values. This is further demonstrated in the Figure 3.10, where the corresponding RSS

of each packet transmitted airborne at a packet rate interval of 50 msec, for a distance of 25

m, is presented. The plot shows that with the practical increase in elevation, the received

signal is stronger. Likewise, as the sensor starts descending, a reduction in signal strength
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Figure 3.9: RSS Airborne Transmitted Packets (50msec rate)
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Figure 3.10: RSS Airborne Transmitted Packets at 25 meters (50msec rate)

is registered. The only blemish in the almost uniform plot is the RSS of packet 10, which

for this experiment it is believed to be caused by the change in the sensor node orientation

due to mid-air rotation while jumping.
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3.4.2 Airborne Throughput

Airborne throughput was measured for packets transmitted while airborne during the data

communication phase. For this experimental evaluation the sensor was set to transmit using

two packet interval rates, 10 msec and 20 msec. The transmitter (while airborne) kept

retransmitting the same packet until it received a valid acknowledgment of receival from

the base station receiver fixed at ground level. On receiving a valid acknowledgment, the

transmitter sent out the next packet in the queue.

Figure 3.11: Throughput Airborne Data Communication (10msec)

Figure 3.11 shows the number of packets received and lost during the data communication

phase for different distances between the jumping sensor and the receiver, for a 10 msec packet

interval rate. As the distance increases, the total amount of transmitted packets (received +

lost) reduces. This is as predicted, because the signal strength of the packets arriving at the

receiver is reduced to a value below the sensing threshold for IRIS, making the advertisement
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Figure 3.12: Throughput Airborne Data Communication (20ms)

phase to last longer, leaving less time for the data communication phase. The packet loss

can not be fit to a predictable curve due to the rotation movement of the sensor in the air,

which changes antenna orientation. Results from 20 msec experiments followed a similar

trend, but with slightly less packet losses, Figure 3.12.

It is worth to note that the unevenness of the terrain, nearby structures and objects,

and weather conditions have an effect on the signal propagation, and consequently, on the

number of packets received.
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3.5 Summary

In this chapter a comprehensive study of communication range improvement for a jumping

sensor is presented. A discussion of the primary factors that impact the signal strength of

wireless sensors is provided and studied through experimental evaluations. Field experiments

were performed with wireless sensor nodes to measure the signal strength variance over

distance for different terrains. The impact on communication while a jumping sensor jumps

is presented. Results indicate that transmitting from higher than ground level increases the

wireless communication range of the sensor. For a typical case, the communication range is

increased from 5m-10m to 30m-60m, when the sensor jumps to an average height of 1 meter.

Moreover, a two-way airborne communication process is defined and tested, proving to be

effective as an alternative to reach distant receivers.
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Chapter 4

HOPPING SENSOR NETWORK

4.1 Preliminaries and Motivations

Sensor nodes are in charge of monitoring their surrounding environment, resulting in gener-

ation of data. The gathered data will depend on the target application, e.g., environmental

monitoring, event detection, etc. Furthermore, the data needs to be forwarded to a base

station for data aggregation. Communication range is limited on sensor nodes, therefore,

there is the need to have many deployed sensors in order aid in the routing of data to base

station.

This chapter discusses the impact of network connectivity and area coverage in a jumping

sensor network. A Hopping Sensor Network Model is defined to increase sensing area cov-

erage, with the enhancement of network connectivity. A Hopping Sensor Routing Protocol

is designed from the model, to balance the energy consumption on active hopping (jump-

ing) sensor nodes. Both, the sensor network model and the routing protocol are evaluated

through simulations. Discussion analyses for the obtained results are provided.

4.1.1 Chapter Organization

The relationship between wireless sensor network connectivity and effective area coverage

is discussed in Section 4.2. The impact in network connectivity and area coverage from
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employing jumping sensors in multiple network topologies is evaluated. The Hopping Sensor

Network Model is defined in Section 4.3. The Hopping Sensor Routing Protocol is presented

in Section 4.4. Performance evaluations of the routing protocol are provided. A chapter

summary and conclusions are provided in Section 4.5.

4.2 Network Connectivity and Area Coverage

A single node is said to have connectivity if itself or within its neighbor nodes exists a direct

or indirect communication path to the base station. Network connectivity is obtained with

Equation (4.1), in where n is the total number of nodes in the network, and c is the number

of nodes having connectivity considering our definition.

NetworkConnectivity % =
c

n
∗ 100 (4.1)

The area that has to be covered by a wireless network can be divided into unit regions.

Each sensor node senses over a set of unit areas. For example if an area is composed of 10

unit areas, and each sensor node is able to sense over 2 unit areas, then theoretically, only

5 sensors are enough to sense the entire area. However, in practice, sensors cannot always

be precisely positioned in needed locations, and not all of them may have connectivity.

Moreover, considering that the resulting area covered is dependent to those sensors that can

transmit data back to the base station, and the redundancy of sensor coverage of unit areas,

the area covered does not increase linearly with the increase in connectivity. Nevertheless,

increase of network connectivity has a significant impact in the total area covered.
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4.2.1 Connectivity and Area Coverage Evaluation

Different scenarios were simulated to evaluate the impact of network connectivity and sense

area covered by employing hopping sensor nodes. A field was simulated as a two dimensional

grid space of 250m x 250m. This grid space is composed of small unit areas of 1 m2. Sensors

were randomly distributed over the field. The amount of sensors was determined based on

the desired redundancy (R) of sensors covering a unit area, the grid space area (GA), and

the sensing area of a sensor (SA) (eq. 4.2).

Number of nodes =
GA

SA
∗R (4.2)

A sensing range radius of 10 m was selected, yielding a rounded sensing area (SA) of

314 m2. Sensor redundancies of 2, 3, 4, and 5 were used, obtaining 398, 597, 796, and 995

sensor nodes respectively. A base-station acting as a sink was positioned in the middle of

one of the grid edges.

Network connectivity and area coverage was measured for twenty (20) network topological

scenarios, for each sensor redundancy value. The case of sensors staying at the surface level

(0 jump height) was considered as the base case for comparison. The succeeding scenarios

are for nodes employing the jumping capability, each for a different maximum jump height.

Only the areas covered by those sensors having connectivity are considered. Figures 4.1 and

4.2 present the network connectivity and area coverage percentages obtained, respectively.

Figure 4.1 shows the average of connectivity percentage results obtained in the simulation

runs. It can be appreciated that for sensors communicating only at surface level, which

means that their communication range is limited to 5 m (lowest packet losss range, see

Section 3.2.2), the network connectivity on average is 0%. By increasing the jump height,
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Figure 4.1: % Connectivity

the communication range of a sensor increases, resulting in an improved network connectivity.

Another factor affecting the network connectivity is the redundancy coverage. Having high

redundancy values will create high density of sensor per area, resulting in sensors to be closer

to each other, leading to better network connectivity. Additionally, from the results it is seen

that with a jump height of 40cm and higher, more than 90% connectivity was achieved for

redundancies greater than 2.

The percentage of area covered results are shown in figure 4.2. The connectivity on the

network has a critical impact on the area covered, since only those areas sensed by sensors

having connectivity are considered covered. This effect can be seen on sensors communicating

only at ground level, where the network connectivity was nearly 0%, resulting in a 0%

average of area covered. A notable difference in area coverage is obtained when network
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Figure 4.2: % Area Covered

connectivity is 90% (when the jump height is 40cm) and above. This phenomenon can be

better appreciated in Figures 4.3 (topology with 30cm jump height) and 4.4 (topology with

40cm jump height), where the total area covered is depicted (shaded area) for deployed

topologies having a sensor redundancy value of 3.

The results indicate that a 40cm jump for this type of sensor node is a good threshold

height to have sufficiently high connectivity and increased sensing area coverage. However,

sensors may need to jump higher to obtain the desired amount of transmission time. Another

factor of importance for the area coverage is the sensor topology. Since sensors were randomly

positioned, sensor clusters were likely, i.e., areas with higher densities of sensors, leaving some

other areas with fewer sensors.
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Figure 4.4: Topology Area Coverage for 40cm Jump Height
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4.3 Hopping Sensor Network Model

In a mobile sensor network model, the premise for the sensor node mobility is to relocate

the sensor node, thereby increasing the sensing coverage area. In contrast, a Hopping Sensor

Network Model (HSNM) strives to increase the connectivity of the sensor nodes with the

base station in order to increase the sensed area.

The design of a HSNM needs to take into consideration vertical and horizontal displace-

ments, energy consumption, and different application requirements, Figure 4.5.

Figure 4.5: Hopping Sensor Network Model

4.3.1 Vertical Displacement

Vertical displacement is the height that a sensor node can reach hopping. This, along with

the communication threshold height, influences the available time for transmission. With

the knowledge of the available channel bandwidth, the total data that can be transmitted

per hop is computed as in Section 3.3.

4.3.2 Horizontal Displacement

Horizontal displacement is the distance covered by each hop of the node and is difficult to

be controlled. In the HSNM, the goal is to keep this parameter as close to zero as possible in
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order to maintain the node position relative to its neighbors. In a flat terrain, if the number

of hops is large, then the overall displacement will average out to zero due to random hop

direction. But, this parameter gains importance in an uneven terrain.

4.3.3 Hop Energy Vs. Transmission Energy Consumption

A sensor node consumes energy to hop as well as to transmit data. The relationship be-

tween the two can be studied with a simple example. Let there be 10 nodes that are at a

distance of 5 m from each other as shown in Figure 4.6. Results from practical experiments,

presented on Chapter 3, showed the sensor communication range with lowest packet loss at

different jumping heights. Let us consider the two heights, 0cm (no jump) and 60cm, with

communication range of 5m and 20m, respectively.

Figure 4.6: Hopping Sensor Energy Consumption

Let et be the energy consumed to transmit data over one hop and ej60 be the energy

consumed to jump to height 60 cm. As depicted in figure 4.6, to communicate at the ground

level consumes 9et units of energy. Consider the case when the nodes hop and transmit. Node
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one (1) hops to height 60 cm and transmits the data directly to node 5 while consuming

ej60 + et energy. Similarly, node 5 communicates with node 9 by consuming the same

ej60 + et energy. Node 9 communicates with the base station consuming one et of energy.

In this case, the total energy consumed is 2ej60 + 3et. Similarly, if the node hops to height

25cm while expending ej25 energy and can reach a communication distance of 10m, then the

total energy consumed for the communication will be 4ej25 + 5et. Communicating while

hopping can provide alternative routes for sensors to communicate with the base station,

while avoiding the overload of nodes in high traffic routes.

4.3.4 Application Parameter

The application parameters are the variables that are regulated by the application’s needs.

In a WSN there are two basic parameters of usual interest, namely coverage and connectivity.

Certain non-critical applications such as a temperature sensing in an open environmental

field will tend to require a maximum coverage while requiring an intermittent connectivity.

This is sufficient because the sensor nodes can sense over longer periods of time and then

transmit their data less frequently. In contrast, a real time application (e.g., surveillance

monitoring) requires a maximum coverage while having a continuous connectivity. Applica-

tion parameters are on of the main factors that influence the impact on performance and

lifetime of the network.

4.4 Hopping Sensor Routing Protocol

A Hopping Sensor Routing Protocol (HSRP) is a centralize approach based on the HSNM.

The base station decides the routing path of the packet within a time frame, and provides the
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best energy preserving path for the packets. The decision making process involves multiple

stages and is depicted in Algorithm 4.1. Let Pm be the paths available from a node m

to the base station, with each path Pi consisting of a set of nodes with their respective

required jump heights for the given path. A node can participate in more than one path.

The remaining energy for a node k is expressed as ek, the energy consumed to jump to height

h is ejh, and et is the energy for transmitting.

The HSRP finds the minimum energy consuming path while not depleting any node

beyond a threshold τ of energy consumption. This threshold is the maximum desired oper-

ational energy cost (fraction of energy required out of their remaining energy) per node in a

path. This value is determined based on application needs and is set prior to execution. The

permissible amount of energy consumption of a node in a path is dependent on the residual

energy in the node. With aging of network life, the remaining energy of the nodes decreases

and will result in some nodes not meeting τ . In order to minimize the impact of this, the

algorithm, as last resource, selects the best among the high energy consumption paths.
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Algorithm 4.1 Hopping Sensor Routing Protocol

Input: Pathsi(n), ek, τ −Energy threshold
Output: Path(): selected path for all n nodes

m = 1
while m <= n do

MaxEPathFrac = 1

Pm = Set of paths for node m

for all path Pi ∈ Pm do
for all node k ∈ Pi do

Ei = Ei + ejh + et

EnergyFraction(k) =
ejh + et

ek

if EnergyFraction(k) > τ then
PathV alidity(Pi) = False

if EnergyFraction(k) > MaxEFraci then
MaxEFraci = EnergyFraction(k)

end if
end if

end for
end for
SortedPm = sort(Paths Pm on Energy E)

while (!PathFound) do
Pi = SortedPm{next path}

if PathV alidity(Pi) = True then
PathFound = True

Pathm = Pi

else if MaxEFraci < MaxEPathFrac then
Pathm = Pi

MaxEPathFrac = MaxEFraci

end if
end while
Path(m) = Pathm

end while
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4.4.1 HSRP Evaluation

The HSRP was simulated to evaluates its performance on network energy consumption.

The values obtained from the practical in-field experiments were used to determine the

communication ranges of the nodes. The base case for the communication was when the

sensor node jumped to 30 cm height. At this height, the IRIS Crossbow sensor is able to

communicate over a distance of 12 m as compared to ground level, where it could only

communicate up to 5 m without packet losses. At 5 m communication range most of the

nodes are completely disconnected, hence prompting us to use a sensor jump height of 30 cm

as the default base case. This was compared against the height when the sensor node can

jump either 30 cm or 60 cm. The decision of whether the sensor should jump to 30 cm or

60 cm was taken using HSRP. When the node jumps to 60 cm height, it is simulated to

consume double the amount of energy compared to when it jumps to 30 cm. Irrespective

of whether the node jumps to 30 cm or 60 cm, the transmission cost, in terms of energy,

remains the same as the node always transmits at the highest power (3 dBm). The debate

between the transmission cost and the hopping cost is out of the scope of this evaluation,

since without the hop, the resultant network is mostly disconnected and the sensed data

cannot be transmitted back to the base station.

Every node started with 1000 units of energy. The energy threshold value for the node

was a varying factor and was set to 0.005, 0.01, 0.02, 0.03, 0.04, 0.05. The simulations were

run over 100 time periods, and during each time period 20% of the nodes were randomly

selected to communicate.

Geographical routing protocol was used as base case to compare the energy consumption

performance of HSRP. It uses the shortest distance as the criterion metric to select the node’s
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communication path to reach the base station. The energy consumption of the network was

evaluated over the complete time length of simulation, Figure 4.7.
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Figure 4.7: Network Energy Consumption

The energy consumed by the network employing HSRP is 20% lower compared to using

geographical routing. This is because HSRP calculates the improvement of path quality by

the nodes jumping to a higher elevation and selects paths with better quality. The quality

is defined as the amount of energy savings that the path provides to the network by not

depleting any node on the path with a significant portion of its remaining energy.

The second feature of critical importance is the energy balancing within the network. The

number of dead nodes was studied over the course of the 100 time periods. We observed that

the protocol balances the energy used in the network by the different sensor nodes. A node

with a lower amount of energy is used less frequently to forward a packet. This significantly
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affects the nodes closer to the base station. For example: under certain circumstances, by

employing the protocol, nodes that are two hops away from the base station can hop up

to 60cm height and transmit packets directly to the base station, thereby preventing the

complete drainage of energy from nodes closer to the base station. The number of dead

nodes in the case of HSRP is significantly lower, 1/8 of when using geographical routing.

Also, without the use of the protocol, a large number of nodes closer to the base station

consumed all their energy by forwarding packets for other nodes that were farther away,

resulting in the reduction of connectivity, which affects the number of packets delivered.
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4.5 Summary

In this chapter the jumping sensor network connectivity and area coverage are evaluated.

A Hopping Sensor Network Model (HSNM) has been introduced in order to increase the

connectivity of the sensor nodes with the base station, and thus, to increase the network

sensed area. Furthermore, a Hopping Sensor Routing Protocol (HSRP) is designed from the

HSNM with the main purpose of manage the energy consumption in the network. In fact,

the protocol chooses the best path in terms of energy consumption, avoiding the fast energy

depletion of active jumping sensor nodes. Simulation results showed that HSRP has lower

energy consumption rate than geographical routing protocol, giving a longer network utile

life.
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Chapter 5

WIRELESS SENSOR NETWORK

CONNECTIVITY INCREASE

WITH JUMPING SENSORS

5.1 Preliminaries and Motivations

Network connectivity in a Wireless Sensor Network (WSN) is crucial for network operation.

When wireless sensor nodes are randomly deployed in a field, there may be areas that lack

sensor nodes. These areas tend to create communication holes, and in the worst case, break

the topology into disconnected clusters of nodes. Figure 5.1 depicts a WSN topology of

200m x 200m area with a single base station located at the middle of the bottom edge;

nodes with connectivity are marked with diamond shapes, and nodes without connectivity

are marked with asterisks. All the nodes are transmitting at maximum power, however due

to communication holes, only 31% network connectivity is achieved. From the figure, the

formation of clusters of nodes can be identified as those disconnected groups (from base

station) of interconnected nodes.

Jumping sensors can be used to increase connectivity in wireless sensor networks. How-

ever, a topology of jumping sensor nodes configured to enhance network connectivity by
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Figure 5.1: WSN Topology at ground level (31% connectivity)
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Figure 5.2: WSN Topology with gateway jumping sensors (100% connectivity)
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means of jumping can significantly reduce the network life span, if not well managed. This

chapter presents an approach to deal with communication holes, to enhance the network con-

nectivity using selected jumping sensors nodes located at the boundaries of clusters of nodes.

With the help of selected jumping sensors serving as gateways on disconnected clusters, 100%

of network connectivity is achieved in the same topology (Figure 5.1). This improvement on

network connectivity is depicted in Figure 5.2, where wireless links established by jumping

sensors are represented as dotted lines.

In this chapter, an overview to the jumping sensor network topology is given. A survey on

boundary node identification algorithms is provided. Two decentralized algorithms that use

the jumping capabilities of sensor nodes are designed for the discovery of neighbor clusters

of sensors, Boundary Node Aggressive Neighbor Discovery (aggressive) and Boundary Node

Smart Discovery (smart). Furthermore, energy balanced packet forwarding schemes with the

use of jumping sensor gateways are evaluated for cluster-to-cluster (C-to-C) communication.

5.1.1 Chapter Organization

This chapter is organized as follows. Jumping sensor topology is presented in Section 5.2.

Boundary nodes identification algorithms are reviewed in Section 5.3. Node discovery al-

gorithms are defined in Section 5.4. Evaluation of the algorithms and analysis of network

performance employing C-to-C communications are presented in Section 5.5. A chapter

summary and conclusions are provided in Section 5.6.
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5.2 Topology

The deployment phase and characteristics of the geographic area impacts a wireless sensor

network topology greatly. A common method of sensor deployment is to locate sensors

precisely in the field to guarantee sensor connectivity with a base station, while maximizing

the covered area. This method becomes infeasible when the network scales to cover difficult-

to-reach or hazardous areas, e.g., volcano monitoring discussed by Song et al. (2009). As

an alternative, sensor motes are deployed from the air; a technique sometimes referred as

air-dropped-sensors, where sensors are carried and dropped by a helicopter, or an airplane

to the target area. This technique gives the opportunity to reach those difficult-to-reach

or hazardous areas. However, there is chance for sensors to land into segregated groups of

sensors that may not have a connectivity path to the base station.

In this work, a cluster of sensor nodes is defined as a group of interconnected nodes

relying on their wireless communication range at ground surface level, and packet routing

capabilities. A cluster can have direct connectivity, i.e., one or more nodes from the cluster

can reach directly the base station, and provide connectivity to others within the cluster.

Similarly, the connectivity propagation concept applies between clusters. A cluster with

direct connectivity will provide connectivity to its neighbor clusters, and those will continue

in turn to form a cluster-to-cluster (C-to-C) path to base station.

With the existence of clusters in the topology, sensors nodes that lay on the edge (fron-

tier) of a cluster of nodes are classified as boundary nodes. These nodes will help in

the discovery of neighbor clusters and form bridge nodes, i.e., those boundary nodes that

can successfully communicate with nodes from other clusters, by employing jumping sensor

airborne communication. There may be more than one bridge node that shares the same
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intended cluster receiver. Moreover, a cluster may be able to reach base station trough

different clusters. In order to maximize network functional lifetime, a cluster can distribute

the packet forwarding task among bridge nodes, by selecting a subset of bridge nodes as

gateways to perform C-to-C packet forwarding.

5.3 Boundary Nodes

Cluster’s boundary nodes provide the highest successful discovery probability because of their

position relative to others. Therefore, selecting only boundary nodes to perform discovery,

increases the probability of discovery, and reduces the network energy cost. The identification

of boundary nodes has been addressed by Sahoo et al. (2007), and Fayed and Mouftah (2009).

Two kinds of boundary detection algorithms were introduced by Sahoo et al. (2007):

sequential (SBNS) and distributed (DBNS). Furthermore, using these boundary nodes, a

target detection protocol is used to know the entry and the exit of single target through

the monitoring region. In selecting the boundary nodes, the two algorithms have similar

performance. The main differences between them is the lower communication cost of DBNS

compared to SBNS due to the less amount of information exchange and the faster selection

procedure in DBNS regardless the increase of network size.

Fayed and Mouftah (2009) proposed a local convex view (lcv) as a means to identify nodes

close to the boundary. It is a localized algorithm and can establish neighborhood coordinates

if location information is not prior available. To check if a node is on the boundary, a node is

verified to lie on the convex hull built with its one-hop neighborhood. The most important

result is that lcv seems unaffected by position estimation error because of its geometric

properties. However, it has difficulties identifying boundary nodes under special scenarios
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where there are areas without sensors (communication holes) within the topology.

Boundary nodes have shown to be beneficial in wireless network topologies. They have

been used to help other nodes in the localization process on wireless sensor networks, Du

et al. (2007). Another approach presented by Aissani et al. (2008), employs boundary nodes

to avoid routing packets to dead-end routes. Han and Poor (2009) introduced a method

based on coalition games, in where boundary nodes are used to cooperate with nodes in the

middle of the network to enhance network performance and connectivity.

5.4 Discovery

When a jumping node jumps, it has the chance to reach farther nodes, by employing airborne

communication (see Section 3.3). Following this approach, jumping sensors can be used to

discover and establish communication with other sensors that are far and without base

station connectivity.

5.4.1 Boundary Node Aggressive Neighbor Discovery

Boundary Node Aggressive Neighbor Discovery is a decentralized algorithm that utilizes all

the jumping sensor boundary nodes (BNs) from clusters, to jump and discover surrounding

neighbor nodes belonging to other clusters.

In order to propagate the connectivity on the wireless network, this process begins on the

cluster with direct connectivity, and continues on other clusters as they become discovered,

in a sequential manner.

Every BN within a cluster will perform the cluster discovery, which consists of hopping

(jumping), transmitting a discovery message, and listening for any reply while airborne. In
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order for a BN to perform cluster discovery, it has to follow the following phases: Pre-hop,

Hopping, Post-hopping.

5.4.1.1 Pre-hop

Before a BN jumps, it has to coordinate with its one-hop1 away BN neighbors, to avoid

these BNs to jump at the same time and interfere with each other.

Every BN waits for a random amount of time before trying to jump and discover. Once

this time is expired, the BN sends a Hop Advertise packet to its one-hop BN neighbors,

including its NID. Those BNs receiving this packet, reply with a Hop Ack packet, including

their node identification (NID) and the NID of the BN initiating the discovery. These BNs

constrain themselves to perform hopping discovery while the current discovery is taking

place. Upon receive of these Hop Ack packets, the BN discovery initiator verifies if all its

BN one-hop neighbors replied and proceeds to hop.

One or more BN neighbors may fail to generate the Hop Ack packet, due to a packet

loss or due to competition for hopping at the same time. To address the case of missing

acknowledgement due to packet loss, the BN initiator waits a random amount of time and

resends a Hop Advertise packet to those missed BN neighbors, who in turn will reply with

a Hop Ack packet.

A similar procedure applies if the BNs were competing for discovery. Each competing BN

is set to wait before attempting to re-advertise, to provide a chance for the other competitor

to generate the Hop Advertise packet first. Upon receipt of the advertisement packet, any

competitor yields and replies with a Hop Ack packet. The winning BN proceeds to hop, and

those BN neighbors that exclusively received the advertisement packet from BN competitors

1One-hop communication refers to direct communication between two nodes.
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and not from the winning BN, will reset their wait timers to start competing among them.

5.4.1.2 Hopping

While the BN is airborne, it transmits a Discovery Msg packet, including its CID and con-

nectivity information, i.e., direct connectivity, or the number of intermediary clusters to reach

the base station. Any BN belonging to another cluster that is able to receive this packet

will attempt to reply with a Discovery Reply packet, including its CID and connectivity

information.

5.4.1.3 Post-hopping

BNs on each cluster with discovery information become bridge nodes, and advertise it to

the BNs of the cluster with a Bridge Advertise packet, including its NID, node remaining

energy, neighbor CID, and connectivity information of the neighbor cluster. In addition,

clusters that are discovered will start to perform discovery, to propagate connectivity.

After the current discovery process finishes on a BN, the BN neighbors resume their wait

timers for discovery. Those BNs that performed the discovery will not compete for discovery

until a new discovery process is triggered, i.e., in the event a cluster gets divided due to

communication holes resulting from missing nodes. It is worth noting that after a jumping

node jumps, it may be possible (depending on the geographic area) to land in a position

within the communication range of the two or more clusters at surface level; in such case,

clusters are merged into one.
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5.4.2 Boundary Node Smart Neighbor Discovery

In order to reduce the energy consumption of the discovery process, the discovery algorithm

is enhanced to find surrounding neighbor clusters with a subset selection of BNs.

Figure 5.3: Discovered Area Gain of BNs Subset Selection for Discovery

The approach relies on the fact that once a BN is selected to perform discovery, its

one-hop BN neighbors will not contribute much to expand the discovered area. Figure 5.3

depicts the gain in discovered area by only selecting BN that are not one-hop neighbors

of the BNs already selected to perform jump discovery. The communication range of BN

jumping sensors at ground level is represented by a solid line circle, while the communication

range when hopping (jumping) is represented with a dotted line circle.2 From Figure 5.3 it is

also depicted the resulting missed area by not selecting the one-hop BN between the selected
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BNs. However, the contribution to the communication area of the missed area, in most of

the cases, is minimal.

In order to provide a BN subset selection, the process begins from the cluster having

direct connectivity, where all BNs compete to perform discovery, similarly to the Aggressive

Neighbor Discovery, discussed in Section 5.4.1. The main differences are on the BN behavior

during the Pre-hopping and Post-hopping phases.

In the Pre-hopping phase, once a BN sends a Hop Advertise packet, all its one-hop BNs

will not compete for further discovery until another discovery event is required. BNs that

did not receive an advertisement packet will continue competing for discovery by repeating

the process. In this manner, a subset of BNs is selected to perform the discovery.

During the Post-hopping phase, if the discoverer BN does not reach any other cluster,

it sends a Discovery Null packet to its one-hop BN neighbors, and stops competing to do

further discoveries until a new discovery event is triggered. Upon receipt of this packet, one-

hop BN neighbors will reset their wait timer to compete for discovery. On the other hand, if a

cluster is discovered, the BN advertises the discovery to all the BNs with the Bridge Advertise

packet. Those one-hop BN neighbors of the discoverer BN will stop competing for discovery.

For the discovered cluster, the set of BNs able to successfully receive the Discovery Msg

packet become bridge nodes. These nodes advertise their new status to all the BNs with

the Bridge Advertise packet. BNs that are a one-hop neighbors of BNs that became bridge

nodes will refrain from discovery until a new discovery process is triggered.

2Figure 5.3 is meant for visualization purpose only and is not drawn to scale. Jumping
communication range has been measured to increase by a factor of 6 when hopping (see
Chapter 3).
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5.5 Simulation Results and Analysis

Simulations were performed to test the discovery algorithms in terms of energy consumption

and connectivity propagation for a jumping sensor network. The life span of the network was

tested with different configurations of C-to-C packet forwarding. Experimental data results

were used as input for the communication ranges, 10 meters ground level communication,

and 30 meters for airborne communication (see Section 3.4). The airborne communication

range limit of 30 meters was selected as a conservative measure to account other factors,

such as terrain and weather conditions, that can affect wireless communication.

5.5.1 Experimental Setup

Topology: Twenty (20) sensor network topologies were generated representing a geographic

area of 200m x 200m. Nodes were positioned following a random uniform distribution. Each

node was simulated to provide sensing coverage to a circular area with a 7 m radius. The

number of nodes in the network was selected to provide a sensing coverage of 3 nodes per

unit area (1 m2), resulting in 781 nodes (all jumping sensors). A base station node was

located in the middle of the bottom edge of the square topology acting as a sink.

Energy: Each node was simulated to have the same amount of energy as the jumping

sensor prototype built by Zhao et al. (2009). It uses a 3.7 V , 100 mAh LiPo battery, for a

total stored energy of 1332 J . Their prototype can make jumps up to a height of 0.353 m,

consuming 882.6 mJ of energy for each jump. A similar design of a jumping sensor able

to jump 1 m height, is estimated to consume 1.775 J of energy. For simulation purposes,

we considered an energy consumption of 2 J for the jump operation. Other node’s energy

consumption operations were determined following IRIS data sheet specifications as follow:
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energy to transmit a packet of 36 bytes at maximum transmission power (3 dBm) is 0.09mJ ,

and the energy to receive a packet is rounded to be the same as to transmit, since the different

is relative small.

5.5.2 Discovery Algorithm Performance

In order to study the discovery algorithms performance, energy consumption and connec-

tivity propagation were analyzed on the 20 network topologies after initial discovery. The

algorithms were compared with all jumping sensors randomly employing individual discovery

(referred as ALL). Table 5.1 presents the mean connectivity of network after the discovery

phase, and the mean network energy cost in Joules for each algorithm. It can be appreci-

ated that as the discovery algorithms become smarter with the selection of nodes to perform

discovery, the energy consumption reduces without compromising connectivity.

Table 5.1: Discovery Algorithm Performance

Algorithm Connectivity % Energy Consumption (J)
ALL 100 1562.0
AGGRESSIVE 100 670.5
SMART 100 330.6

5.5.3 Network Performance

The network performance was analyzed over 5000 time period events for each of the network

topologies. For every time period, a percentage of the nodes with connectivity was randomly

selected to generate packets. Simulations were run separately for five different percentages

of nodes generating packets (communication loads): 20%, 10%, 5%, 2%, and 1%.

Boundary C-to-C packet forwarding was employed with jumping sensor acting as gateway

nodes to reach the base station. A delay transmission protocol was employed for jumping
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sensors airborne transmission. Packets arriving at gateways (nodes that need to jump and

transmit) were buffered until transmission buffer became full, but not for more than 3 time

periods after arrival to the node, then transmitted airborne.

Two configurations were simulated to evaluate the network performance employing C-to-

C packet forwarding: single gateway per cluster, and multiple gateways per clusters. They

were compared with packet forwarding without gateways (no-cluster organization). Single

gateway per clusters is an energy preserving approach, in where every discovered cluster

elects a single gateway node to forward packets to neighbor clusters, to reach the base station.

Shortest path and remaining node energy were used as the gateway selection criteria, smallest

NID was used to break any tie. Multiple gateways per cluster is an extension of the single

gateway approach, but less energy conservative. It provides alternative routes to nodes in a

cluster to obtain shorter paths length to reach base station trough different gateways. With

packet forwarding without gateways, every jumping sensor node takes advantage of reaching

the farthest nodes with airborne communication to attempt shortest paths routes to base

station. It is worth noting that if a jumping sensor is not able to shorten the path with

airborne communication, then it employs ground level communication.

Each C-to-C packet forwarding configuration was evaluated with three metrics:

1. Remaining Network Energy , mean of the remaining energies in all the nodes, at

the end of simulation, with respect to the total initial network energy.

2. Remaining Network Connectivity , percentage of nodes left with connectivity to

base station.

3. Mean Packet Delay Time, mean of the time periods that each packet required to

arrive at base station.
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Figure 5.4: Remaining Network Energy for Different Communication Loads

Figure 5.5: Remaining Network Connectivity for Different Communication Loads
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Figures 5.4 and 5.5 present the remaining network energy and connectivity results, re-

spectively, for the different communication loads after 5000 time periods. Single gateway (S.

GTW) C-to-C packet forwarding shows to have a remarkable lower energy consumption, due

to the fact that for any time period the number of sensors jumping to forward packets in

the network is bound by the number of clusters without direct connectivity, thus, consuming

less energy. Multiple gateways (M. GTWs) C-to-C packet forwarding consumed more en-

ergy, but proved to be more efficient than packet forwarding without gateways (No GTWs).

Connectivity results show to be highly correlated with network energy for a jumping sen-

sor topology; as more nodes deplete their energy, other dependent nodes are left without

connectivity.

Figure 5.6: Mean Packet Delay Time for Different Communication Loads

A trade-off in energy efficiency and packet delay time is evident in Figure 5.6. Packet

delay time for Single GTW showed to be constant and slightly higher than the others, for
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communication loads 1%, 2%, and 5%, whereas rapidly increasing for higher communication

loads, due to network saturation and bottleneck effect created from gateways. Multiple

GTWs is more resilient to delay incurred with increased communication load, since it provides

alternative routes to nodes within each cluster.
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Figure 5.7: Network Energy Consumption for 20% Nodes Generating Packets

The energy consumption rates of the network is evaluated for the different communication

loads. Single GTW packet forwarding shows the smallest energy consumption ratio, followed

by Multiple GTWs packet forwarding. For 20% communication loads (Figure 5.7) is noted

that after 3000 time periods there a is an increase in the energy consumption rate for Multiple

GTWs. This change in rate is because more gateways are being used concurrently due to high

packet traffic on the network. The energy consumption rate is reduced later (around 3500

time period), which is a result of the successful reconfiguration of the network to allocate new

gateways. With packet forwarding without gateways (No GTWs), most of the network nodes

have depleted their energy by this time. However, the network energy is not shown to reach
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Figure 5.8: Network Energy Consumption for 10% Nodes Generating Packets
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Figure 5.9: Network Energy Consumption for 5% Nodes Generating Packets

zero since for simulation purposes, a node was consider dead after reaching the threshold

energy value of 5J . A similar pattern is seen for 10% communication loads (Figure 5.8) with

slightly lower energy consumption rate. The same increase in energy consumption rate is
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seen again for Multiple GTWs and No GTWs, but occurring later in time (around 4250 time

period) due to the less packet traffic generation. The energy consumption rates for lower

communication loads (Figures 5.9, 5.10, and 5.11) were comparatively lower to the others,

as expected.
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Figure 5.10: Network Energy Consumption for 2% Nodes Generating Packets]
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Figure 5.11: Network Energy Consumption for 1% Nodes Generating Packets
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5.6 Summary

This chapter discussed the topology and operation of a jumping sensor network. It de-

fined two decentralized algorithms for the discovery of isolated nodes, aggressive and smart

discovery, to propagate base station connectivity. Both algorithms rely on the usage of

jumping sensors on the boundary of a cluster, without prior topology information. The

efficiency of the algorithms is studied in terms of network energy consumption and connec-

tivity propagation. Simulation results from both algorithms showed to increase the total

network connectivity to 100% for each of the evaluated topology scenarios. Also, results

showed significant savings in network wide energy consumption for discovery tasks, 57% en-

ergy saving for aggressive discovery and 79% energy saving for smart discovery. Moreover,

cluster to cluster (C-to-C) packet forwarding schemes relying on boundary jumping sensor

gateway nodes are defined and simulated, showing to have remarkable low network energy

consumption through network utility life.
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Chapter 6

WIRELESS SENSOR NETWORKS

AND TOPOLOGY

REDEPLOYMENT

6.1 Preliminaries and Motivations

Mobile wireless sensor networks are often faced with redeployment-decision problems. When-

ever a sensor node lacks persistent connectivity with neighboring nodes, a decision must be

made to either relocate, increase signal strength, or redeploy sensor nodes as an attempt to in-

crease network connectivity. Wireless sensor topologies usually start using node’s maximum

transmission power during network deployment and setup, Ramanathan and Rosales-Hain

(2000). However, network connectivity issues persist mostly because of power-limited com-

munication radios in the sensor nodes and the presence of line-of-sight obstacles reducing

effective communication ranges.

Although specialized types of sensor motes, i.e., jumping sensors, can enhance network

connectivity, in order to have a functional network it is important to address connectivity

issues with respect to the application to be served. For instance, network intensive appli-

cations, such as mission-critical security surveillance, might require persistent connectivity
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among sensor nodes. In such applications, redeployment of sensors is an alternative to

sustain the networking demands. On the other hand, some applications can withstand inter-

mittent connectivity (delay tolerant), meaning that communications between node pairs do

not require long lasting wireless communication links. Instead, the communication occurs

for short periods of time during the network lifespan. For delay tolerant applications, the

network cost for redeployment could exceed the communication gains provided by jumping

sensors.

The network connectivity metric is not enough to represent the network performance

potential, i.e., a network evaluation indicative of network suitability for application’s net-

working requirements. For example, a network performance metric score should reflect the

existence of intermittent (non-persistent) vs. persistent communication links between nodes

and base station, e.g., the more nodes connected to the base station via intermittent links,

the lower the metric score and the less suitable for network intensive applications. Therefore,

an evaluation metric representing the fitness of a WSN topology in terms of the quality of

its connectivity is required.

This research is focused on analyzing network topologies established with the use of jump-

ing robots sensors, and to defining a Quality of Connectivity (QoC) network performance

metric. Moreover, since efficient node redeployment is a key aspect for enduring sensor net-

works, the QoC is adapted as an optimization metric for node redeployment. Redeployment-

decision algorithms with different approaches to enhance network performance are presented.

A discussion of the obtained results from evaluations and performance comparisons is pro-

vided.
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6.1.1 Chapter Organization

First, Section 6.2 provides relevant definitions and outlines network connectivity derived

problems. Second, Section 6.3 is dedicated to the discussion of jumping sensor airborne

communication and network performance aspects from the application perspective. Third, in

Section 6.4 we describe the network topology as a network fitness formula considering nodes’

quality of connectivity. Fourth, Section 6.5 discusses cluster merging algorithms aimed to

maximize network performance. Fifth, Section 6.6 presents results from evaluations and

performance comparisons for the proposed algorithms. Finally, Section 6.7 summarizes and

concludes this chapter.

6.2 System Model

In this chapter we consider single sink node topologies where sensor nodes collect field read-

ings and forward them in communication packets to a sink node. We define a node’s con-

nectivity as the ability to communicate with a sink node, directly or through multi-paths

formed by neighbor nodes. For the remainder of this section we refer to the sink node as the

base station node.

Node’s connectivity is one of the factors having the biggest impact on the network per-

formance. If a node cannot forward the field readings to the base station, then it has to wait

until a communication path becomes available. Newer communication paths become avail-

able as sensor nodes get discovered by others. Depending on the application requirements,

field readings might become outdated by the time a path to the base station is discovered.

Hence, it is imperative to provide connectivity to as many sensor nodes as possible.

Even though connectivity is crucial for network performance, other factors have to be
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taken into account when evaluating a network topology. For instance, a fragmented topology

will impact network responsiveness and the capacity to meet application’s flow demands.

On the other hand, bad network configuration and bad reallocation decisions are likely to

deteriorate network utility life.

6.2.1 Connectivity and Sensor Clusters

Network connectivity is evaluated as the ratio of nodes having connectivity with the sink node

out of the total number of deployed nodes. Consider a network represented as a simple graph

N with |N | nodes. We define the nodes with network connectivity as those that belong to

the connected component containing the base station. Call this connected component CB,

and |CB| the number of nodes having connectivity. Hence, network connectivity can be

defined as Eqn. (6.1).

Network Connectivity =
|CB|

|N |
(6.1)

The connectivity of a node depends on the existence of communication paths to the base

station formed by sensor nodes. Sensor nodes that are within their wireless communication

radius establish link pairs to form communication paths. However, these link pairs are not

always persistence, mostly due to their wireless nature, which creates an impact in node’s

connectivity.

There are a number of scenarios that can disrupt wireless communication links, two of

them are: long distances between node pairs, and obstacles in the network topology. It

is known that wireless signal strength fades with the increase of the propagation distance.

When nodes are randomly deployed in the field, e.g., air-dropped Song et al. (2009), there

is hardly any control on their initial distribution. The problem with this is that some nodes
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end up too far apart from each other, thus “excommunicating” them from the network. On

the other hand, the presence of obstacles can cause disruption in the signal propagation,

and in some scenarios prevent mobile nodes from getting closer, e.g., river streams, lakes,

boulders, etc.

It is common for a network topology to start divided in clusters of nodes. We define

a cluster as a subset of one or more nodes from the network having stable (long lasting)

communication links. In other words, by removing intermittent links from the network, the

resulting graph’s connected components are exactly the clusters. Many clusters are composed

of sensor nodes distant from the base station. Naturally, in a single base station topology any

cluster, other than the one where the base station is, will have intermittent connectivity or no

connectivity all. Therefore, the number of clusters in the network can have an impact in the

overall connectivity, i.e., persistent (desired in rapid response applications) vs. intermittent

(good for delay tolerant applications).

6.3 Network Performance

We wish to obtain the highest performance possible from a sensor network topology. This

section is dedicated to the discussion of jumping airborne communication and network per-

formance aspects from the application perspective.

6.3.1 Jumping Airborne Communication

Jumping sensor robots allow relocation in rugged terrains where conventional wheeled sensor

robots cannot perform. In addition, jumping sensors while airborne can establish commu-

nication links between distant sensor nodes. This is possible because the change in altitude

84



clears the communication line-of-sight allowing the transmitted signal to propagate farther,

thus, enabling communication with distant receivers Cintrón et al. (2009, 2012).

The availability of airborne communication links is dependent on the time window (Tc)

available to communicate during the total time of flight, which is dependent on the threshold

height (HTh) the sensor must reach for communication and the maximum jump height

(Hmax) that it can reach. This relation is expressed in Eqn. (6.2) where g is the gravitational

acceleration.

Tc = 2

√

2(Hmax −HTh)

g
(6.2)

Additionally, we have to consider how long it takes for a jumping robot to perform a complete

jump cycle, Eqn. (6.3). This includes any time required for the jumping robot to prepare

before a jump (e.g., loading of jumping mechanism, self righting and positioning), and the

time of flight obtained from the jump.

Tcycle = Tpre−jump + TToF (6.3)

For purpose of analysis we consider the MSU Jumper, a miniature steerable jumping

robot prototype presented by Zhao et al. Zhao et al. (2013). The prototype has a jumping

loading time of 10 seconds, with an estimated normalized jump height (height reached from

vertical jumping) of 87 cm and 73.6 cm when carrying 4 grams and 8 grams of payload

weight, respectively. Figure 6.1 plots both, the jump cycle as a function of time in Fig. 6.1a,

and a zoom-in of the time of flight (TToF = 775 ms) when jumping to a height of 73.6 cm

in Fig. 6.1b. The communication time window (Tc = 720 ms) is displayed for a threshold

height of 10 cm.
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Figure 6.1: Jumping Robot Jump Cycle and Time of Flight for 73.6 cm Jump Height
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From Fig. 6.1a, it can be observed that the communication time (Tc) is small relative

to the entire jump cycle time (Tcycle) for this particular jumping robot prototype when

carrying a load weight of 8 grams. The jump cycle time can be a determining factor for the

application’s suitability for airborne sensor communication with jumping sensors.

Let us consider a single jump for communication, then the maximum transmission rate

during a jump will be equal to the link speed RTx obtained from the employed wireless

protocol. However, this rate is conditioned to the communication time window during the

jump. Therefore, it is practical to compute the number of communication frames that can

be transmitted during a jump. This can be obtained as follow:

tframe =
Fbits
RTx

(6.4)

Fjump =
Tc

tframe + tdelay
(6.5)

where,

tframe time it takes to transmit a frame.

tdelay inter frame delay time for synchronization between transmitter and receiver.

Fbits number of bits in a communication frame.

RTx transmission rate (link speed) in bits/sec.

Fjump maximum number of frames that can be transmitted per jump.

For instance, using the following networking parameters: frame size of 25 Bytes (10 Bytes

Payload, 6 Bytes physical layer and 9 Bytes MAC sublayer 802.15.4-IEEE-Standard (2006)),
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RTx = 250 Kbps, tdelay = 7.5 ms, and assuming airborne communication can occur with

same jump height values as presented in Fig. 6.1b for a Tc = 720 ms. Replacing these values

in Eqn. (6.4) and (6.5), the maximum number of frames that can be transmitted per jump

is 86.77 [frames/jump].

Although the communication time is small when compared to the jump cycle time, it is

enough for short communications. On the other hand, communication that occur with high

frequency or exceeding the available communication time per jump can suffer from delay.

The average frame rates for ground surface (RGx) and airborne communication (RJx)

with jumping sensors can be obtained with Eqn. (6.6) and (6.7), respectively.

RGx =
1

tframe + tdelay
(6.6)

RJx =
Fjump

Tcycle
(6.7)

Considering the previous networking parameters, an average frame rate for sensor within

communication range at ground surface level is found to be RGx = 120.48 [frames/sec].

However, the average frame rate for airborne communication is found to be RJx = 8.05

[frames/sec]. This lower frame rate is caused by the time it takes for a jumping robot to

complete a jump cycle. The jumping cycle causes packet transmissions to occur in bursts,

resulting in increased network communication latency. It should be noted that these rates are

for the specified jumping characteristics of the MSU Jumper, which is designed to maximize

both jumping height and travel distance.
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6.3.2 Gateway Airborne Communication

Jumping sensors topologies can employ jumping capable sensors as gateway nodes to discon-

nected clusters, Cintrón and Mutka (2010). The jumping frequency of a gateway jumping

sensor is determined by the packet forwarding rate the node must achieve. This is related to

the packet arrival rate, which is application dependent. To determine the viability of gate-

way jumping sensors for a particular application, it is necessary to predict the total packet

rate RCi for clusters.

RCi = ri ∗ ni (6.8)

where,

RCi the total packet rate for cluster i.

ri the average packet output rate for sensing nodes in cluster i.

ni the number of active nodes in cluster i.

If the jumping node can buffer and transmit Pjump packet in a jump, then it can wait

a maximum of tw before having to forward the corresponding data packets. This relation is

expressed below.

tw =
Pjump

RCi
seconds (6.9)

Moreover, given an application messaging frequency, the number of sensor nodes a jump-

ing sensor gateway can support can be determined with Eqn. (6.8) and (6.9).
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Case Study I : Consider an environmental sensing application performing soil moisture

monitoring every 10 minutes ( ri = 0.0017 [pck/s]) as presented by Wu and Liu Wu and

Liu (2012). Each jumping sensor having to wait 10 seconds to perform a jump, and a

Pjump = 86 [pck/jump]. Solving Eqn. (6.9) for the number of nodes, we obtain:

ni =
Pjump

ri ∗ tw
(6.10)

ni =
86

0.0017 ∗ 10
≈ 5058 nodes

In other words, to prevent buffer overflow, under the above mentioned networking charac-

teristics, a single jumping sensor gateway could serve up to 5058 sensing nodes.

Case Study II : In a Moving Object Tracking application, the monitored area is typically

divided into sensing regions Lin et al. (2006). Event messages are sent when an object

exits or enters a sensing region. The event message is a short (about 10 Bytes) message

containing a time stamp, object ID (identifier), exiting region ID, and entering region ID. For

continuous monitoring all event messages are forwarded to the base station. We now consider

an example where a sensor network tracks people running in an area using sensors with a

sensing radius of 5 [m]. A runner with a speed of 20 [Km/hr] will have an area transition rate

of 0.56 [Transitions/sec]. This results in an event message rate of 1.12 [msg/sec]. While

the average ASC frame rate RJx = 8.05 [frames/sec] would support the ability to track 7

objects simultaneously, the latency introduced by the jump cycle results in outdated position

information. However, this is not a problem for applications studying animal behavioral

patterns, not requiring position information in real-time, since the data is aggregated for

later evaluation Dyo et al. (2010).
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It has been shown that the number of sensor nodes, the packet rate and delay tolerance

from the application are key factors to determine whether ASC is going to be able to sustain

the communication load of a cluster. Moreover, jumping sensors have limited power, hence

ASC should be used to provide temporary communication while topology redeployment takes

place to establish long lasting communication links. The network redeployment process is

discussed in the next sections.

6.4 Quality of Connectivity

Network connectivity measures the ratio of nodes able to connect to the base station. How-

ever, with this piece of information alone we cannot say much about how the network will

perform under different scenarios, or if it is adequate for a particular application. Hence,

we need a measurement to describe the type of connectivity the network can provide in its

current topology state.

The Quality of Connectivity (QoC) evaluates the network connectivity ratio in terms of

how segregated and distributed are the sensor nodes with connectivity in the topology. In

principle, cluster to cluster communication suffers from intermittent links. The higher the

number of these intermittent communication links on a path to base station, the higher is

the expected delay for a message to arrive at the base station. Therefore, QoC looks at the

entire network topology as levels of connectivity.

The connectivity level of a cluster can be determined with the number of intermittent

links a message must traverse to arrive at the base station. The cluster containing the base

station is considered the first level. One level up are those clusters having at least one

intermittent communication link to the first level. Levels above depend on their immediate
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lowest level to acquire connectivity, as shown in Fig. 6.2.

C4

C3

C2

C5

C6 C7

C8

L1L2L3 L1 L2 L3

C1

Figure 6.2: Single base station clustered topology depicting connectivity levels

To be able to obtain a score for a network topology we have to assign a scoring contri-

bution weight value to each level on the topology. Lower levels are desired, since they are

expected to have lower delay than higher up levels. Therefore, they should contribute more

to the overall network score. This is achieved by assigning a weight that decreases as the

level increases. Also, the level contribution to the QoC has to be proportional to the number

of nodes on it.

We use a geometric distribution to assign diminishing weights to each connectivity level

away from the base station, Eqn. (6.11).

λi = ri (6.11)
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In order to form a probability distribution we chose a common ratio, r = 1
2 . This satisfies:

lim
k→∞

k
∑

i=1

ri =
r

1− r
= 1 (6.12)

This probability distribution will be applied to the connectivity levels. We define the con-

nectivity levels to be subsets of CB such that:

CB =
ℓ
⋃

i

Li (6.13)

where,

|CB| =
ℓ

∑

i=1

|Li| (6.14)

There are ℓ connectivity levels indexed as L1, . . . , Lℓ. Each Li contains |Li| nodes. The

geometrically weighted contribution of each level is represented as:

ℓ
∑

i=1

λi|Li| = λ1|L1|+ λ2|L2|+ · · ·+ λℓ|Lℓ| (6.15)

In order to provide a representative score of how fragmented the network topology is,

an average over the number of connected nodes is computed. However, because the number

of connectivity levels is finite, the sum of the weights is less than one. For this reason, we

normalize each weight and take the average using:

|CB|
ℓ

∑

i=1

λi (6.16)

This introduces the network QoC score, Eqn. (6.17). The QoC score is near one (zero) if and

only if the nodes having connectivity are distributed in few (many) clusters. A score value
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of one is equivalent to having all the nodes with connectivity in a single cluster network.

QoC =

ℓ
∑

i=1
λi|Li|

|CB|
ℓ
∑

i=1
λi

(6.17)

6.4.1 QoC Enhancement

One of the network managing tasks is to identify node’s actions that can increase or reduce

the overall performance. For example, the decision of relocating a set of nodes to merge

two clusters. Such operation creates an impact in network expected life as the sensor nodes

consume more energy while relocating, but can potentially increase network performance.

Therefore, we want to evaluate the potential performance gain before any cluster merging

operation.

Network QoC allows to evaluates the network topology on its current state. The contri-

bution to the QoC from each level depends on the number of nodes on the level, and the

contributions from levels above them. Hence, a merging operation between two clusters in

different connectivity levels represents a QoC increase. This is true because the merging

operation increases the lower level size, and brings dependant clusters from above levels one

level closer to the base station.

A cluster contribution to the QoC can be represented as a recursive function QoCc
i ,

presented in Eqn. (6.18),

QoCc
i = λi(|L

c
i |) +QoCc

i+1 (6.18)

where i indicates the current connectivity level the cluster c is at, |Lc
i | the size of the level

considering only those dependent clusters of c. The recursion will stop at the last dependant
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connectivity level of cluster c, where QoCc
i+1 = 0. The QoCc

i function results in a rational

number that has to be normalized before it can be used to evaluate which cluster merge

operation has the greatest impact on the QoC.

Since we are using a geometric distribution (Eqn. (6.11)) to assign the connectivity levels

weights λi, we can simplify Eqn. (6.18) to represent all level contribution as:

Qc
i = λ1(|L

c
i |+Qc

i+1) (6.19)

Then, the QoCc
i contribution for i ≥ 2 is obtained by:

QoCc
i = λi−1(Q

c
i ) (6.20)

Equations (6.19) and (6.20) allow for a distributed computation of each cluster contribu-

tion, thereby reducing the computational load on a single cluster.

To better understand the process of using QoC as a decision factor for cluster merging,

let us consider the example topology presented in Fig. 6.3. Clusters’ sizes for the example

topology are indicated in Table 6.1.

Table 6.1: Cluster’s Sizes and Distribution by Connectivity Level of Network Topology in
Fig. 6.3

Li L1 L2 L3 L4

Cj C1 C2 C3 C4 C5 C6 C7

|Cj| 2 15 21 30 8 4 20
|Li| 2 36 42 20
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Figure 6.3: Network Topology Example for QoC∗2 Contribution Evaluation

Using the values from Table 6.1 in Eqn. (6.17) we can obtain the QoC of the topology

on its current state.

QoC =
λ1(2) + λ2(36) + λ3(42) + λ4(20)

100
4
∑

i=1
λi

= 0.176

We want to evaluate which cluster, C2 or C3, merging with C1 will result in the highest

QoC increase. For this particular scenario, the number of nodes that will benefit from either

merge operation is equal, which is:

|C2|+ |C4|+ |C5| = |C3|+ |C5|+ |C6|+ |C7| = 53 (6.21)

This was selected to demonstrate that the QoC is not only impacted by the number of nodes,
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but also by how they are distributed in the topology.

Evaluating both cluster’s QoCc
i contributions, QoC2

2 and QoC3
2 , we obtain:.

QoC2
2 = λ2(15) + λ3(38)) (6.22)

= 8.5

QoC3
2 = λ2(21) + λ3(12) + λ4(20) (6.23)

= 8.0

The contributions have to be normalized in order for cluster C1 to compare them. We

normalize each QoCc
i contributions by the sum of connectivity weights from the resulting

graph depth, should a merge with the cluster takes place. Let us call this the gain G
a,k
i of

dependent cluster Ck merge with anchor cluster Ca, and ℓk the depth of the resulting graph.

G
a,k
i =

QoCk
i+1

ℓk
∑

i=1
λi

(6.24)

Evaluating the gain for each cluster merge, we obtain:

G
1,2
1 =

8.5
4
∑

i=1
λi

= 9.07 (6.25)
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G
1,3
i =

8.0
3
∑

i=1
λi

= 9.14 (6.26)

Hence, the merge between cluster C1 and C3 will provide the higher increase to the QoC

in the network. This can be verified by computing the QoC after the merge. By merging

clusters C1 and C3, the QoC of the network topology is increased to:

QoC =
λ1(2 + 21) + λ2(15 + 8 + 4) + λ3(30 + 20)

100
3
∑

i=1
λi

= 0.28

Instead if we chose to merge clusters C1 and C2, the increase in the QoC of the network

topology was going to be less:

QoC =
λ1(2 + 15) + λ2(21 + 30 + 8) + λ3(4) + λ4(20)

100
4
∑

i=1
λi

= 0.2666

It is worth noting that even with the individual QoCc
i contributions favoring the merge of

clusters C1 and C2, the impact from reducing a whole connectivity level by merging clusters

C1 and C3 is taken into account when QoCc
i values are normalized in Eqn. (6.24).

6.5 Cluster Merging Decision Algorithms

Cluster merge operations imply relocation, or even additional deployment, of sensing nodes

to establish persistent communication links between clusters. Once the persistent commu-
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nication links are established, the involved clusters become unified into a single cluster.

Persistent communication links are desired to enhance network connectivity. The network

QoC performance metric takes into account the existence of intermittent links, since they

tend to cause delay in network communications.

This section presents different algorithms for merging clusters in mobile sensor network

topologies. The merging of clusters in the network topology requires either, node relocation

or redeployment. The scope of this section is to establish the order of merging operations to

occur in the network topology. The QoC is suited for this purpose. The algorithms goal is

to maximize the QoC of the network by smartly choosing clusters to perform merging oper-

ations. The cluster merging decision algorithms are divided into centralized and distributed

categories, Section 6.5.1 and Section 6.5.2, respectively. Furthermore, the algorithms dif-

fer mainly in the criteria used to select a merging candidate, and the cluster’s subset used

for candidate selection (the merging candidates’ scope). All the algorithms terminate when

there are no more cluster merge options.

There are three merging selection criterion, namely:

• Maximum QoC yield (MQY): Cluster merging action that yields maximum QoC

in the network topology.

• Largest cluster size increase (LCSI): Cluster merging action that results in the

largest cluster size increase.

• Random: Random selection of cluster merging action. Used as a base performance

comparison.

Each algorithm is characterized by a unique combination of the merging criteria, scope,

and computing approach (centralized or distributed). An overview of the algorithms’ charac-
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Table 6.2: Algorithms’ Characteristic Overview

Algorithm MQY LCSI Random Scope

C
e
n
tr
a
li
z
e
d BMN X All

BMN-BS X L1
LIMN X All
LIMN-BS X L1
RMN X All
RMN-BS X L1

D
is
tr
ib
u
te
d DBMN X All

DBMN-BS X L1
S-DBMN X L1, L2
DLIMN X All
DRMN X All

teristics is provided in Table 6.2. The scope of the algorithms is expressed as the connectivity

level where cluster’s merging evaluations are performed. For example, an L1 scope indicates

merging operations between level 1 and 2 are allowed, whereas a scope of both, L1 and

L2, indicates merging between level 1, 2, and 3 are allowed. Detailed descriptions for the

algorithm are provided in Section 6.5.1 and 6.5.2.

6.5.1 Centralized Approaches

The centralized approaches rely on a common reachable entity, such as the base station, to

collect data from sensor nodes, perform analysis, and make decisions based on an overall

view of the network topology status. Decisions are taken with the objective to create a

global improvement in the network QoC.

6.5.1.1 BMN and BMN-BS

Best Merge Next (BMN) selects the cluster pair to perform the merging operation, resulting

in the maximum QoC yield. BMN-BS in contrast, only evaluates candidate clusters that
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are neighbors to the base station cluster, and selects the one with maximum QoC yield to

perform the merging operation. BMN can be considered as a brute-force approach to find

the sequence of cluster’s merging operations yielding the highest improve in QoC.

6.5.1.2 LIMN and LIMN-BS

Large Increase Merge Next (LIMN) selects the cluster merging operation that results in the

largest cluster’s size increase. LIMN-BS in contrast, only evaluates candidate clusters that

are neighbors to the base station cluster, and selects the one having the largest cluster size

to perform the merging operation.

6.5.1.3 RMN and RMN-BS

Random Merge Next (RMN) and Random Merge Next from base station (RMN-BS) are the

study base-cases for performance comparison. RMN, randomly selects cluster pairs in the

network topology to perform merge operations. RMN-BS, randomly selects cluster neighbors

to the base station cluster to merge.

6.5.2 Distributed Approaches

In contrast to the centralized approaches, the distributed approaches work by applying the

merging selection criterion locally to each cluster. Any clusters having dependent1 clusters

communication links will perform the merging selection process, by applying the selection

criteria of the algorithm employed. Due to the distribute nature of the approaches, and

as a measure to limit any possible control communication overhead, there is no particular

1Dependent clusters are those clusters at farther connectivity levels from base station that
depend on other clusters routing capabilities to be connected to the network, see Section 6.4.
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order of precedence for cluster merges to occur. Hence, cluster merge operations can occur

simultaneously by default.

6.5.2.1 DBMN, DBMN-BS, and S-DBMN

Distributed Best Merge Next (DBMN) and the other variants are similar to BMN in the

sense that they seek to make a direct impact on network QoC by selecting the maximum

QoC yield merging operations on each cluster having dependents. However, since these

approaches are designed to be carried in a distributed manner, and the QoC is an overall

(global) network performance measurement not available to all the clusters, each cluster

computes the individual Gain as presented in Section 6.4.1.

The difference between distributed variants is in the cluster’s subset used for candidate

selection. In DBMN all the cluster having dependent clusters execute merging operations.

In DBMN-BS, only merge operations between the base station cluster and its neighbors are

allowed. Special DBMN (S-DBMN) allows base station clusters neighbors to execute merging

operations with their dependents as well. In other words, merge operations in DBMN-BS

can occur only between connectivity level2 1 and level 2, while in S-DBMN merge operations

are allowed between connectivity levels 1, 2 and 3.

6.5.2.2 DLIMN

Similar to LIMN, Distributed Large Increase Merge Next (DLMN) uses largest cluster’s size

increase to select among the candidate clusters. The main different is that all clusters having

dependent clusters will employ the selection procedure locally. In other words, clusters with

dependents select the local LIMN, and proceed with the merging procedure.

2Connectivity level 1 has only one cluster with the network base station.
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6.5.2.3 DRMN

Similar to RMN, in Distributed Random Merge Next (DRMN) each cluster with dependents

executes a random selection to perform merge operations.

6.6 Evaluations

Simulations were performed to evaluate the performance of the cluster merging decision

algorithms. First, a detail description of the generated simulation environments is provided.

Second, obtained results are presented and evaluated.

6.6.1 Simulation Environment

Network topologies were generated and evaluated using a custom simulator in Matlab. Vari-

able inputs were established for the generation of network topologies: number of connectivity

levels ℓ, number of clusters, and the total number of sensors nodes. The number of clusters

was selected to be five (5) times the number of connectivity levels, and the total number of

sensor nodes was selected to be twenty (20) times the number of clusters. All the algorithms

were evaluated under different number of connectivity levels. Topologies with three (3), nine

(9), and fifteen (15) connectivity levels were found to be representative for all the other

evaluated topology configurations.

The following topology setting requirements were established:

• A connectivity level by definition must have at least one cluster.

• A cluster must be composed of at least one sensor node.

• Every cluster must have at least one communication link with a cluster at a lower
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connectivity level (with the exception of the Base Station cluster, since by definition,

it is the first and lowest existing connectivity level).

Sensor nodes were randomly distributed into clusters; the clusters were randomly as-

signed to different connectivity levels. Communication links between clusters were classified

as inter-level (connections between clusters at the same connectivity level), and intra-level

(connections between clusters at different connectivity levels). Aside from the required com-

munication links for each cluster, additional links were randomly established with biased

probability. Intra-level links had 40% chance of occurrence, while inter-level links had 20%

chance.

Following the aforementioned settings, ten (10) topologies were generated for each fixed

number of connectivity levels, totaling thirty (30) network topologies.

6.6.2 Evaluation and Results Analysis

The performance of the cluster merging algorithm was analysed with two metrics:

• Impact to network QoC for each cluster merge operation.

• Number of candidate evaluations associated with each cluster merger operation.

Mean values for QoC and the number of evaluations per cluster merge operation were com-

puted for centralized and distributed approaches. All distributed algorithms, and the algo-

rithms employing random selection functions, such as, RMN, RMN-BS, DRMN, were run

ten (10) independent times for each topology to obtain their performance’s mean value.

For legibility purpose, plots of the results are presented in Section 6.6.3. The results are

grouped by the topology’s initial number of connectivity levels (3, 9, 15). Each connectivity

level has result’s plots for QoC improvement versus the number of cluster merge operations,
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and the number of evaluations per cluster merger operations. Results are further organized

accordingly to the decisions algorithm approach, i.e., centralized and distributed.

6.6.2.1 BMN, BMN-BS, and DBMN-BS

BMN, BMN-BS, and DBMN-BS produced the maximum QoC yield per merge operation.

Their difference is on the number of evaluations required before each merge operation deci-

sion. BMN analyzes each possible merge operation in the network topology, while BMN-BS

and DBMN-BS only consider merge operations directly with the base station cluster. Even

though the number of comparison evaluations is the same for BMN-BS and DBMN-BS (see

plots in Section 6.6.3), they differ in the selection process and candidate evaluation function.

BMN and BMN-BS evaluate each candidate merge operation individually by peeking

into the future and recording the future QoC yield (should that candidate be selected), a

feasible procedure in less resource constrained nodes. On the other hand, in DBMN-BS each

merge candidate cluster computes its expected QoC contribution and provides it to the base

station cluster, who computes and evaluates the candidates’ QoC gains. DBMN-BS is less

computing intensive, and proves to have equal performance as its centralized counterpart.

6.6.2.2 LIMN, LIMN-BS, and DLIMN

The QoC yield per merge operation from LIMN and LIMN-BS was the closest to that

obtained by MQY algorithms. Their QoC maximization strategy relies in choosing the

largest cluster size increase (LCSI). The disadvantage with these approaches is that they

focus only in cluster’s size, neglecting the current level of connectivity of the clusters. The

level of connectivity is heavily weighted by the QoC function. This is because the connectivity

level of a cluster is highly correlated with the expected delay for any communication to reach
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the base station.

Nonetheless, LIMN is shown to produce a higher QoC yield to that of LIMN-BS due

to the bigger scope of candidate clusters, Fig. 6.4a, 6.6a, and 6.8a. The higher QoC yield

from LIMN comes with a price, a greater number of comparison evaluations, making it more

computing intensive at early stages of redeployment, Fig. 6.5a, 6.7a, and 6.9a. LIMN-

BS, having less number of comparison evaluations, obtained a QoC yield slightly below of

that from LIMN for topologies with few connectivity levels. However the difference is more

noticeable in topologies having greater number of connectivity levels, Fig. 6.8a.

DLIMN, the distributed counterpart of LIMN, produced a slower increase in QoC, Fig.

6.4b, 6.6b, 6.8b. Its QoC yield is just under that obtained with DBMN, with a slight lower

number of evaluations per merge operation. This is more noticeable in topologies having

greater number of connectivity levels, Fig. 6.9b.

6.6.2.3 S-DBMN and DBMN

S-DBMN came in second place for QoC yield, with a low number of evaluation per merge

operation, when compared to other distributed algorithms, Fig. 6.4b, 6.6b, and 6.8b. A

reduced scope of candidates for merge operations showed to be a key factor on its perfor-

mance.

DBMN displayed a lower number of evaluations per merge operations than S-DBMN,

Fig. 6.5b, 6.7b, and 6.9b. However, its QoC yield improves significantly only after some

cluster merges. This improvement in QoC yield is more evident after 7 cluster merges for

the topologies with 9 level of connectivity, and 15 cluster merges for the topologies with 15

level of connectivity, Fig. 6.6b and 6.8b, respectively.

It is worth noting that for all the distributed algorithms there is no order of precedence
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for merging operations to occur. For instance, if DBMN network merge operations order of

precedence were to be sorted by QoC gain, then a QoC yield similar to that obtained by its

centralized counterpart (BMN) would be observed. Such approach would have to be designed

to be semi-distributed, and could benefit from a lower number of evaluations per operations

than its centralized counterpart (BMN). Nevertheless, the communication overhead related

to the cluster’s synchronization for this approach has to be considered.

6.6.2.4 RMN, DRMN, and RMN-BS

RMN and DRMN were selected as the base-case evaluations. All the presented algorithms

show a QoC yield to be far superior to that obtained with RMN and DRMN algorithms.

In spite of its random nature, by significantly reducing the scope of candidates for merge

operations to only neighbor clusters of the base station, RMN-BS shows an almost linear

QoC yield. This is attributed to the repeated increase in the number of sensor nodes to the

base station cluster. The base station cluster size has a higher weight factor in the QoC

function due to the number of persistent communication links associated with it.

6.6.3 Performance Plots
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Figure 6.4: QoC in Network Topologies with 3 Connectivity Levels, 15 Clusters
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(a) Number of Evaluations for Cent. Algorithms
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(b) Number of Evaluations for Dist. Algorithms

Figure 6.5: Number of Evaluations Per Merge Operation in Network Topologies with 3
Connectivity Levels, 15 Clusters
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(b) QoC for Distributed Algorithms

Figure 6.6: QoC in Network Topologies with 9 Connectivity Levels, 45 Clusters
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Figure 6.7: Number of Evaluations Per Merge Operation in Network Topologies with 9
Connectivity Levels, 45 Clusters
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(b) QoC for Distributed Algorithms

Figure 6.8: QoC in Network Topologies with 15 Connectivity Levels, 75 Clusters
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Figure 6.9: Number of Evaluations Per Merge Operation in Network Topologies with 15
Connectivity Levels, 75 Clusters

113



6.7 Summary

This chapter presents an unique fitness evaluation for wireless sensor network topologies.

Network connectivity is crucial for a network topology to be functional. Nonetheless, network

responsiveness and its capacity to meet communication flow demands is crucially important

as well. This work evaluated network performance aspects related to network connectivity

from the application’s perspective. A Quality of Connectivity (QoC) performance metric

was defined to evaluate the network connectivity in terms of how geographically distributed

the sensor nodes are in the topology. Furthermore, the metric served as an indicator factor

of potential communication problems and latency in sensor network topologies.

Centralized and distributed algorithm approaches are presented to maximize network per-

formance. Maximizing network performance with fewer operations as possible is important

for Wireless Sensor Networks, where energy and computing resources are limiting factors.

Therefore, the algorithms make smart cluster merging operations attempting to yield maxi-

mum QoC for each operation. Network QoC improvement and the complexity of executing

the approaches was evaluated in multiple and diverse network topology scenarios. From all

the algorithm approaches, DBMN-BS was discussed to be less computing intensive than its

centralized counterpart, BMN-BS, having an equally outstanding network QoC yield per

operation.

As an extension of this work, it would be beneficial to design and evaluate a semi-

distributed approach with maximum QoC yield decision criteria. Such approach will seek

to combine the network QoC improvement performance obtained with DBMN-BS, and the

low number of comparison evaluations per merge operations obtained with DBMN.
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Chapter 7

LEVERAGING HEIGHT IN

JUMPING SENSORS

TO OBTAIN RELATIVE

ORIENTATION

7.1 Preliminaries and Motivations

Jumping sensor robots have attracted attention for their unique ability to jump to target

destinations, making them ideal candidates to be deployed in rough terrains where wheeled

robots cannot perform, Cen and Mutka (2008); Pei et al. (2009). It is clear that as a newer

generation of jumping sensors becomes available, opportunities open to solve many existing

Wireless Sensor Network (WSN) problems, which include a node’s relative orientation. We

define a node’s relative orientation as the ability of a node to identify the direction of a target

(e.g., neighbor node) from its current location relative to a reference direction. Obtaining a

reference direction, e.g., the magnetic north, has become simple with the usage of inexpensive

magnetic compass sensors. However, the challenge remains to determine the relative direction

of a neighbor node. While the orientation concept seems relatively simple in nature, it is
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still a challenge for a highly resource constrained (CPU, power, form-factor, etc.) WSN.

Figure 7.1: Orientation with GPS

Sensor orientation is a crucial area of importance for mobile wireless networks. Generally,

node orientation is obtained from each node’s location coordinates obtained by GPS receivers.

Figure 7.1 illustrates a relocation request in a wireless network composed of a limited number

of mobile nodes. When a node relocation request occurs, the relative orientation of the node

to the target destination is computed from the position coordinates. The computation might

take place in a base station if the node lacks sufficient computational resources. Nevertheless,

localization is a requirement for those mobile networks to work. Enabling every device to be

position coordinate aware can become a costly procedure and inconvenient for most power
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limited mobile wireless sensor networks.

Figure 7.2: Relative Orientation with Jumping Sensors

The objective of this work is to leverage jumping and mid-air spinning to determine the

relative orientation of sensors nodes without the initial need of position within a coordinate

system. Even with the limitations of wireless sensors mentioned earlier, the fluctuations of

the received signal strength as the antenna orientation changes provide sufficient information

to predict relative orientation. The jumping ability allows the jumping sensor to relocate

and while in this process, mid-air rotations can be used to scan the nearby nodes’ relative

orientation. The relative orientation data can be used to guide the relocation sensors as

needed. For example, the destination of a mobile node can be defined as a progression

of dynamic directions adjusted according to the relative orientation of surrounding nodes.
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Figure 7.2 illustrates the movement progression of a jumping robot relying on the oriented

directions (OD) from neighbor nodes. Every oriented direction is relative to the node itself

and a reference direction. The magnetic north serves as a common fixed reference direction.

Furthermore, with relative orientation, nodes can collaborate to identify network bound-

aries, uncovered areas, and the existence of obstacles in the topology. Sensor orientation is

discussed further in Section 7.2.

This work presents a multi-step procedure to produce a direction oriented jumping sensor

network. First, the jumping sensor collects and processes signal strength readings to produce

the first prediction set of oriented directions per node. At this stage, the nodes have multiple

possible directions for their neighbors. Second, this set is processed and reduced to two

oriented directions, one being the true direction where the neighbor node lies, and the other

its mirrored direction. Third, the process continues with the execution of a relative direction

agreement algorithm, which selects and validates a single oriented direction per neighbor

node. Finally, the direction oriented network executes a mirror free procedure, which detects

and corrects mirrored oriented directions. Only a pair of beacon nodes is needed for the

procedure to fix nodes’ true orientation from a mirrored orientation.

7.1.1 Organization

This chapter is organized as follows. Section 7.2 introduces the jumping sensor approach

for collecting and processing signal strength data into orientation information. A series

of outdoor experiments are performed and the obtained results are evaluated. In Section

7.3 a directional-orientation decision algorithm is presented. Section 7.4 presents a mirror

orientation identification and correction procedure. In Section 7.6 a summary of the work

and conclusion are provided.
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7.2 Sensor Orientation

In a three dimensional space, orientation of an object can be measured in terms of rotations

around three axes: vertical (yaw), lateral (pitch), and longitudinal (roll). Figure 7.3 depicts

a three dimension axes configuration where roll and pitch follow the right-handed rule for

positive rotation, while yaw follows the left-handed rule positive rotation.

Figure 7.3: Yaw, Pitch, and Roll

The increase in demand for spacial orientation in technology gadgets, such as, smart-

phones, remote controllers, digital cameras, etc., have made orientation data acquisition

sensors to be developed in small sized chips at an affordable customer price. Newest gen-

erations of wireless sensor robots are designed to have a magnetic compass, gyroscope, and

accelerometer, all integrated as part of their control system. This makes orientation data

available for robot repositioning and movement.

Most wireless sensors presently are equipped with dipole antennas. Dipole antennas

radiate electromagnetic waves in a toroid manner, creating two radiation holes (where the

radiation power drops significantly) along the direction of the antenna endings. Changes in

the antenna orientation can make nearby receivers to register higher or lower signal strength,

depending where the radiation pattern of the antenna is concentrated relative to the receivers.
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If the antenna orientation is changed intentionally, lower signal strength readings from nearby

receivers can potentially indicate where the radiation holes are, and relative direction from

receivers could be identified.

Jumping sensors are capable of two-way communication with a far receiver while they

are airborne, for relocation or simply for node discovery, as presented in Cintrón and Mutka

(2010). While the jumping sensor is airborne it freely rotates on the air, changing the

orientation of its antenna. Mid air rotations are beneficial because it allows the sensor to

transmit at different antenna orientations. Receiver of airborne communication packets can

process the RSSI of received packets to identify drops in signal power.

This section will present results from a series of experiment conducted where antenna

orientation was manipulated to create fluctuations in the RSSI registered in a receiver node.

The processing of this data makes it possible to identify a node’s relative orientations.

7.2.1 Oriented Direction

In wireless sensors, sensor nodes within radio range of each other are called neighbors. We

define the direction of a node’s neighbor with respect to a common reference as the oriented

direction (OD) of the neighbor from the node. The reference can be the earth magnetic

north pole, a fixed land mark or object with which the sensors can get oriented. Once a

common reference is established, the OD of a neighbor is the vertical axis rotation angle

(yaw) that points in the direction toward the neighbor. Hence, it is worth noting that ODs

are relative to the observer node.

When a jumping sensor jumps, it can broadcast its orientation in communication pack-

ets during the entire time of flight. Neighbor receivers register the RSSI for each broadcast

packet. The RSSI is associated to the orientation of the transmitter (at transmission time)
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that is enclosed in the packet. The OD of a receiver node is obtained by finding the orien-

tation with minimum RSSI.

Due to the nature of dipole antennas, two coplanar 180 ◦ apart directions have to be

taken into consideration when identifying the direction of the neighbor. Both directions, one

identified with minimum RSSI and the other being the 180 ◦-complement, are assigned equal

probability to be the true direction.

7.2.2 Experimentation

A series of outdoor experiments were performed to obtain Oriented Directions of two wireless

sensor nodes. Two IRIS1 motes where used in the experiments. Maximum transmission

power (3 dBm) was employed for wireless communication. The sensors were separated at

a 5 meter distance on a flat surface. The orientation of the transmitter was changed as

follows. Eight (8) Rotations on a vertical axis (yaw) were set at increments of 45 degrees,

for a complete 360 degree rotation. The antenna in the IRIS is fixed to what we define as

the front side (for experimentation purpose), with a single axis rotation connector, allowing

antenna rotations along the longitudinal axis (roll). Four (4) roll angles were selected over

180 ◦ above the horizontal plane: −45 ◦, −90 ◦, 45 ◦, 90 ◦. It is worth noting that for any roll

angle, the antenna will be always perpendicular to the longitudinal axis.

Each yaw orientation was combined with all four roll angles to form a total of 32 antenna

orientations, i.e., 8 yaw by 4 roll angles. Two fixed heights were tested: 0 cm and 50 cm above

the surface. Only the height of the transmitting sensor was changed, leaving the receiver at

surface level at all times. All the antenna orientations were tested for each height, repeating

the process for the second node set as the transmitter. Fifty (50) sets of ten (10) packets

1http://www.memsic.com/wireless-sensor-networks/
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were transmitted for each antenna orientation. The receiver node was set to register the

RSSI for each packet, and the mean RSSI was computed for each orientation.

In order to obtain the ODs for each node we need to find the antenna orientations having

the minimum RSSI. However, we are only interested in the yaw angle of the antenna itself,

not the sensor. Therefore, it is required to obtain the direction component, from the antenna

orientation, in the horizontal plane of reference. Note that this will not be required if the

antenna cannot change orientation independently from the sensor. In our experiment, the

sensor roll was always kept fixed, and the antenna roll adjusted to the desired angle.

To obtain the antenna yaw angle (in our experiment) we needed to add ±90 ◦ (the sign

is determined by the sign of the roll angle) to the sensor yaw orientation. This is because

the horizontal plane of reference is perpendicular to the vertical axis. Table 7.1 presents the

true antenna yaw orientation for each combination of sensor’s yaw orientation and antenna

roll. For example, if the sensor yaw is 90 ◦, the antenna yaw angle will be 0 ◦ for a negative

roll, and 180 ◦ for a positive roll. Similarly, a sensor yaw 180 ◦-complement will result in the

same antenna yaw angles but in opposite direction with respect to the roll sign. Therefore,

we end up with four RSSI measurement corresponding to every yaw angle, as a result from

the translation of the sensor yaw readings to the antenna perspective.

Table 7.1: Antenna True Yaw Orientation for IRIS mote

Sensor Yaw

Roll 0 45 90 135 180 225 270 315

-90,-45 270 315 0 45 90 135 180 225
45, 90 90 135 180 225 270 315 0 45

The RSSI mean was computed for the small samples of ten (10) packets for each antenna

yaw and roll configuration. RSSI results are shown by height for node A at different yaw

angles while transmitting at −45◦ and −90◦ antenna roll, Fig. 7.4 and Fig. 7.5, respectively.
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RSSI results for node B followed a similar pattern. It should be noted that for experimental

purpose, each node reference (0 ◦ yaw) was fixed to point to toward each other. From Fig.

7.4, it can be appreciated that node A’s lower RSSI were registered at 0 ◦ and 315 ◦ yaw for

a transmitting height of 0 cm, and 0 ◦ yaw for 50 cm height. RSSI readings for −90 ◦ roll

(Fig. 7.5) with low values were registered at 0 ◦, 270 ◦, and 315 ◦ yaw angles, for 0 cm height.

Although 315 ◦ yaw RSSI readings had the lowest value when at 50 cm height, both 0 ◦ and

180 ◦ yaw produced the second lowest RSSI.
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Figure 7.4: Node A’s Antenna Yaw RSSI (w/ Roll −45◦) Measured at Node B

The RSSI readings showed a high correlation with the antenna orientation. Some degree

of offset to the expected yaw angle direction was experienced. This was due to a number

of factors. First, the shape of the antenna conductor in the motes is not perfectly straight,

which can create changes in the radiation pattern. Second, the antenna location on the

motes is at its side, not at its center, making it almost half visible from the opposite side,

which can interfere with the signal. A rigid antenna conductor strategically positioned on
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Figure 7.5: Node A’s Antenna Yaw RSSI (w/ Roll −90◦) Measured at Node B

the robot’s body can mitigate the influence of these. Third and foremost, when the mote

is at surface level much of the signal is absorbed by the surface, in addition to any line-

of-sight obstruction between the transmitter and receivers, e.g., unevenness of the surface.

The ability of a jumping sensor to perform surface and airborne communication makes it

adequate for OD detection. Furthermore, while the mote rotates, transmission can occur at

smaller yaw intervals, providing a higher RSSI resolution per rotation.

7.2.3 Multiple Minima

Multiple RSSI minima can be found at different yaw angles. A solution to this problem in

its simpler form can be obtained by computing the average of yaw angles corresponding to

the minimum RSSI values. However, the yaw angles of the minimum RSSI values may not

always lie close to each other due to the dipole antenna effect. In such case, the average
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value alone will most likely result to an offset direction far from the true OD. To deal with

this we propose an OD estimator (Alg. 7.1).

Algorithm 7.1 Estimate OD from a set with n directions

1: AOSall ← Angle of separation from all pair of directions.
2: if n = 2 then
3: if AOS1,2 ≤ 120 then
4: OD1 ← mean([yaw ∠1, yaw ∠2])
5: else
6: OD1a ← yaw ∠1
7: ODtemp ← yaw ∠2
8: OD1b ← 180complement(ODtemp)
9: OD1 ← mean([OD1a, OD1b])
10: end if
11: else
12: NearestPair ← Find nearest pair in AOSall
13: OD1 ← mean(NearestPair)
14: CurrentSize← 3
15: PreviousSize← 0
16: while PreviousSize 6= CurrentSize do
17: NewSet← All directions within ±60 ◦ from OD1
18: OD1 ← mean(NewSet)
19: PreviousSize← CurrentSize
20: CurrentSize← |NewSet|
21: end while
22: end if
23: OD2 ← 180comp(OD1)

The OD estimator computes the mean direction from the multiple yaw minima within

120 ◦ yaw range. The yaw range gives enough margin (±60 ◦) to include offset readings

from the true direction, while at the same time avoids including 180 ◦-complement readings

created by the dipole antenna effect. If there are only two minima (n = 2) with a separation

angle less or equal 120 ◦, the mean direction is computed (Alg. 7.1, line 4), else the mean

of one direction (randomly chosen) and the 180 ◦-complement of the other is assigned as

OD1 (Alg. 7.1, lines 6-9). For cases with n ≥ 3 the algorithm starts by computing the

mean direction (OD1) from the closest (smallest angle of separation) minima pair (Alg. 7.1,
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lines 12-13). Then, OD1 is recomputed from the mean of all minima within ±60 ◦ from

the previous OD1 (Alg. 7.1, lines 17-20). This process continues until there is no change

in the minima enclosed in the 120 ◦ range of the computed OD1. Once OD1 is set, the

180 ◦-complement OD2 is computed (Alg. 7.1, line 22).

The OD estimator algorithm reduces multiple ODs with minimum RSSI to only two ODs,

the true OD and its mirror. A network-wide OD algorithm to reduce the ODs of each node

to one per neighbor is presented in Section 7.3.

7.3 Orientation Algorithm

This section presents the process to reduce the possible ODs per neighbor sensor node to

a single OD. It is assumed that each node will have two ODs that are 180 ◦ apart for each

neighbor, both having equal probability of being the true OD. Therefore, it is important

that the node’s OD choice is kept consistent and valid with its neighbors.

To illustrate the problem, let’s analyze the ODs for 3 nodes as shown in Fig. 7.6. Each

node has two OD per neighbor. One is the true OD (ODtrue) where the neighbor really lays,

and the other 180 ◦-complement is what we will refer as the mirror OD (ODmirror). If node

A chooses node B’s ODtrue, then to keep consistency, node B must choose node A’s ODtrue

from its perspective. The same applies for mirror ODs. Generally, if node B’s OD from A is

ODAB, then node A’s OD from B must be the 180 ◦-complement of ODAB, as expressed in

Equation (7.1).

ODBA = 180comp(ODAB) (7.1)

Every nodes’ OD choices must be validated, i.e., comply with an established rule or a

set of rules. If a set of three non collinear nodes are neighbors, then a triangle can be
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Figure 7.6: ODs Choice Problem

established with nodes as vertices, and lines between directly connected nodes as edges, as

shown in Fig. 7.6. Since each edge is associated with an OD, interior angles can be obtained.

In order for the ODs for three nodes to be valid they must meet the triangle’s sum of interior

angles (180 ◦) rule of Equation (7.2). Generally, any triangle formed by three connected and

non collinear nodes labeled A, B, and C, have interior angles ∠BAC, ∠ABC, and ∠BCA,

that can be represented as α, β, and γ, respectively.

α + β + γ = 180 (7.2)

From Fig. 7.6, it can be appreciated that mirror ODs comply also with Equation 7.2. This
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is possible when the OD choice is kept consistent, i.e., either the ODs are all true ODs or all

mirror ODs. If all ODs in the network are mirrors, then we call it a mirror oriented network.

A mirror oriented network can be transformed into the true orientation by replacing all ODs

with their 180 ◦-complement, which is discussed in Section 7.4. The remaining of this section

discusses the OD selection process.

7.3.1 OD Selection

The OD selection process is presented in Algorithm 7.2. The objective of the algorithm is to

assign valid ODs that keep consistency with those previously selected. A node is selected as

an anchor node (A) to initiate the selection process (Alg. 7.2, line 1). The anchor node can

be selected by quorum agreement, e.g., if unique IDs are used to identify nodes, then a node

with the minimum or maximum ID can be selected. Node A’s neighbors with OD are kept

in OrientedA, while those needing a decision are kept in NonOrientedA. Collinear nodes

are kept in Collinear until a valid OD can be assigned to them. It is likely that a node’s

neighbors are within communication range of each other. We call the common neighbors

(Commons), line 7. If there are neighbors with assigned OD, then the algorithm proceeds to

choose ODs for those other neighbors that are common to them, but not oriented (Comnor),

line 8.

Once an oriented node is selected (B), the ODs of nodes A and B are divided in two

zones (lines 13-14), using ODAB and ODBA as a zone divider. It is worth recalling that

ODBA is the 180 ◦-complement of ODAB. A third node (C ) is selected from those that

are common with B but still not oriented (line 15). The anchor node (A) makes the first

attempt to assign an OD to C (ODAC), (line 16). This OD selection is a random choice

between both of the ODs for node C, OD1AC , OD2AC . Next, the anchor selects the OD of
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node C, from the perspective of node B (ODBC), that lays in the same zone as (ODAC).

Validation is done using Eqn. 7.2 with the obtained angles of separation from each pair of

Algorithm 7.2 Neighbor OD Selector

1: A := Anchor node
2: OrientedA ← A’s neighbors with OD
3: NonOrientedA ← A’s neighbors without OD
4: Collinears← ∅
5: repeat

6: for all B ∈ OrientedA do

7: Commons← NeighborsOfA
⋂

NeighborsOfB
8: Comnor← Commons

⋂

NonOrientedA
9: Zone1A ← A’s ODs laying within ODAB + 179 ◦

10: Zone2A ← A’s ODs laying within ODAB − 179 ◦

11: Zone1B ← B’s ODs laying within ODBA + 179 ◦

12: Zone2B ← B’s ODs laying within ODBA − 179 ◦

13: Z1 ← Zone1A
⋃

Zone2B
14: Z2 ← Zone2A

⋃

Zone1B
15: for all C ∈ Comnor do

16: ODAC ← OD1AC

17: if ODAC ∈ Z1 then

18: if OD1BC ∈ Z1 then

19: ODBC ← OD1BC

20: else

21: ODBC ← OD2BC

22: end if

23: else ⊲ ODAC ∈ Z2

24: if OD1BC ∈ Z2 then

25: ODBC ← OD1BC

26: else

27: ODBC ← OD2BC

28: end if

29: end if

30: Tries = 2
31: repeat

32: if α+ β + γ 6= 180 then ⊲ Validation
33: if Tries > 1 then

34: ODAC ← OD2AC

35: ODCB ← 180comp(ODCB)
36: else ⊲ Collinear nodes!
37: ODAC ← ∅
38: ODCB ← ∅
39: Include C in Collinears

40: end if

41: else ⊲ Valid; must keep Consistency
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Algorithm 7.2 Neighbor OD Selector (cont’d)

42: ODCA ← 180comp(ODAC )
43: ODCB ← 180comp(ODBC )
44: Append C to OrientedA
45: Delete C from NonOrientedA
46: break ⊲ Exit Tries loop
47: end if

48: Tries← Tries− 1
49: until Tries = 0
50: end for ⊲ end for all C ∈ Comnor

51: end for ⊲ end for all B ∈ OrientedA
52: Collinears← NonOrientedA ∩ Collinears

53: NonOrientedA ← NonOrientedA − Collinears

54: LeftCount← |NonOrientedA|
55: if LeftCount > 0 then ⊲ Predictive Assignment
56: DONE ← FALSE

57: ODprediction(A,OrientedA, NonOrientedA)
58: NewLeftCount← #NonOrientedA
59: if LeftCount−NewLeftCount = 0 then

60: DONE ← TRUE ⊲ No new OD
61: end if

62: NonOrientedA ← NonOrientedA ∪Collinears

63: else

64: DONE ← TRUE

65: end if

66: until DONE

OD per node. If the ODs selections are not valid, the 180 ◦-complements are selected and

re-evaluated (lines 32-35). If a second re-evaluation fails validation, the node is considered

collinear (line 39). Otherwise, when OD selections are found to be valid, consistency is kept

by assigning the 180 ◦-complements of ODAC and ODBC to ODCA and ODCB, respectively

(lines 42-43).

There are two circumstances where an OD prediction is needed. First, OD prediction

is needed when a node does not have oriented neighbors. Second, it is needed when the

anchor node and remaining neighbors without ODs do not share common oriented neighbors.

Algorithm 7.2 identifies these cases by keeping track of nodes left without OD (lines 54-65).

At this stage in the algorithm, if there are nodes without OD, and not identified to be
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collinear, an OD prediction is needed before running a new iteration of the OD selection.

Algorithm 7.3 OD Prediction

1: A := Anchor node
2: OrientedA := A’s neighbors with OD
3: NonOrientedA := A’s neighbors without OD
4: ODfound← FALSE

5: OrientedCount← #OrientedA
6: if OrientedCount > 0 then ⊲ Use Oriented nodes
7: ClustersA ← Sort OrientedA into Clusters
8: i = 1
9: for all cluster ∈ ClustersA do

10: {bound1, bound2} ← GetBoundaries(cluster)
11: NoZone[i]← {bound1 − 60 ◦, bound2 + 60 ◦}
12: i = i+ 1
13: end for

14: for all B ∈ NonOrientedA do

15: for i = 1→ #ClustersA do

16: if OD1AB ∈ NoZone[i] then
17: ODAB ← OD2AB

18: ODfound← TRUE

19: GoTo FinishLabel (line 32)
20: else if OD2AB ∈ NoZone[i] then
21: ODAB ← OD1AB

22: ODfound← TRUE

23: GoTo FinishLabel (line 32)
24: end if

25: end for

26: end for

27: end if

28: if ¬(ODfound) then
29: B ← Select NonOrientedA having max #Commons

30: ODAB ← Random choice {OD1AB , OD2AB}
31: end if

32: FinishLabel:

33: ODBA ← 180comp(ODAB) ⊲ Consistency
34: return

OD prediction is handled in the ODprediction function, described in Algorithm 7.3. The

function first checks for existing anchor’s oriented neighbors. If there are none, the node

with more common neighbors to the anchor is selected and the anchor’s OD to the node

(ODAB) is selected randomly from the two possible ODs (Alg. 7.3, lines 28-31). Finally,

131



the 180 ◦-complement of ODAB is assigned to ODBA (Alg. 7.3, line 33).

When there are oriented neighbors, a prediction is done by avoiding conflicting zones.

A conflict zone (NoZone) is the region where the OD of an oriented neighbor (not common

neighbor with the non-oriented nodes) lays. The size of the NoZone is established with two

boundaries, ±60 ◦ to the OD. Similarly, for regions with multiple neighbors (cluster), the

pair of ODs having the greatest angle of separation is used, and ±60 ◦ is added respectively

to establish the two boundaries of the NoZone cluster (Alg. 7.3, lines 10-11). After having

established all the NoZones, both potential ODs from each NonOrientedA neighbor node are

checked to see if any lays in a NoZone. A potential OD found to be in a NoZone is discarded

and its 180 ◦-complement is used as the anchor’s OD for that node (ODAB), (Alg. 7.3, lines

15-25). Likewise, the 180 ◦-complement is assigned as the node’s OD to anchor (ODBA)

(Alg. 7.3, line 33). Since a prediction can have an impact on other ODs, the ODprediction

function culminates after one OD is predicted, thus resulting in a new oriented node.

The new oriented node is used in Alg. 7.2 to start a new iteration. Also, collinear nodes

have the opportunity to be oriented in further iterations, as more OD are established. Finally,

the algorithm concludes either, when there are no more neighbors left without orientation

(Alg. 7.2, lines 63-64), or when the available information to the anchor is not enough to

predict neighbors’ ODs (Alg. 7.2, lines 59-61).

7.4 Mirror Free Topology

In Section 7.3, an algorithm to choose valid ODs while keeping consistency among the net-

work was presented. However, the resulting topology could be mirrored. In a mirrored

topology, ODs from nodes are pointing 180 ◦ away from the true ODs. This topology still
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holds validity and consistency, but a transformation is needed to make it usable by sen-

sor nodes. In this section, we will discuss an innovative technique to detect and rearrange

mirrored ODs in an oriented network topology.

We have departed from the notion that the information available to the nodes is not

enough to discriminate between a true and a mirror OD. Therefore, the topology needs

extra information to detect mirrored ODs. Nodes need to have known references in the

field, such as beacons, in order to distinguish true ODs from mirror ODs. However, precise

deployment of references can become difficult in many scenarios, and will increase the overall

cost of deployment and maintenance of the network. Therefore, the usage of beacons should

be limited.

Normally, a set of three to four non collinear beacons are used to triangulate the relative

position of an object. This position can be transformed to a global coordinate system when

these beacons posses geographic coordinates. However, our topology already has relative

orientation information, which can be used by nodes. Distance estimation between beacons

and nodes is not needed. The orientation information can be used in conjunction with a

reduced set of oriented beacon nodes to identify mirrored ODs.

7.4.1 OD Paths and Mirrored Topology Identification

Routing paths between nodes in a network topology with ODs can be used to keep track

of the change in direction, relative to each node in the path, as the path is traversed by

a packet. We define these paths as OD-paths. Each node from the set belonging to an

OD-path is required to have the OD of the previous (incoming) and next (forwarding) node

in path.

Let us consider the nodes in an OD-path to be vertices and the ODs between them be
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the edges of a graph. If we add an additional edge between source node and destination

node in path, we form a closed loop, which is also a polygon. Polygons share an interesting

characteristic to our interest. It is known that the sum of the exterior angles, with one

adjacent side, of a polygon results in 360 ◦. Therefore, the sum of the changes in directions

in an closed-loop OD-path equals to 360 ◦.

Now if we can guarantee that the additional edge between source and destination will

always have true ODs, then a mirrored OD-path can be identified as follows. Adding all the

changes in direction from a true OD path will result in 360 ◦. However, when the OD-path

is composed of mirrored ODs, but not the OD’s between source and destination, then the

sum of changes in direction is not 360 ◦.

A pair of beacon nodes having their location information (e.g. global coordinates) can

compute each other’s true OD to create the closed-loop OD-path. Fig. 7.7a illustrates a true

OD-path with two beacons at the end points, A and F . The mirror identification process

starts with beacon A sending a communication packet to beacon F , including its location

(a) True OD-path (b) Mirrored OD-path

Figure 7.7: OD-paths
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information and the OD of the first node in the path (ODAB). Also, a total change in

direction register (T ) is kept, and updated as the packet traverses the path. Each node in

the path is responsible for updating the change in direction before the packet is forwarded.

Once the packet arrives to beacon F , the location information of A is used to obtain its true

oriented direction from F , ODFA. Beacon F updates the change in direction register with

the two missing direction changes. (1) the change in direction f , as if the packet were to

be forwarded directly to beacon A. (2) the initial change in direction a, i.e., change from

ODFA to ODAB. The path is identified as true after verifying the total direction change,

T = 360 ◦.

Similarly, Fig. 7.7b illustrates the mirrored OD-path. From the figure, we can see that

even if the path is mirrored, the true ODs from beacons are used, i.e., ODFA∗ and ODAF∗.

This is due to the fact that the beacons can obtain their absolute position. Therefore, the

changes in direction considered from F∗ to A, and from A∗ to F are the supplementary

angles a′, i.e., a + a′ = 180 ◦, and f ′, i.e., f + f ′ = 180 ◦. When adding all the changes in

directions, we have T = 0 ◦.

Since the oriented topology is kept consistent (see Section 7.3), a true OD-path indicates

that the nodes covered by the beacons are true oriented. It should be noted that a node

can be covered even if it’s not in the communication range of the beacon. Otherwise, if

the network is identified as mirrored, a transformation is performed, in which the ODs are

changed with their 180 ◦-complement.

7.4.2 Special Cases

The orientation in some OD-paths can create false identification of mirrored path. Particu-

larly those OD-path having OD-edges crossing over a straight line drawn between the source
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and destination node. Figure 7.8 depicts a true OD-path and its mirrored OD-path, with

one OD-edge crossing. When there is an odd number of crossings, the sum of changes in

directions equals 0 ◦ for both true and mirrored OD-paths.

(a) True OD-path, 1 crossing

(b) Mirrored OD-path, 1 crossing

Figure 7.8: OD-path with One Edge Crossing
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Proof. The sum of direction changes (angles a, b, c and d) from a true OD-path with one

crossing, as shown in Fig. 7.8a, is equal to 0 ◦:

a+ b+ c+ d = 0 ◦

Let us consider the triangle interior angles sum theorem, which states that the sum of

the interior angles of a triangle equals 180 ◦:

a′ + b′ + e′ = 180 ◦

d′ + c′ + e′ = 180 ◦

Therefore:

a′ + b′ + e′ = d′ + c′ + e′

a′ + b′ = d′ + c′ (7.3)

Considering the supplementary angles in Fig. 7.8a, we have:

a′ = 180 ◦ − a

b′ = 180 ◦ − b

c′ = 180 ◦ − c

d′ = 180 ◦ − d
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Then Equation (7.3) can be rewritten as:

180 ◦ − a+ 180 ◦ − b = 180 ◦ − c+ 180 ◦ − d

a + b = c+ d (7.4)

Equation (7.4), shows that the magnitude of (a+ b) is equal to the magnitude of (c+ d).

Additionally, from Fig. 7.8a it is possible to notice that angles c and d have opposite rotation

direction than angles a and b. Therefore we can write that:

a+ b = c+ d = −(a + b)

Thus:

a+ b+ c+ d = a+ b− (a + b) = 0 ◦

Similarly, it can be proven that the sum of direction changes (angles a, b, c and d) in a

mirrored OD-path with one OD-edge crossing, depicted in Fig. 7.8b, is also equal to 0 ◦.

Proof. The sum of direction changes (angles a, b, c and d) from a mirrored OD-path with

one crossing, is equal to 0 ◦:

a+ b+ c+ d = 0 ◦

Let us consider the triangle interior angles sum theorem:

d+ c′ + e′ = 180 ◦

a+ b′ + e′ = 180 ◦
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Therefore:

d+ c′ + e′ = a+ b′ + e′

d+ c′ = a+ b′ (7.5)

Considering the supplementary angles in Fig. 7.8b, we have:

b′ = 180 ◦ − b

c′ = 180 ◦ − c

Then Equation (7.5) can be rewritten as:

d+ 180 ◦ − c = a+ 180 ◦ − b

d+ b = a+ c (7.6)

Equation (7.6), shows that the magnitude of (d+ b) is equal to the magnitude of (a+ c).

Additionally, from Fig. 7.8b it is possible to notice that angles a and c have opposite rotation

direction than angles b and d. Therefore we can write that:

d+ b = −(a + c)

Thus:

a + b+ c+ d = a + c− (a + c) = 0 ◦
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The same can be proven for mirrored OD-paths with greater odd number of crossings

(see Section 7.5.1).

The sum of direction changes is not affected when the number of crossing edges is even,

for which it results as expected, 360 ◦ for true OD-paths, and 0 ◦ for mirrored OD-paths.

Proofs for even crossings cases are provided in Section 7.5.2.

All these cases share a characteristic that is unaffected by the crossings parity (even,

odd). Consider the number of changes in the angle sign for each change in direction in

an OD-path. There are more sign changes in mirrored OD-paths than in true OD-paths.

Changes in angles sign can be tracked in both of the candidate paths. The path having

the least sign changes is selected as the true path. For example, let’s consider both, true

and mirrored, OD-paths presented in Fig. 7.8. Also, assume counter clockwise rotation as

positive rotation. If we traverse the path from node A to node F in the true OD-path (Fig.

7.8a), then the sequence of direction changes is {a,b,-c,-d}. Thus, for this path there is only

one sign change, whereas for the mirrored path (Fig. 7.8b the sequence of direction changes

is {-a,b,-c,d}, resulting in three sign changes.

7.5 Additional Proofs for Special Cases

A discussion of special cases for the identification of mirrored topologies was provided in

Section 7.4.2. In this Section, additional proofs supporting the successful identification of

further special cases are presented.
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7.5.1 Proof for Odd Crossings

Our objective is to prove that the sum of direction changes in an OD-path, having an

odd number of OD-edge crossings (cx) over an imaginary straight line between source and

destination, is equal to 0 ◦.

7.5.1.1 OD-paths with cx > 1

Let us consider an OD-path with 3 crossings, Figure 7.9.

Figure 7.9: OD-path with 3 Edges Crossing
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Proof. Sum of direction changes, angles a, b, c, d, e, f , from OD-path in Figure 7.9, is equal

to 0 ◦:

a+ b+ c+ d+ e+ f = 0

Considering the triangle interior angles sum theorem:

a′ + b′ + g′ = 180 ◦

h′ + c′ + g′ = 180 ◦

h′ + i′ + d′ = 180 ◦

f ′ + i′ + e′ = 180 ◦

We can write:

a′ + b′ + g′ = h′ + c′ + f ′

a′ + b′ = h′ + c′ (7.7)

h′ + i′ + d′ = f ′ + i′ + e′

h′ + d′ = f ′ + e′

h′ = f ′ + e′ − d′ (7.8)

Replacing h′ in Equation (7.7) with Equation (7.8) we obtain:

a′ + b′ = f ′ + e′ − d′ + c

a′ + b′ + d = f ′ + e′ + c′ (7.9)
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Considering the supplementary angles:

a′ = 180 ◦ − a

b′ = 180 ◦ − b

c′ = 180 ◦ − c

d′ = 180 ◦ − d

e′ = 180 ◦ − e

f ′ = 180 ◦ − f

Then, Equation (7.9) can be rewritten as:

a+ b+ d = f + e+ c (7.10)

Equation (7.10), shows that the magnitude of (a + b + d) is equal to the magnitude of

(f + e+ c). Additionally, from Figure 7.9 it is possible to notice that angles c, e, and f have

opposite rotation direction than angles a, b, and d. Considering the rotation direction we

can write that:

f + e+ c = −(a + b+ d) (7.11)

Then, the sum of the angles:

(a+ b+ d) + (f + e + c) = (a+ b+ d)− (a + b+ d) = 0 ◦
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7.5.2 Proof for Even Crossings

Our objective is to prove the following. First, the sum of direction changes in a true OD-path

that has an even number of OD-edge crossings (cx) over an imaginary straight line between

source and destination, is equal to 360 ◦. Second, the sum of direction changes is equal to

zero for mirrored OD-paths with even number of OD-edge crossings.

7.5.2.1 OD-path with cx = 2

Figure 7.10: True OD-path with 2 Edges Crossing

Proof. The sum of direction changes (angles a, b, c, d and e) from a true OD-path with 2

OD-edges crossing, as shown in Fig. 7.10, is equal to 360 ◦:

a+ b+ c + d+ e = 360 ◦

144



Let us consider the triangle interior angles sum theorem:

a′ + b′ + f ′ = 180 ◦

f ′ + c′ + g′ = 180 ◦

g′ + e′ + d′ = 180 ◦

g′ = 180− d′ − e′

Therefore:

a′ + b′ + f ′ = f ′ + c′ + g′

a′ + b′ = c′ + g′ (7.12)

Replacing g′ in Equation (7.12):

a′ + b′ = c′ + 180− d′ − e′

a′ + b′ + d′ + e′ = 180 + c′ (7.13)

Considering the supplementary angles in Fig. 7.10, we have:

a′ = 180 ◦ − a

b′ = 180 ◦ − b

c′ = 180 ◦ − c

d′ = 180 ◦ − d

e′ = 180 ◦ − e
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Then Equation (7.13) can be rewritten as:

a+ b+ d+ e = 360 ◦ + c

c = a+ b+ d+ e− 360 ◦

From Fig. 7.10 it is possible to notice that angle c has opposite rotation direction than

angles a, b, d, and e. Then, we can write:

c = −(a+ b+ d+ e− 360 ◦)

Therefore, the sum of the angles can be expressed as:

a+ b+ d+ e+ c = a+ b+ d+ e− a− b− d− e + 360 ◦

a+ b+ d+ e+ c = 360 ◦

However, the sum of direction changes (angles a, b, c, d and e) in the mirrored OD-path

with two OD-edges crossing, depicted in Fig. 7.11, is equal to 0 ◦.

Proof. The sum of direction changes (angles a, b, c, d and e) from a mirrored OD-path with

2 OD-edges crossing is equal to 0 ◦:

a + b+ c+ d+ e = 0 ◦
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Figure 7.11: Mirrored OD-path with 2 Edges Crossing

Let us consider the triangle interior angles sum theorem:

e+ d′ + g′ = 180 ◦

c′ + g′ + f ′ = 180 ◦

f ′ + b′ + a = 180 ◦

f ′ = 180− b′ − a

Therefore:

e+ d′ + g′ = c′ + g′ + f ′

e+ d′ = c′ + f ′ (7.14)
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Replacing f ′ in Equation (7.14):

e + d′ = c′ + 180− b′ − a

a+ e− c′ = 180− d′ − b′ (7.15)

Considering the supplementary angles in Fig. 7.11, we have:

b′ = 180 ◦ − b

c′ = 180 ◦ − c

d′ = 180 ◦ − d

Then, Equation (7.15) can be rewritten as:

a+ e+ c = d+ b

From Fig. 7.11 it is possible to notice that angles b and d have opposite rotation direction

than angles a, e, and c. Therefore, we can write that:

d+ b = −(a + e+ c)

Hence,

a+ b+ d+ e+ c = (a+ e + c)− (a + e+ c)

a+ b+ d+ e+ c = 0 ◦

148



7.5.2.2 OD-paths with cx > 2

Figure 7.12: True OD-path with 4 Edges Crossing

OD-path with more even number of crossings can be proven to have the sum of direction

changes equal to 360 ◦ in a similar manner to OD-path with 2 OD-edges crossing.

For instance, let us consider a true OD-path with four crossings, Fig. 7.12. It can be

proved that:

a+ b+ d+ f + g = 360 ◦ + c+ e

149



From the Fig. 7.12, c and e show to have opposite rotation direction than angles a, b, d,

f , g. Considering the rotation direction we can write:

c+ e = −(a + b+ d+ f + g − 360 ◦)

Consequently, the sum of the angles is equal to 360 ◦:

a+ b+ d+ f + g + e+ c

= a+ b+ d+ f + g − (a+ b+ d+ f + g − 360 ◦)

= 360 ◦

We have proved that the sum of direction changes in OD-path with even number of

crossings yields the same results as with OD-paths with no crossings: 360 ◦ for true OD-

paths, and 0 ◦ for mirrored OD-paths.
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7.6 Summary

A node’s relative orientation presents a new alternative to solve wireless sensor network

problems otherwise solved with localization technology that is sometimes difficult to incor-

porate due to network limitations. The solution presented in this chapter takes advantage

of jumping nodes that spin while airborne, to obtain neighbor nodes’ relative orientation.

Results from field experiments show the viability of our approach. Our proposed algorithms

can be adapted in a WSN to work in a distributed manner. Moreover, having an oriented

network topology relieves the network from precise deployment of beacon nodes with location

information, thereby, reducing the number of such nodes in the network.

Future areas of work will seek to enhance the proposed orientation algorithms to be more

noise tolerant. Likewise, oriented networks present an opportunity to solve network-dynamics

problems, such as obstacle and boundary identification.
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Chapter 8

SUMMARY AND FUTURE WORK

8.1 Summary

This dissertation discussed several research topics addressing issues related to wireless sensor

networks (WSN) connectivity and area coverage problems. First, in Chapter 3, a discussion of

the primary factors that impact signal propagation of wireless sensors is provided and studied

through experimental evaluations. Changes in sensor communication range are studied by

varying sensors’ heights relative to the surface. Results indicated that transmitting from

higher than ground level increases the wireless communication range of the sensor.

The aforementioned findings served as motivation to propose a novel communication

technique that relies on the jumping capabilities of sensors. While the jumping sensor robots

are airborne, the change in elevation enhances their ability for a short time to successfully

communicate with other sensors that are out of communication range at the ground level.

Field experiments were conducted and results showed a considerable improvement in wireless

communication ranges. An increase from 5m-10m to 30m-60m was seen when the sensor

jumps to an average height of 1 meter. Additional, a two-way airborne communication

process is defined and tested with sensor nodes, proving to be effective to communicate with

distant receivers.

Second, in Chapter 4 the relation between network connectivity and area coverage is

discussed. A new Hopping Sensor Network Model (HSNM) is introduced. The model high-
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lights the factors that have to be taken into account in a jumping sensor network in order to

increase the network connectivity, and thus increasing the network covered area. Further-

more, a Hopping Sensor Routing Protocol (HSRP) is designed from the HSNM to balance

the energy consumption in the network. Simulation results showed a 20% network energy

savings when HSRP was employed, resulting in a longer network utile life.

Third, in order to improve base station connectivity in a jumping sensor network, and

to overcome communication holes, two decentralized algorithms for the discovery of isolated

sensor nodes are defined in Chapter 5. The algorithms employ only those jumping sensor that

are located on the boundary of the clusters to perform discovery, while saving network energy.

The main difference between the discovery algorithms is on the selection of boundary nodes to

perform discovery, one being more selective and energy preserving than the other. Simulation

results demonstrated the efficiency of the algorithms to increase network connectivity, and

to reduce the network energy consumption for discovery. From all the evaluated topology

scenarios, the algorithms were able to achieve 100% network connectivity. With regards

to network wide energy consumption for discovery tasks, results showed significant savings,

57% energy saving for aggressive discovery and 79% energy saving for smart discovery.

Fourth, Chapter 6 presents an unique fitness evaluation methodology for wireless sen-

sor network topologies. Network connectivity is crucial for a network to be functional.

Nonetheless, network responsiveness and its capacity to meet communication flow demands

are important as well. This work evaluated network performance aspects related to network

connectivity from the application’s perspective. A Quality of Connectivity (QoC) perfor-

mance metric is defined to evaluate the network connectivity in terms of how geographically

distributed the sensor nodes are in the topology. The metric evaluates and assigns a score

to the network topology, which serves as an indicator of how susceptible is the topology to
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communication problems and latency.

Centralized and distributed algorithm approaches are presented to maximize network

performance. Maximizing network performance with fewer operations becomes important in

WSN where energy and computing resources are limiting factors. The algorithms make smart

cluster merging operations attempting to yield maximum QoC for each operation. Network

QoC improvement and the complexity of executing the approaches is evaluated in multiple

and diverse network topology scenarios. From all the algorithm approaches, Distributed Best

Merge Next from base station (DBMN-BS) was discussed to be less computing intensive than

its centralized counterpart, Best Merge Next from base station (BMN-BS), having an equally

outstanding network QoC yield per operation.

Last, a node’s relative orientation presents a new alternative to solve wireless sensor

network problems otherwise solved with localization technology that is sometimes difficult to

incorporate due to network limitations. The solution presented in Chapter 7 takes advantage

of jumping nodes that spin while airborne, to obtain neighbor nodes’ relative orientation.

Results from field experiments show the viability of our approach. Our proposed algorithms

can be adapted in a WSN to work in a distributed manner. Moreover, having an oriented

network topology relieves the network from precise deployment of beacon nodes with location

information, thereby, reducing the number of such nodes in the network. Likewise, oriented

networks present an opportunity to solve network-dynamics problems, such as obstacle and

boundary identification.
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8.2 Future Work

This research established the basis for sensor communications and exploration techniques

that were beyond the available technology of half a decade ago. Jumping sensors provide an

alternative to address common wireless sensor network problems. Moreover, the development

of newer type of sensor robots will provide opportunities to deploy and study wireless sensor

networks from different perspectives.

Future work is envisioned to further enhance and incorporate the proposed approaches

aimed to improve network connectivity and area coverage with state of the art technology

available today. In particular, the following topics are proposed to serve as future directions.

8.2.1 Heterogeneous Wireless Sensor Network Test-bed

Environmental monitoring with heterogeneous wireless sensor networks is an encouraging, yet

challenging area of research. Heterogeneous networks are characterized for having diverse sets

of specialized nodes, each presenting unique abilities, such as, the type of movement, making

them suitable for adverse scenarios. Moreover, there has been an increase in autonomous

vehicles research recently. It would be interesting to adapt such to a multi-robot test-

bed, incorporating the use of jumping sensors. Furthermore, jumping sensor prototypes

have advanced to the point where Airborne Sensor Communication (ASC) can start to be

implemented and tested in further challenging scenarios.

The usage of multi-robot environments poses new research questions. For instance, from

the deployment perspective, what factors should be considered to establish the quantity

distribution for different types of sensor nodes? Additionally, how should special node units

be allocated to needed areas?
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As an initiative, the work introduced in Chapter 6 to increase networks performance

by optimizing sensor nodes deployment can be extended to apply in heterogeneous sensor

networks. Efficient node deployment should be re-defined to consider the diversity in nodes

characteristic presented in such networks.

8.2.2 Neighbor Discovery

This work developed a jumping sensor neighbor discovery protocol, and enhanced it to be

more energy efficient by reducing the selection of nodes to perform discovery (see Chap-

ter 5). The enhanced algorithm performs discovery making use of two-hops boundary nodes

neighbors of the initially selected nodes. It is motivating to focus research to optimize the

selection of nodes to perform discovery, i.e., find the minimum discoverer set.

The discovery node reduction hypothesis relies on the fact that once a boundary node

is selected to perform discovery, its communication airborne range grows (a factor of 6 on

average for 1 meter jump height, see Chapter 3) such that the contribution of two-hop away

boundary neighbors may still be minimal. Finding the minimum discoverer set is a difficult

problem for wireless sensor nodes without GPS (Global Position Systems) capabilities, where

there is not a precise sensor location. However, the availability of sensor’s relative orientation

(discussed in Chapter 7) allows for newer solutions to be explored.
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