
#### Abstract

A SPACE PREFERENCE APPROACH TO THE DETERMINATION OF INDIVIDUAL CONTACT FIELDS IN THE SPATIAL DIFFUSION OF HARVESTORE SYSTEMS

IN NORTHEAST IOWA

by David James DeTemple


The purpose of this research is to explore the implications of hypothesized relationship between spatial behavior and spatial diffusion of innovation processes. The focus of the research is on (l) the derivation of a rule of spatial behavior to account for movement from place to place in the spatial diffusion of rural innovations and (2) on the construction of a spatial diffusion simulation model employing the empirically derived rule of spatial behavior.

A basic premise in the conceptualization of the spatial diffusion of innovations is that adoption is primarily the result of a learning process, where an individual adopts an innovation as soon as he has accumulated sufficient information to overcome resistance to adopt. This premise implies that spatial diffusion theory should be concerned with those factors which relate to the spatial pattern of information flow. Thus, fundamental to modelling the spatial aspects of innovation-adoption has been the manner in which
information movement from one location to another has been explained.

There are two information sources identified as being relevant to the learning-adoption process. The first source, mass media, is considered important in the initial introduction of an innovation to an individual, but after awareness of the innovation, this source becomes less significant in persuading adoption. The second source, interpersonal contact with others who have either (1) previously adopted the innovation or who have (2) relevant information and are regarded as reliable sources, is considered more significant in persuading final adoption. Thus, the research focuses exclusively on the spatial mechanisms of interpersonal contact.

The transition mechanisms accounting for information movement from place to place have varied considerably from model to model. The view taken by many is that the intensity of information flow between individuals is a continuous function of intervening distance; however, it is shown statistically that for northeast Iowa distance is not as important a factor as previously assumed.

The approach developed in this research is an attempt to clarify the spatial interaction mechanism which controls movement of innovation-adoption from one location to another. Two movement factors are hypothesized as controlling the
flow of relevant information. The first movement factor is individual interaction with the central place system through which diffusion occurs. A rule of spatial behavior to account for individual interaction with the central place system is empirically derived by employing the methodof paired-comparisons. From consistent statements of choice by decisionmakers residing at different locations a probabilistic behavioral rule of preferred alternatives is obtained. This rule of spatial behavior is defined such that when applied to a distribution of central place alternatives it is capable of generating the probability of individual contact with each central place, or individual contact fields.

The second movement factor is interpersonal contact within a central place. Not being able to discover the explicit structure of interpersonal contact, a simple random bias model is employed to model this movement factor. The model regards every individual that interacts with a central place as having an equal chance of contacting every other individual who interacts with that place.

Thus, communication between individuals is hypothesized as being dependent on the probability of individual interaction with the central place system and on the probability of interpersonal contact within a central place. Both movement factors are modelled separately, and linked together to provide the transition mechanisms in the spatial diffusion simulation model.

The constructed simulation model is run and evaluated against the actual diffusion of Harvestore Systems (silos) in northeast Iowa. Visual and statistical analysis of actual and simulated patterns of diffusion show that both patterns could have been the result of the same real-world diffusion process. Based on evaluation criteria for judging the validity of a simulation model, it is concluded that the model is a plausible representation of the spatial diffusion process studied.

The diffusion model is an improvement over previous models in that (l) it is sensitive to the spatial structure of the central place system through which diffusion occurs; (2) distance is not regarded as an unchangeable force emanating from all points equally in all directions, but is considered as only one of several attributes of a spatial alternative evaluated by a decision-maker; and (3) the exact residential location of individual decision-makers is maintained. The behavioral approach and the alternative representation of the spatial diffusion process are the major contributions of this research.
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## CHAPTER I

## CONTEXT OF THE RESEARCH PROBLEM

## Introduction

One of the fundamental concerns of human geography has been with the description and explanation of spatial patterns. In efforts to provide adequate explanation for rather complex spatial-temporal patterns, geographers have traditionally considered the spatial behavior of aggregate populations, and have regarded the spatial behavior of individuals as both unique and unpredictable. ${ }^{l}$ Some have felt that individual variations in space and time preferences are so great as tu preclude any rationalization of individual spatıal behavior. ${ }^{2}$ However, Hägerstrand's work in migration and in spatial diffusion of innovations has demonstrated the possibility of focusing geographic research at the level of the individual. His work has shown that even though the individual's exact decisions may not be precisely determined, the probability of making a range of decisions can be determined. ${ }^{3}$
${ }^{1}$ Richard L. Morrill and Forrest R. Pitts, "Marriage, Migration, and the Mean Information Field: A Study in Uniqueness and Generality," Annals of the Association of American Geographers, LVII (1967), p. 402.
${ }^{2}$ Walter Isard, Location and Space Economy (Cambridge, Mass.: The M.I.T. Press, 1956), pp. 84-85.

3 For the reader who is unacquainted with Hägerstrand's spatial diffusion of innovation research, see Torsten Hägerstrand, The Propagation of Innovation Waves, Lund Studies in Geography: Series B, Human Geography No. 4 (Iund, Sweden:

Spatial diffusion has long been a subject of geographic inquiry, but Hägerstrand's pioneering work in the early 1950's on spatial diffusion of innovations provided the initial stimulus for the development of a strong theoretical research tradition. ${ }^{4}$ His spatial diffusion work was clearly an attempt to capture in a diffusion model the spatial structure of the innovation-adoption process and characteristics of individual behavior in space. Since the highly complex processes preclude true analytic solutions, Monte Carlo simulation techniques were selected to model the processes which generate spatial patterns of innovation-adoption. The

Gleerup, 1952); Torsten Hägerstrand, "Migration and Area," in Migration in Sweden: A Symposium, ed. by David Hannerberg, Torsten Hägerstrand, and Bruno Odeving, Lund Studies in Geography: Series B, Human Geography No. 13 (Lund, Sweden: Gleerup, 1957), pp. 25-158; Torsten Hagerstrand, "A Monte Carlo Approach to Diffusion," Archives of Europeennes De Sociologie, VI (1965), pp. 43-67; Torsten Hägerstrand, "Aspects of the Spatial Structure of Social Communication and the Diffusion of Information," Papers of the Regional Science Association, XVI (1966), pp. 27-42; Torsten Hagerstrand, "On Monte Carlo Simulation of Diffusion," in Quantitative Geography, Part I: Economic and Cultural Topics, ed. by William L. Garrison and Duane F. Marble, Northwestern University, Department of Geography, Studies in Geography No. 13 (1967), pp. 1-32; Torsten Hagerstrand, Innovation Diffusion as a Spatial Process, translated by Allan Pred (Chicago: University of Chicago Press, 1967); Torsten Hägerstrand, "Quantitative Techniques for Analysis of the Spread of Information and Technology," in Education and Economic Development, ed. by C. A. Anderson and M. J. Bowman (Chicago: Aldine, 1965), pp. 244-280.
"Whenever the term "spatial diffusion" is used in this study, unless otherwise noted, reference is specifically to the "spatial diffusion of innovations". For a general review of spatial diffusion research in geography, see L. A. Brown and E. G. Moore, "Diffusion Research in Geography: A Perspective," in Progress in Geography: International Reviews of Current Research, Vol. l, ed. by Christopher Board, et al. (New York: St. Martin's Press, 1969), pp. 119-157.
simulation model was designed as a pseudo-experiment in real space, and an analog for abstract decision-making processes. ${ }^{5}$ As Hägerstrand notes: ${ }^{6}$
"The simulation technique makes it possible to create imagined societies of different structure, to endow individuals with various behavior probabilities and rules of action, and finally to let random numbers infuse life into the system."

## Conceptualization of the Spatial Diffusion <br> of Innovation Processes

Hägerstrand's conceptualization of the spatial diffusion processes are most explicit in his simulation models. These models consider specific empirical examples--the spread of agricultural innovations through a rural landscape.

Innovation Adoption as a Learning Process
The basic premise in Hägerstrand's conceptualization is that the adoption of an innovation is primarily the result of a learning process, where an individual adopts an innovation as soon as he has accumulated sufficient information to overcome resistance to adopt. This premise implies that spatial diffusion theory should be concerned with those factors which relate to the spatial pattern of information flow, e.g., the characteristics which influence the spatial pattern of communication and resistances to adopt and the relationship
${ }^{5}$ J. Wolpert and D. Zillmann, "The Sequential Expansion of a Decision Model in a Spatial Context," Environment and Planning, $I$ (1969), p. 91.

6Hägerstrand, "Quantitative Techniques," p. 266.
between exposure to relevant information and the reduction of resistances to adopt.?

## Information Factors

Hägerstrand identifies two information sources relevant to the individual's learning-adoption process. The first source, mass media, is considered significant in the initial introduction of an innovation to an individual, but after awareness of the innovation, this source becomes less significant in persuading adoption. The second source, interpersonal contact with others who have either (l) previously adopted the innovation or who have (2) relevant information and are regarded as reliable sources, is considered more significant in persuading final adoption. 8 Hence, Hägerstrand focuses his simulation model exclusively on the mechanisms of interpersonal contact.

## The Neighborhood Effect

Hägerstrand hypothesizes that the destination of personal messages depends on the configuration of an individual's network of interpersonal contact, and that this network is

[^0]dependent on the presence of various barriers. Initial focus is primarily on the spatial ramification of physical barriers which impede contact, such as lakes, rivers, and mountains, and on geographical distance which separates potential communicants. This distance factor plays a major role in Hägerstrand's diffusion model and has been termed the neighborhood effect.

## A Hierarchy of Networks of

 CommunicationHägerstrand, also, recognized the importance of hierarchy of networks of communication: ${ }^{9}$
"As a demonstration and entirely arbitrary, we can make three groups operating in international, regional, and local ranges. Some individuals are wholly bound to the local plane, others operate on the regional and local plane, and still others operate more or less on all three."

At the local level innovations spread through a communication network linking individuals directly to one another through interpersonal contact. However, at the regional level a different network of communication comes into play, one tied closely to the spatial pattern of linkages between central places.

As Hägerstrand notes, diffusion over a landscape of central places tends to follow the structure of the central place hierarchy. Urban places tend to adopt certain innovations before rural; and larger, relatively more

[^1]important places at greater distances tend to adopt before smaller places that are nearby. Hägerstrand observes that: ${ }^{10}$ "The urban hierarchy canalizes the course of diffusion. In addition to the influence from a neighboring center on the neighboring districts we find short circuits to more important places at greater distance."

Brown has suggested that diffusion may be viewed at two levels, local and regional, and that "these two levels may be superimposed to provide a more comprehensive picture of diffusion within a large region--in other words, among central places and then to individual farmers."ll

## Market Factors

In identifying patterns of diffusion of commercial and manufactured items not adequately explained by spatial diffusion theory, Brown postulated that the deviations may be the result of (I) marketing decisions by distributors and (2) the shopping trip behavior of potential adopters. These additional factors have been termed market factors, as opposed to the previously identified information factors. ${ }^{12}$

Market factors are important in determining the hierarchical pattern of diffusion through a central place landscape. In the case of a dispersed farm population, consumers are not residing in central places. Therefore, their shopping

10 Hägerstrand, The $\frac{\text { Propagation }}{\text { of }}$ Innovation Waves;
Brown, "Diffusion Dynamics," pp. 33-42.
${ }^{11}$ Brown and Moore, "Diffusion Research," p. 125 .
12 Brown, "Diffusion Dynamics," pp. 2-4, 42-49.
trip behavior strongly influences both the frequency and the set of central places with which they interact. The type of innovation and the distribution of the propagators of that innovation determine the set of central places through which relevant information circulates. Thus the central place system is extremely important in focusing the spatial pattern of innovation diffusion.

Modelling the Spatial Diffusion Process
One of the challenges for diffusion research has been to combine individual behavior with the structure of the spatial system to develop process theories from which spatial diffusion patterns can be deduced. Hägerstrand's research goal was to simulate the spatial diffusion process and eventually make predictions achievable. ${ }^{13}$ Unfortunately, even though information factors, market factors, and the central place system were recognized as basic elements of the spatial diffusion process, Hägerstrand was only able to incorporate a portion of his conceptualization into a diffusion model. In part, the reason the model included only a portion of his conceptualization of the diffusion process was that the nature of many of the basic relationships, such as that of the central place hierarchy, simply were not known.

Geographic diffusion studies following the Hägerstrand approach are either concerned with refinements of the original

[^2]simulation model ${ }^{14}$ or focus upon the processes which generate the observed spatial pattern of innovation-adoption. These latter studies have been successful in identifying critical elements relevant to diffusion in a specific study area. However, in modelling diffusion processes many of these studies have applied the structure of Hägerstrand's simulation model directly to their own problem without appropriate modifications. 15 The result has been that relatively little
${ }^{14}$ Refinements of Hägerstrand's original Monte Carlo simulation model have focused on (1) experimentation with various mathematical distance-decay functions (see, Richard L. Morrill, "The Distribution of Migration Distances," Papers of the Regional Science Association, XI (1963), pp. 75-84; Morrill and Pitts, "Uniqueness and Generality," pp. 401-422), (2) derivation of both biased and unbiased mean information fields (see, Duane F. Marble and John D. Nysteun, "An Approach to the Direct Measurement of Community Mean Information Fields," Papers of the Regional Science Association, XI (1963), pp. 99109; Morrill and Pitts, "Uniqueness and Generality," pp. 401422; Lawrence A. Brown, Eric G. Moore, and William Moultrie, TRANSMAP: A Program for Planar Transformation of Point Distributions, Ohio State University, Department of Geography, Discussion Paper No. 3, pp. 26; Forrest R. Pitts, MIFCAL and NONCEL: Two Computer Programs for the Generalization of the Hagerstrand Model to an Irregular Lattice, Northwestern University, Department of Geography, Technical Paper No. 23 (1967), pp. 33), and (3) the construction of computer programs (see, Forrest R. Pitts, "Problems in Computer Simulation of Diffusion," Papers of the Regional Science Association, XI (1963), pp. Ill-122; Forrest R. Pitts, HAGER III and HAGER IV: Two Monte Carlo Computer Programs for the Study of Spatial Diffusion Problems, Northwestern University, Department of Geography, Research Report No. 12 (1965), pp. 42; Pitts MIFCAL and NONCEL; Brown, Moore, and Moultrie, TRANSMAP).

15 For examples where the Hägerstrand model has been applied see, Leonard W. Bowden, Diffusion of the Decision to Irrigate, University of Chicago, Department of Geography, Research Paper No. 97 (1965), pp. 89-120; and Burton 0. Witthuhn, "The Spatial Integration of Uganda as Shown by the Diffusion of Postal Agencies, 1900-1965," The East Lakes Geographer, IV (1968), pp. 5-20.
insight has been gained in either understanding individual spatial behavior or explaining general spatial diffusion processes. ${ }^{16}$

A Behavioral Aspect of Spatial Diffusion Theory
Many existing theories in human geography, including spatial diffusion theory, have at least implicit behavioral assumptions in their structure. The spatial patterns of the diffusion of phenomena, ideas, and techniques through a region are spatial expression of many individual decisions. The basic geographic elements of distance, direction, and spatial variation are evident in diffusion patterns. But if the processes which generate diffusion patterns are to be explained, then notions of human decision-making must be incorporated into geographic diffusion theory. ${ }^{17}$ As King has noted: ${ }^{18}$
". . . existing theoretical statements in geography appear weak on at least two accounts. First, it usually is the case with statements that the basic spatial structure appears as given, rather than as a logical consequence of theory. . . . A second weakness . . . is that the behavioral
$16_{\text {Brown }}$ and Moore, "Diffusion Research," pp. 143-144.
${ }^{17}$ David Harvey, "Conceptual and Measurement Problems in the Cognitive-Behavioral Approach to Location Theory," in Behavioral Problems in Geography: A Symposium, ed. by Kevin R. Cox and Reginald G. Golledge, Northwestern University, Department of Geography, Studies in Geography No. 17 (1969), p. 35.
${ }^{18}$ Leslie J. King, "The Analysis of Spatial Form and Its Relation to Geographic Theory, "Annals of the Association of American Geographers, LIX (1969), pp. 593-595.
underpinnings of these statements have seldom been made explicit . . . much of geographical analysis has been pursued on highly aggregative levels with considerable emphasis upon techniques and too little attention upon possible behavioral mechanisms."

Thus, to understand processes that evolve spatial patterns, concern should be for building geographic theory and models on the basis of postulates regarding human behavior. One approach to the search for relevant behavioral postulates relates parameters describing actual behavior patterns in an area to specified spatial structures in the same area. Hägerstrand's use of the mean information field is an excellent example of this type of approach. The parameters of the information field are based upon interaction data for the area under study. The parameters are place dependent, in that they are tied directly to the spatial structure of the system for which they are calibrated and say little about the characteristics of parameters for different places or spatial systems. 19 This form of description of overt behavior is no more a process type of explanation than is the description of the diffusion pattern itself. 20

A second approach to the search for relevant behavioral postulates consists of a description of behavioral processes irrespective of the spatial system in which the behaviors are
${ }^{19}$ Kevin R. Cox and Reginald G. Golledge, "Editorial Introduction: Behavioral Models in Geography," in Behavioral Problems in Geography, pp. 2-3.
${ }^{20}$ Leslie Curry, "Central Places in the Random Spatial Economy," Journal of Regional Science, VII (Supplement, 1967), p. 219 .
found. This approach involves a search for postulates or rules of spatial choice, movement, and interactions which are place independent of the spatial system in which they operate. In support of this type of approach Curry argues that: ${ }^{21}$
"A postulate on spatial behavior should not directly describe the behavior occurring within a central place system, since it is obvious that the system can then be directly derived without providing any insight. The behavior postulate must allow a central place system to be erected on it in a sufficiently indirect manner that a measure of initial surprise is occasioned by the results, and this postulate must still describe behavior after the system has been derived."
Moreover, Rushton states that: ${ }^{22}$
" . . . the essential feature of a useful postulate is that it should describe the rules by which alternative locations are evaluated and choices consequently made. This procedure we may call spatial behavior, reserving the term 'behavior in space' for the description of the actual spatial choices made in a particular system. Since behavior in space is in part determined by the particular spatial system in which it has been observed, it is not admissable as a behavioral postulate in any theory. In short, such behavior is not independent of the particular system in which it has been studied. On the other hand, a postulate which describes the rules of spatial behavior is capable of generating a variety of behavior patterns in space as the system.. . to which the rules are applied, is allowed to change."

Thus, postulates of spatial behavior should mirror individual decisions and be able to deduce "behavior in space" where each individual decision-maker, encompassed in his own
${ }^{21}$ Curry, "Central Places," p. 219.
22 Gerard Rushton, "Analysis of Spatial Behavior by Revealed Space Preferences," Annals of the Association of American Geographers, LIX (1969), p. 392.
spatial environment, reaches decisions which maximize some satisfaction or preference function. ${ }^{23}$

Statement of the Research Problem
The primary purpose of this study is to pursue the implications of the hypothesized relationships between spatial behavior and spatial processes that appear to have been present in virtually every conceptualization of spatial diffusion processes. The focus of the research is on (l) the derivation of a rule of spatial behavior to account for movement from one location to another in the spatial diffusion of rural innovations ${ }^{24}$ and (2) on the construction of a spatial diffusion simulation model employing the empirically derived rule of spatial behavior. The proposed model is an improvement over previous diffusion models in that (l) it is sensitive to the spatial structure of the central place system through which diffusion occurs; (2) distance is not regarded as an unchangeable force emanating from all points equally in all directions, but is considered as one of several characteristics of a spatial alternative to be evaluated by decision-makers; and (3) the exact residential location of the individual decision-maker is maintained.

23 Harvey, "Conceptual and Measurement Problems," p. 36.
${ }^{24}$ A rule of spatial behavior is defined so as to describe behavioral processes irrespective of the spatial structure of the system in which behaviors are found.

The first objective of this study (Chapter II) is to clarify the role of movement in spatial diffusion of innovation models. In this chapter a simple conceptual model is proposed that offers an alternative to transition mechanisms 25 proposed in previous diffusion models. The model considers both individual interaction with the central place system and interpersonel contact at the central place as important determinants of the spatial pattern of innovation adoption. Both determinants can be modelled separately and then linked together to account for movement.

The next objective of the study (Chapter III) is to model individual interaction with the central place system by defining a procedure for deriving a rule of spatial behavior. The spatial behavioral rule when applied against a set of alternative central places will give the probability of individual contact with each central place. This individual contact field is defined such that, given the location of a decision-maker and the locations of alternative central places, the behavioral rule can generate the probability of the decision-maker interacting with each central place.

Finally, the third objective is to incorporate aspects of existing diffusion theory, central place theory, and behaviorally determined individual contact fields into a spatial diffusion of innovation model. In Chapter IV the

[^3]simulation model is constructed and in Chapter $V$ it is run and evaluated against the actual diffusion of Harvestore Systems in northeast Iowa (See Map 1). 26 Chapter VI includes a brief summary and critique of the research and proposals for future research.
${ }^{26}$ The Harvestore System, a special type of farm silo manufactured by A. O. Smith Harvestore Products, Inc., is a unique feed-crop storage innovation in that it does three things of which no other silo is capable; (l) it resists corrosion from feed acids, (2) it provides maximum protection from oxygen to preserve feed nutrients, and (3) it unloads from the bottom.

CHAPTER II
THE TRANSITION MECHANISM IN THE SPATIAL DIFFUSION OF INNOVATION MODEL

The Neighborhood Effect
Fundamental to modelling the spatial aspects of the in-novation-adoption processes has been the manner in which movement from place to place has been explained. The transition mechanisms accounting for movement have varied considerably from model to model. ${ }^{1}$ The view taken by Hägerstrand is that the intensity of movement is a continuous function of geographic distance. This particular transition mechanism has been termed the neighborhood effect and has been widely accepted as a basic premise of geographic diffusion theory.

In empirical investigation Hägerstrand noted the spatial cluster-like pattern of adopters of rural innovations. He concluded that as information about an innovation spreads these clusters of adopters tend to expand step-by-step in a manner that suggests the probability of adopting an innovation is higher among those potential adopters who reside near individuals having previously adopted the innovation than among those potential adopters whose nearest neighbors have not yet adopted the innovation. This observation based on visual inspection has been widely accepted with little questioning of either its validity or relevance. Yet, in extensive
${ }^{1}$ See, Brown and Moore, "Diffusion Research," pp. 140-141.
sociological reviews of innovation diffusion, neither distance nor the neighborhood effect is mentioned as one of the crucial elements in the analysis of innovation diffusion. ${ }^{2}$ This lack of recognition of the neighborhood effect suggests that it may not be as relevant as hypothesized. If the neighborhood effect is a dominant feature of the diffusion process, then it seems apparent that with an appropriate statistical test the relevance of this transition mechanism can be evaluated.

Statistical Evaluation of the Neighborhood Effect

To evaluate the neighborhood effect Barnard and Pearson's $2 \underline{x} \underline{2}$ Comparative Time Trial is selected as an appropriate statistical model to determine whether the probability of adoption is higher among those potential adopters who reside near an individual who has previously adopted the innovation than among those potential adopters whose nearest neighbors have not adopted the innovation. ${ }^{3}$ This test is appropriate because nearest neighbors can be measured as direct geographic
${ }^{2}$ Rogers, Diffusion of Innovations, pp. 12-20; Elihu Katz, "The Social Itinerary of Technical Change: Two Studies on the Diffusion of Innovation," Human Organization, xx (1961), pp. 72-80.

3G. A. Barnard, "Significance Tests for $2 \times 2$ Tables," Biometrika, XXXIV (1947), pp. 123-138; E. S. Pearson, "The Choice of Statistical Tests Illustrated on the Interpretation of Data Classed in a $2 \times 2$ Table," Biometrika, XXXIV (1947), pp. 139-167; A. D. Cliff, "The Neighbourhood Effect in the Diffusion of Innovations," Transaction of the Institute of British Geographers, XLIV (1968), pp. 75-84.
distance and does not depend upon an arbitrary lattice structure. ${ }^{4}$

The 2 x 2 Comparative Time Trial is used to determine whether non-adopters of an innovation who have some neighbors who have adopted the innovation are more likely to accept the new farm practice than those non-adopters whose nearest neighbors are all non-adopters. Table l contains the contingency table format to test this research hypothesis.

TABLE 1

## $\underline{2} \underline{2} \underline{2}$ COMPARATIVE TIME TRIAL CONTINGENCY TABLE TO TEST THE NEIGHBORHOOD EFFECT ${ }^{5}$

| Neighbors at "t" | Individuals at " $t+1$ " who were non-adopters at "t" |  |  |
| :---: | :---: | :---: | :---: |
|  | Adopters Non-adopters Total |  |  |
| Some adopters | c | c | m |
| All non-adopters | d | b | n |
| Total | s | r | N |

The statistic, $u=((c b-d a) / N) \div\left((m \mathrm{n} \mathrm{r} \mathrm{s}) /\left(\mathrm{N}^{2}(N-1)\right)^{1 / 2}\right.$, associated with the time trial is normally distributed with unit variance. If "u" exceeds the established significance
${ }^{4}$ A number of statistical models have been used to evaluate actual and simulated patterns of spatial diffusion, for a short review of these models see Brown and Moore, "Diffusion Research," pp. 128-130.

5A. D. Cliff, "The Neighbourhood Effect in the Diffusion of Innovations," Transactions of the Institute of British Geographers, XIIV (1968), p. 79 .
level the null hypothesis can be rejected and the research hypothesis, the neighborhood effect, can with a certain risk of error be accepted.

The neighborhood effect is empirically tested for the diffusion of $2,4 \mathrm{D}$ weed spray among 148 farm operators residing in the Collins, Iowa, trade area (See Map 1 in Appendix A). This innovation was first available to the Iowa farmer in 1945, and adoption by each farm operator in the Collins area is recorded for each year through $1955 .{ }^{6}$

The test is repeated four times for every year, 1946 through 1955 inclusive, with the form of the time trial varying such that neighbors at time "t" are defined as (1) the first nearest neighbor only, (2) the first two nearest neighbors, (3) the first three nearest neighbors, and finally (4) the first four nearest neighbors. By varying the form of the test and repeating over the 1946-1955 time span of 2,4D adoption, precaution is taken to insure that if the neighborhood effect was operating that it be detected.?

To reject the null hypothesis at the 0.05 level of significance the calculated "u" statistics needs to exceed
$\sigma_{\text {George }}$ M. Beal and Everett M. Rogers, The Adoption of Two Farm Practices in a Central Iowa Community, Iowa State University, Agricultural and Home Economics Experimental Station, Special Report No. 26 (1960), pp. 20; For a listing of Collins, Iowa 2,4D diffusion data see Appendix D.
$7_{\text {See Appendix }}$ C for a description and listing of computer program TWOBY used to calculate this test, and Appendix D for a listing of the Collins, Iowa 2,4D diffusion data.


Figure 1

TABLE 2

RESULTS FROM THE $2 \times 2$ COMPARATIVE TIME TRIAL CONTINGENCY TEST OF THE COLLINS, IOWA 2,4D DIFFUSION DATA (1946-1955)

| YEAR | "u" STATISTIC FOR <br> NUMBER OF NEAREST NEIGHBORS |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 1,2 | $1,2,3$ | $1,2,3,4$ |
| 1946 | -0.515 | -0.566 | -0.960 | +0.080 |
| 1947 | +0.847 | +1.150 | +1.709 | +1.317 |
| 1948 | +1.419 | +0.432 | +0.433 | -0.134 |
| 1949 | +1.254 | -0.283 | -0.644 | -0.827 |
| 1950 | -0.248 | -0.063 | -0.668 | -0.766 |
| 1951 | +0.949 | -0.928 | -0.595 | +1.170 |
| 1952 | -0.451 | +0.310 | +0.843 | --1 |
| 1953 | -0.628 | -0.820 | +0.631 | --1 |
| 1954 | -0.670 | ---- | ---- | --1 |
| 1955 | +0.122 |  |  |  |

SOURCE: Calculated by the Author.
$\pm$ 1.96. In the $2,4 \mathrm{D}$ case the null hypothesis could not be statistically rejected (See results in Table 2). There is no evidence to indicate that the neighborhood effect was operating as hypothesized. Therefore, the neighborhood effect, as a relevant transition mechanism in the diffusion of $2,4 \mathrm{D}$ weed spray must be rejected for the Collins, Iowa area.

The results of the test are not entirely unexpected since Cliff has previously tested the hypothesis using Hägerstrand's original Asby, Sweden, data. Cliff's results, using both a contiguity ratio test and the comparative time trial, confirmed the results of the Collins, Iowa, analysis. In support of both of these studies, one of Hägerstrand's students used "nearest neighbor analysis" to test the same hypothesis and concluded that he was unable to detect the neighborhood effect. ${ }^{8}$ If the results of these three separate analyzes of spatial diffusion patterns are accepted, then the only conclusion possible is that at the scale tested the simple neighborhood effect is not as relevant a transition mechanism as previously assumed.

## A Socio-economic Bias

One reason the neighborhood effect proved invalid at the scale tested is that geographic distance is biased by
${ }^{8}$ Cliff, "The Neighbourhood Effect," p. 80.
the socio-economic characteristics of the resident population. ${ }^{9}$ Evidence indicates that continued interpersonal contact between individuals is a function of perceived cultural, social, economic, and political rewards associated with interaction. These features tend to dominate the distance factor in determining the structure of an individual's network of interpersonal contact. ${ }^{10}$ Tornqvist notes that: ${ }^{11}$
"The probability of contact between different households did not depend on the physical distance between them. The information was spread in a complicated network of social relations which we were unable to survey . . . we assume in conclusion that the factor of distance is more or less inoperative in a small region."

Thus, a more complex approach to modelling the transition mechanism needs to include biases other than distance, e.g., acquaintanceship circle biases, force field biases, and reciprocity biases. ${ }^{12}$
$9^{9}$ There is a large literature in the social sciences which suggests that interpersonal contact is greatly influenced by such variables as age, occupation, and educational level; see, Cliff, "The Neighbourhood Effect," pp. 80-81; and Georg Karlsson, Social Mechanisms: Studies in Sociological Theory (New York: The Free Press, 1958), pp. 18-55.
${ }^{10}$ Kevin R. Cox, "The Genesis of Acquaintance Field Spatial Structures: A Conceptual Model and Empirical Tests," in Behavioral Problems in Geography: A Symposium, ed. by Kevin R. Cox and Reginald G. Golledge (Evañston, Illinois: Northwestern University, Department of Geography, Studies in Geography No. 17, 1969), pp. 146-168.
${ }^{11}{ }_{G}$. Tornqvist, TV Agandets Utveckling I Sverige 19561965 (Stockholm: Almqvist and Wiksells, 1967), p. 222,
cited in Brown and Moore, "Diffusion Research, 1.145 . cited in Brown and Moore, "Diffusion Research," p. 145.
${ }^{12}$ Brown and Moore, "Diffusion Research," pp. 140-141.

## A Random Bias

Another type of transition mechanism, found in the random net model, logistic curve model, and a variety of other diffusion models, treats movement as random without regard for distance or any other variable. ${ }^{13}$ In a simple random bias model every individual is regarded as having an equal chance of interacting with every other individual. Intuitively, this type of transition mechanism is unattractive, but when one is unable to discover the explicit structure of movement in the diffusion process, it may be the only logical alternative.

## A Conceptual Model

The neighborhood effect has been shown not to be as relevant a factor of spatial diffusion as previously hypothesized. However, as also noted, the structure of the central place system is recognized as being important in guiding the path of diffusion of rural innovations. Unfortunately, no spatial diffusion transition mechanism has been able to both maintain the location of the individual decisionmaker and account for the influence of the central place system. ${ }^{14}$ If transition mechanisms are going to account for
${ }^{13}$ R. Solomonoff and A. Rapoport, "Connectivity of Random Nets," Bulletin of Mathematical Biophysics, XIII (1951), pp. 107-118; The logistic curve model implies movement, but it does not explicitly account for it. Thus, movement must be considered random.
${ }^{14}$ Both Brown, "Diffusion Dynamics," and J. C. Hudson, "Diffusion in a Central Place System," Geographical Analysis,
movement, then it is necessary to include both interpersonal contact and individual interaction with the central place system in the same diffusion model.

Both influences can be included in a simulation model by assuming that information flow is contingent upon both the probability of individual interaction with a central place and the probability of interpersonal contact within the central place. For example, a potential adopter of an innovation may interact with a central place, contact a previous adopter, and adopt the innovation; then, in the next generation of the simulation interact with a different central place, and contact a non-adopter, who then adopts.

Thus, for each generation of the simulation, individuals that interact with each central place are grouped; then the probability of interpersonal contact within each central place group determines the spatial pattern of innovationadoption. The model allows the central place system to guide the pattern of diffusion while retaining the permanent location of the individual decision-maker. For each generation an individual may interact with a completely different set of potential contacts.

The conceptual model includes two components: one to account for an individual's interaction with the central place system and the other to account for that individual's

I (1969), pp. 45-68, focus on the diffusion of innovations through a central place landscape, but neither operate at a scale where the location of the individual decision-maker is maintained.
interpersonal contact at the central place. Modelling the latter has been a major focus of spatial diffusion research, but no simple transition mechanism has been found. The problem is that interpersonal contact is dependent on a variety of socio-economic factors. To model interpersonal contact it appears that a large amount of individual data are required. But there is also a need for an operational diffusion model which can generalize on the basis of a small amount of individual data. Therefore, given the present state of understanding, a simple random bias model is used to represent interpersonal contact.

The task in the remainder of this study is to model individual interaction with the central place system (Chapter III) and then link the two components together into a spatial diffusion simulation model (Chapter IV).

A SPACE PREFERENCE DETERMINATION
OF INDIVIDUAL CONTACT FIELDS

As noted in the previous chapter the central place system has been excluded from the structure of transition mechanisms accounting for movement from place to place in the spatial diffusion of innovation models. The task in this chapter is to define a procedure for deriving a rule of spatial behavior such that, when applied to a distribution of central places, it is capable of generating unique, individual contact fields. ${ }^{1}$

## Revealed Space Preferences

Consumer spatial behavior has been identified as influencing the pattern of innovation diffusion. Therefore, it is a logical surrogate for a dispersed rural population's interactions with alternative central places. A consumer's behavior over space implies that he makes a search among a finite set of alternative opportunities and chooses those which he expects will give the greatest satisfaction. ${ }^{\text {? }}$
$l_{\text {The }}$ actual decision-making process as performed by each individual is not duplicated. But it is possible to establish from the characteristics of preferred alternatives a behavioral rule which will permit the reproduction of decisions.

The individual contact field, as defined in Chapter I, gives the probability of an individual interacting with alternative central places.
$2_{\text {Gerard }}$ Rushton, "The Scaling of Locational Preferences," in Behavioral Problems in Geography, pp. 198-201.

It is known that consumers are drawn to those places which offer a large variety of goods and services at the expense of those places which offer only a few. Given two central places with a similar number of goods and services to offer, the consumer tends to patronize the closest or most accessible central place. Thus, in making decisions which are translated into overt behavior, consumers have the problem of ordering in their minds all combinations of distance and the number of goods and services offered; of applying this ordering to actual alternative central places; and of choosing that alternative which ranks highest in expected satisfaction.

The analysis of behavior by revealed space preference has shown that it is possible, from consistent statements of preferences by consumers residing at different locations, to derive a description of the ordering of all conceivable spatial alternatives. ${ }^{3}$ In order for individual comparison of central place alternatives to be taken out of unique spatial situations, central places are assigned to general locational type categories which are based on both the population size of the central place and distance from the decision-maker. ${ }^{4}$ The locational types may be defined as in
${ }^{3}$ Gerard Rushton, "Analysis of Spatial Behavior by Revealed Space Preference," Annals of the Association of American Geographers, $\operatorname{LIX}$ (1969), pp. 391-401.
${ }^{4}$ Population size of the central place is used as a surrogate for the number of goods and services offered.

Figure 2. Here, all towns within forty-eight miles of a farm household are assigned to one of forty-eight locational types. It is possible for any central place to be assigned to different locational types for different farms. For example, given two farms, one five miles and the other 10 miles from a central place with a population of 3,000 ; the central place would be classified locational type "25" for the first farm and "26" for the second farm.

## A Rule of Spatial Behavior

A behavioral rule of preferred locational types can be derived by employing the method of paired-comparisons. With the method of paired-comparisons the locational type of a chosen spatial alternative is considered preferred over the locational types of all rejected alternatives. Also, choice among alternatives is assumed equivalent to choice between all paired combinations of the locational types ${ }^{6}$ to which the alternatives belong.

In experimental situations, the method of pairedcomparisons presents to an individual all possible pairs of $\underline{n}$ locational types for his choice. However, in noncontrolled situations the implicit paired-comparisons are extracted from actual individual choice data. A consistent
${ }^{5}$ Rushton, "The Scaling of Locational Preferences," pp. 202-203.
$6_{\text {Given }}$ n locational types, there are $n(n-1) / 2$ possible paired combinātions.

space preference is revealed by replicating the procedure over a large enough sample to reliably estimate the proportion of times locational type $\underset{i}{ }$ is chosen over $\underset{j}{ }$ when the choice is between $\underset{\underline{i}}{ }$ and $\underset{j}{ }$. Comparisons are summarized in a n x n matrix of preference probabilities.?

The paired-comparison matrix of revealed space preferences is an empirically derived rule of spatial behavior. Given two central place alternatives, the rule does not directly describe behavior occurring in the system. The preference probabilities are defined independent of the spatial structure of the central place system. Therefore, the rule is capable of generating a variety of behavior patterns as the central place alternatives are allowed to change.

## Multiple Alternative Situations

The behavioral rule is a probabilistic statement for spatial situations where the individual decision-maker is confronted with a choice between two locational types. In reality, spatial situations are more complex. The problem is to extend the preference rule to the more complex situations where choice is from many alternatives.
$7_{\text {For an }}$ an example of the paired-comparison matrix of revealed space preferences, see Appendix F. The complementary probabilities of the matrix sum to one $P_{i j}+P_{i j}=1$; all probabilities below the main diagonal of ${ }^{i}$ the mitrix can be directly derived from the probabilities above the main diagonal, and vice versa.

Each decision-maker is located in a unique spatial setting with many central place alternatives to evaluate. The classification of central places by locational types takes the alternatives out of their unique spatial context, but individual choice is still complicated by the number of alternatives available. The problem is to determine the likelihood of choosing an alternative when three or more central places are available. Direct empirical measurement of all combinations of locational types for choice situations where there are more than two central places to choose is impossible. 8

The solution to this problem is provided by R. D. Luce's choice axiom. This axiom is a simple but powerful statement which relates to the relationship among choice probabilities as the number of alternatives change. The basic assumption is that the ratio of the likelihood of choosing one alternative to the likelihood of choosing another is constant irrespective of the number and composition of other available alternatives. 9
$8_{\text {For }} 48$ locational types there are 1128 possible paired combinations; however, for spatial situations where there are three, four, and five alternative locational types to evaluate there are 17,296; 194,580; and 1,712,304 combinations. An extremely large set of data would be required to estimate probabilities by direct measurement for spatial situations where there are more than paired combinations.
${ }^{9}$ R. D. Luce, Individual Choice Behavior (New York: John Wiley, 1959); Richard C. Atkinson, Gordon H. Bower, and Edward J. Crothers, "Choice Behavior," Chapter Four in An Introduction to Mathematical Learning Theory (New York: John Wiley, 1965), pp. 135-186.

Thus, from Luce's axiom, given $\mathrm{n}-1$ adjacent choice probabilities, the entire array of $n(n-1) / 2$ choice probabilities in the paired-comparisons matrix can be predicted. Given the probability of locational type $\underset{\text { i }}{ }$ being chosen over locational type $\underset{j}{ }$ and the probability of locational type $\underset{j}{ }$ being preferred over locational type $\underline{k}$, then with the constant ratio assumption the probability of locational type $\underset{i}{ }$ being chosen over locational type $\underline{k}$ can be determined. More importantly, implicit in the axiom is the fact that paired choices provide enough information to determine choice probabilities when three or more alternatives are considered. ${ }^{10}$ Therefore, the simple behavior rule of space preferences can be extended to situations where the individual has more than two locational types from which to choose. Given locational types $\underline{i}$, $\underset{j}{ }$, and $\underline{k}$, the probability of each being selected can be determined.

Derivation of Individual Contact
Fields: An Example
The individual contact field can be derived for any spatial situation where there are more than two alternatives to evaluate when the paired-comparisons matrix of revealed space preferences, the location of decision-makers, and the distribution of central place alternatives are given. As an example, consider a sample household located two miles south and four miles west of Nashua, Iowa, where the
${ }^{10}$ Atkinson, Bower, and Crothers, Mathematical Learning Theory, pp. 146-150.
decision-maker perceives Nashua (N), Charles City (C), and Waverly (W) as the only available central place alternatives. The three alternatives and locational type categories are shown in Table 3.

## TABLE 3

Central Place Alternatives and
Locational Type Classification

| Central Place | Miles from <br> Household | Population <br> (1960) | Locational <br> Type |
| :--- | :---: | :---: | :---: |
| Nashua 6 1740 17 <br> Charles City 13 9960 43 <br> Waverly 21 6360 36 |  |  |  |

The likelihood of one locational type being chosen over another for all possible pairs of the three locational types 17,43 , and 36 is shown in Table $4 .{ }^{11}$

TABLE 4

> Preference Data Matrix: Probability That Column Location Type is Preferred to Row Type

|  |  | Locational Types |  |  |
| :--- | :--- | :---: | :---: | :---: |
|  |  | 17 | 43 | 36 |
|  |  | 0.50 | 0.37 | 0.04 |
| Nashua (N) | 17 | 0.63 | 0.50 | 0.09 |
| Charles City (C) | 43 | 0.96 | 0.50 |  |
| Waverly (W) | 36 | 0.96 | 0.50 |  |

${ }^{11}$ The information in Table 4 was extracted from the paired-comparisons matrix of revealed space preferences listed in Appendix F.

To predict the three-alternative probabilities from the pair data, the relevant calculations are exhibited below. The equation notation is simplified by letting the first letter of each central place name represent the probability of that alternative being chosen.

The probability of Nashua being chosen can be written as

$$
P(N)=\frac{N}{N+C+W} \quad=\frac{l}{1+\frac{C}{N}+\frac{W}{N}}
$$

Estimates of $\mathrm{C} / \mathrm{N}$ and $\mathrm{W} / \mathrm{N}$ may be obtained from the pair data in Table 4; they are

$$
\frac{C}{N}=\frac{0.37}{0.63}=0.5873
$$

and

$$
\frac{W}{N}=\frac{0.04}{0.96}=0.0416
$$

When these values are substituted into the above equation for $P(N)$, the resulting prediction is

$$
P(N)=\frac{1}{1+0.5873+0.0416}=\frac{1}{1.6289}=0.6139
$$

The predicted probabilities of the other two alternatives are readily obtained as follows:

$$
\begin{aligned}
P(C) & =\frac{C}{N+C+W}=\frac{C / N}{1+C / N+W / N}=\frac{0.5873}{1.6289}=0.3606 \\
\text { and } \quad P(W) & =\frac{W}{N+C+W}=\frac{W / N}{1+C / N+W / N}=\frac{0.0416}{1.6289}=0.0255
\end{aligned}
$$

Thus, the individual contact field for the sample household is:

| Central Place | Probability of Contact |
| :--- | :---: |
| Nashua | 0.6139 |
| Charles City | 0.3606 |
| Waverly | $\underline{0.0255}$ |
|  | 1.0000 |

It is possible to derive individual contact fields for as many alternatives as the decision-maker perceives. If for the sample household the decision-maker had perceived five central place alternatives then the individual contact field would have been: ${ }^{12}$

| Central <br> Place | Miles to <br> Household | Population <br> $(1960)$ | Locational <br> Type | Probability <br> of Contact |
| :---: | :---: | :---: | :---: | :---: |
| ashua | 6 | 1740 | 17 | 0.565 |
| harles City | 13 | 9960 | 43 | 0.305 |
| reene | 12 | 1430 | 18 | 0.106 |
| averly | 21 | 6360 | 36 | 0.018 |
| larksville | 13 | 1330 | 19 | $\boxed{0.006}$ |
|  |  |  |  | $\mathbf{1 . 0 0 0}$ |

## Summary

In this chapter a procedure has been outlined for deriving a rule of spatial behavior that is capable of generating unique, individual contact fields. The behavioral rule is based on revealed space preferences and is derived independently of the unique structure of any central place system. The uniqueness of both spatial choice and the characteristics of central place alternatives is removed by defining locational types. Locational types, also, allow for the analytical separation of preference and distribution of alternatives.
${ }^{12}$ The individual contact field was calculated using Fortran Program ALTERN on a CDC 6500 computer at Michigan State University. Program ALTERN is listed in Appendix C.

Thus, patterns of behavior in space can be predicted by taking the behavioral rule and applying it against any set of central place alternatives.

The purpose of this chapter was to derive a behavioral model of individual interaction with the central place system that could be incorporated into a spatial diffusion model. In Chapter IV the behaviorally derived individual contact field is linked to a simple random bias model to simulate the diffusion of a rural innovation in northeast Iowa.

## CHAPTER IV

## THE SPATIAL DIFFUSION OF HARVESTORE

SYSTEMS IN NORTHEAST IOWA: THE MODEL

## The Diffusion Model

The conceptual model proposed in Chapter II assumed that information flow in the innovation-adoption process is contingent upon both individual interaction with the central place system and interpersonal contact within a central place. The individual contact field construct was derived as a surrogate model for central place interaction and suggested as an alternative representation of interpersonal contact was a simple random bias model. By linking the individual contact field construct together with the simple random bias model, a spatial diffusion of innovation model is constructed which accounts for both movement factors. The operating rules of the model are: ${ }^{1}$
l. Individuals are either adopters or potential adopters of an innovation: at the outset there must be at least one adopter.
2. Each individual may accept the innovation but once an adopter he remains one.
3. Acceptance occurs only upon communication through interpersonal contact with an adopter.

[^4]4. An innovation is accepted upon first contact with an adopter; each communication contains sufficient influence to persuade adoption.
5. Interpersonal contact takes place only at certain time intervals (called generations) when every adopter contacts one other individual, adopter or potential adopter.
6. Communication between individuals depends on the probability of individual interaction with the central place system and the probability of interpersonal contact at the central place.

The model incorporates a probability distribution in which the likelihood of interpersonal contact between any two individuals is specified. Spatial patterns of innovationadoption are simulated for each generation by obtaining a set of random numbers which are used to sample this probability distribution. A sequence of such samplings simulates the diffusion pattern through time. A range of different diffusion patterns is generated by repeating the whole procedure. To evaluate the model the correspondence between the simulated diffusion patterns and the actual diffusion of Harvestore Systems in northeast Iowa is examined.

## The Study Area

The area chosen for this study includes the 26 counties in northeastern Iowa that corresponds to the exclusive market area of the Harvestore dealers located at Cedar Falls and Nashua, Iowa (see Map 1. This study area was selected primarily because of the availability of Harvestore diffusion data that corresponds to the same general area as.

the consumer behavior data (Iowa) and the $2,4 \mathrm{D}$ weed spray data (Collins, Iowa). ${ }^{\text {la }}$

## Harvestore Systems

The Harvestore System is a unique feed-crop storage system that has a number of advantages over ordinary farm silos. A serious problem with feed-crop storage in ordinary silos is that up to one-fourth of the feed-crop is lost through oxidation. Atmospheric temperature changes cause gases inside silos to expand and contract. This action exerts pressure on the silo structure which can not be compensated for without allowing air to enter and contact the feed-crop.

The major advantage of the Harvestore System is that it can be sealed air-tight to reduce feed-crop loss through oxidation. The Harvestore structure is constructed of glass-fused-to-steel plates that are impervious to air. Inside the structure pressure absorbing gas-bags vented to the outside compensate for changes in atmospheric temperature and pressure. With a rise in outside temperature gases inside the structure expand and push air out of the breather bags. With a fall in outside temperature gases inside contract and the breather bags are filled with air. Thus, the system, by controlling in-and-out air flow, compensates for pressure changes inside the Harvestore structure without allowing air to contact the feed-crop.
${ }^{l} a_{\text {See }}$ Appendix $H$ for a more complete description of the study area.

The obvious advantage to adopting a Harvestore System is the significant reduction in feed-crop loss through oxidation. But the system also gives the farmer greater flexibility in cropping and harvesting, and allows him to increase both the quantity and quality of animal feed. Feed-crops can be harvested early when moisture and protein content are high and stored in the Harvestore structure without the worry or cost of drying. Double-cropping with a winter crop and an early spring harvest is a possibility that allows the farmer to get an extra crop per year off the same acreage.

Harvestore structures have automatic unloading from the bottom, therefore it is not necessary to unload the structure before refilling. Ordinary silos load and unload from the top, thus they must be emptied before refilling.

With a Harvestore System a farmer can realize a savings in labor costs since harvesting takes less time, much of the heavy labor is eliminated with automatic equipment, and crops need not all be harvested at once but may be harvested when the farmer has the available labor.

The first Harvestore System recorded in northeast Iowa was installed in 1949. The initial structure was located on a farm ten miles southeast of Waterloo (see Maps 4 and 5 in Appendix A). From 1950 through 1967 there was a general increase in the number of systems adopted per year so that by the end of 1967 there were Harvestore Systems on 395 farms in northeast Iowa. The number of farms adopting and
cummulative number adopted from 1950 through 1967 are recorded in Table 5 (Also, see Maps 4-39 in Appendix A). ${ }^{2}$

The Harvestore System is an innovation in the production of feed for dairy cattle, beef cattle, and hogs and might have spread more rapidly in northeast Iowa, but the cost of construction and the need for additional mechanized equipment impeded adoption. The large scale financing needed to install a Harvestore System requires that a farmer make a substantial financial commitment in adopting a new system of feed-crop production and storage.

## The Diffusion Pattern

There are several observable trends in the spatial pattern of acceptance of Harvestore Systems in the northeast Iowa study area. The earliest trend is the development of a cluster of adopters south of Waterloo (See Maps 4-21 in Appendix A). The Waterloo cluster is most pronounced in the early 1950's; in 1952 and 1953 nearly half of all systems in

[^5]TABLE 5

## NUMBER OF FARMS ADOPTING

HARVESTORE SYSTEMS

| Year | New Adopters | Total |
| :---: | :---: | :---: |
| 1950 | 6 | 7 |
| 1951 | 14 | 21 |
| 1952 | 21 | 42 |
| 1953 | 16 | 58 |
| 1954 | 18 | 76 |
| 1955 | 13 | 89 |
| 1956 | 9 | 98 |
| 1957 | 7 | 105 |
| 1958 | 28 | 133 |
| 1959 | 25 | 158 |
| 1960 | 11 | 169 |
| 1961 | 42 | 211 |
| 1962 | 24 | 235 |
| 1963 | 12 | 247 |
| 1964 | 19 | 266 |
| 1965 | 22 | 388 |
| 1966 | 57 | 395 |
| 1967 | 50 |  |

use were in this cluster. By 1955 adoption had tended to move away from this cluster.

A second trend is the development of a tight cluster of adopters west of Dubuque (See Maps 16-3l in Appendix A). Initial growth of this mode of adopters was slow until 1958. From 1958 through 1960 nearly half of all new systems adopted in the study area were installed in this cluster. After 1960 acceptance of the innovation tended to expand away from the Dubuque cluster.

A third identifiable pattern was the general tendency for adoption of Harvestore Systems to move from south to
north. Throughout the study period there had been scattered growth in the number of systems adopted in the northern half of the study area. In the early 1950's there were a number of systems adopted in the northern half of the area, but from 1957 through 1962 very few systems were installed in the north area. However, after 1962 there has been a tendency for the proportion of adopters to increase. By 1967 the majority of Harvestore Systems being adopted were in the northern half of the study area (See maps 34-39 in Appendix A).

The three trends identified account for a majority of the Harvestore Systems adopted. The development of each of the three trends corresponds to peak years in the number of systems adopted. The Waterloo cluster developed early in the study period and accounts for a large proportion of the adoptions in the peak years of 1952 and 1953 (See Table 5). In the late 1950's the Dubuque cluster accounts almost totally for the number of adoptions in 1958 and 1959. Finally, the general trend for adoption to move from south to north corresponds with the increase in number of adoptions in 1966 and 1967.

In addition to the three previously identified trends is an observed general diffusion of adoption of the innovation into an area south of Mason City and west of Waterloo along the western boundary of the northeast Iowa study area. The pattern in the 1950's begins as a slow diffusion of
acceptance of the innovation spreading from the east, but from 1957 through 1959 a number of adoptions occur south of Mason City which appear independent of the westward diffusion pattern (See Maps 18-23).

What is apparent in the development of the spatial diffusion pattern in northeast Iowa is that when a cluster of adopters reaches some minimum threshold size, the adoption rate increases. The adoption rate remains high in the cluster until all of the most innovative potential adopters have accepted Harvestore Systems, and then the rate decreases. With both the Waterloo and Dubuque clusters the adoption rate remained high for three or four years.

The Basic Data
Before the simulation may be run the diffusion model needs the following information:

1. The number and location of all potential adopters.
2. The number and location of all initial adopters.
3. The behavioral rule used to derive individual contact fields (paired-comparisons matrix of preferred locational types).
4. The location and population of all central places in the study area which decision-makers consider as possible alternatives.

## The Population of Initial and Potential Adopters

To insure that simulation runs are not spatially biased care must be taken in selecting the distribution of potential adopters. In northeast Iowa there are over 40,000 farms.

Thus assuming that the operator of each farm could adopt a Harvestore System there are over 40,000 potential adopters in the study area. Analytically, this number of potential adopters is more than the diffusion model can handle. Therefore, the number must be reduced to something less than the total.

Both the number and the location of potential adopters can bias simulation runs. It is obvious if the sample of potential adopters considered in the diffusion model is not an unbiased sample of the total population of potential adopters that the resulting simulation patterns will be spatially biased. Also, simulation patterns will be spatially biased if the sample is not sufficiently large. For example, if in a simulation run 999 out of 1000 potential adopters accept an innovation, then the resulting spatial pattern of adopters is highly predictable. ${ }^{3}$ In fact, the results of the simulation are determined by the distribution of potential adopters; no other mechanism in the diffusion model plays an important part in determining the spatial pattern.

[^6]Since there are 395 adopters of the actual innovation in the study area, the sample of potential adopters must be significantly larger than this number. Arbitrarily, a stratified random sample of 1000 farms is drawn as the set of potential adopters for the diffusion simulation model (see Map 2). By stratifying the sample an unbiased estimate of the spatial distribution of the population of potential adopters is obtained; and 1000 farms are considered a sufficiently large sample for the number of actual adopters. ${ }^{4}$ In none of the twenty-six counties in the study area does the number of Harvestore Systems accepted exceed the number of sample potential adopters (see Figure 3).

The initial set of 21 adopters selected for the simulation model correspond to the 1951 distribution of Harvestore Systems (see Map 7 in Appendix A). This distribution allows the model sufficient number of initial adopters to simulate the spatial pattern of innovation-adoption in a minimum number of generations.

[^7]

Map 2


Figure 3

The Behavioral Rule
Two data sets are used to generate the paired-comparisons matrix of preferred locational types. 5 The first set of data describes the consumer behavior for a random sample of dispersed farm households in Iowa. Identified in the data are the central places patronized and the total dollar value of expenditures on selected household commodities. ${ }^{6}$ The second data set is the location and 1960 population of all Iowa central places (see Map 3). ${ }^{7}$ These two data sets form the basis from which the behavioral rule is empirically calibrated. ${ }^{8}$

Available Spatial Alternatives
The distribution of central places within 48 miles of an individual defines all of his alternative opportunities
${ }^{5}$ The paired-comparison matrix of preferred locational types is listed in Appendix F. The locational types used to generate the matrix are the same as defined in Figure 1.
${ }^{6}$ The type and number of household commodities used to define the behavioral rule is fundamental to the structure of the probabilities. For a listing of the 20 commodities selected and the reason for selections, see Appendix B.

7This data was collected in the Spring of 1961 as part of a survey of expenditures and sales by persons living in rural Iowa. The survey was conducted by the Iowa State University Statistical Laboratory for the Iowa CollegeCommunity Research Center. For further description of this survey and the data collected, see Appendix A in Gerard Rushton, Spatial Pattern of Grocery Purchases by the Iowa Rural Population, University of Iowa, Bureau of Business and Economic Research, Studies in Business and Economics, New Series No. 9 (1966), pp. 103-109.
$8_{\text {The behavioral rule was used to generate individual }}$ contact fields for each household in the Iowa sample. The individual contact fields were successful in predicting the most preferred central place for greater than $65 \%$ of the sample.

Map 3
for central place interaction. 9 For every sample farm in the study area there are well over 200 central places within 48 miles. Thus, it is obvious that a decision-maker is unable to perceive all of his alternatives and to evaluate each one. The farther away and the smaller the central place, the more likely the individual is to ignore it as an alternative.

## Preferred Locational Types

Theoretically the decision-maker has access to a broad range of locational types; typically only some limited portion of the alternatives are relevant and applicable to his decision behavior. ${ }^{10}$ In Iowa greater than 99 per cent of all dollars spent on the selected household commodities are spent at five or fewer central places. In most cases the five central places are the five with which the individual has the highest probability of interacting according to the behavioral rule. This tends to indicate that decision-makers perceive their first five preferred locational type central places as the complete set of relevant alternatives.

To model interaction with the central place system, it is necessary to only consider a decision-makers first five preferred alternatives. Thus, the individual contact

[^8]field need be defined for only five central places. Identification of preferred alternatives is accomplished first by scaling the information contained in the paired-comparisons matrix to obtain a one-dimensional ranking of all locational types. Then by comparing the preference ranking to the list of locational types available to the decision-maker, the five preferred central places can be identified.

A ranking of locational types by preferences is found by scaling the information contained in the paired-comparison matrix of revealed space preferences. ${ }^{\text {ll }}$ The scaling technique used is an algorithm developed by Kruskal. ${ }^{12}$ Table 6 shows the computed scale values and rankings on the first dimension. The stress value for the first dimension equals 0.334. In Figure 4, locational types are plotted on one dimension. The negative scale values are most preferred and the positive scale values are least preferred. In Figure 5, the scale is shown as isolines. The isolines represent a trade-off between population size and distance to a central place; the same variables used to define locational types. This surface is called an indifference surface of spatial choice and infers that a decision-maker would be indifferent between any two central places located along one of the isolines. The
${ }^{1 l_{\text {For }}}$ a more complete discussion of scaling of locational types, see Gerard Rushton, "The Scaling of Locational Preferences," in Cox and Golledge, Behavioral Problems in Geography, pp. 197-227.
${ }^{12}$ J. B. Kruskal, "Non-Metric Multi-Dimensional Scaling: A Numerical Method," Psychometrika, XXIX (1964), pp. 115-129.
preferred central place lies on the highest point on the surface (upper left).

TABLE 6

SCALE VALUES FOR THE LOCATIONAL TYPES

| Locational Types | Scale <br> Value | Rank | Locational Types | $\begin{aligned} & \text { Scale } \\ & \text { Value } \end{aligned}$ | Rank |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.821 | 13 | 25 | -1.522 | 3 |
| 2 | -0.272 | 20 | 26 | -1.026 | 9 |
| 3 | 0.285 | 29 | 27 | -0.622 | 16 |
| 4 | 0.821 | 36 | 28 | -0.204 | 22 |
| 5 | 0.819 | 35 | 29 | 0.366 | 30 |
| 6 | 1.221 | 44 | 30 | 0.611 | 33 |
| 7 | 1.461 | 45 | 31 | 1.130 | 42 |
| 8 | 2.052 | 48 | 32 | 1.963 | 47 |
| 9 | -1.181 | 7 | 33 | -1.613 | 2 |
| 10 | -0.702 | 14 | 34 | -1.341 | 5 |
| 11 | -0.094 | 24 | 35 | -0.989 | 10 |
| 12 | 0.416 | 32 | 36 | -0.521 | 17 |
| 13 | 0.928 | 38 | 37 | -0.165 | 23 |
| 14 | 0.766 | 34 | 38 | 0.105 | 27 |
| 15 | 1.201 | 43 | 39 | 0.347 | 31 |
| 16 | 1.063 | 40 | 40 | 0.894 | 37 |
| 17 | -1.337 | 6 | 41 | -1.762 | 1 |
| 18 | -0.931 | 11 | 42 | -1.465 | 4 |
| 19 | -0.264 | 21 | 43 | -1.153 | 8 |
| 20 | -0.012 | 26 | 44 | -0.895 | 12 |
| 21 | 0.204 | 28 | 45 | -0.652 | 15 |
| 22 | 1.656 | 46 | 46 | -0.384 | 19 |
| 23 | 1.073 | 41 | 47 | -0.426 | 18 |
| 24 | 1.017 | 39 | 48 | -0.070 | 25 |



ONE DIMENSIONAL SCALE FOR LOCATIONAL TYPES
Figure 4


## Summary

In this chapter a transition mechanism accounting for both individual interaction with the central place system and interpersonal contact within a central place has been incorporated into the rules of a diffusion simulation model. The transition mechanism links the individual contact field construct with a simple random bias model to account for place to place movement in the diffusion process.

The behavioral rule and the parameters of the model have been defined so that the model can be run through a number of simulations. In the following chapter a number of simulations are performed, and the diffusion model is evaluated against the actual diffusion of Harvestore Systems.

## CHAPTER V

THE SPATIAL DIFFUSION OF HARVESTORE
SYSTEMS IN NORTHEAST IOWA:
THE SIMULATION AND EVALUATION

## The Simulation Runs

Ten simulation runs are performed to compare with the actual diffusion of Harvestore Systems. ${ }^{1}$ Each simulation is run through seven generations. See Tables 7 and 8 for the results of the ten simulation runs. ${ }^{2}$

Evaluation of the Diffusion Model
Validation is the process of determining how well a model replicates the properties of the real-world system under study. Evaluation of the validity of a Monte Carlo diffusion model is a difficult process. Since the Monte Carlo method depends on sampling from a probability distribution, each run through the model may produce a wide range of results even though the underlying spatial process is
$I_{\text {The }}$ ten simulations are run using Program SPACDIF listed in Appendix C. The number of simulations is restricted to ten because of the time limitations on the CDC 6500 computer.
${ }^{2}$ Simulation 2 is also mapped, see Maps 40-53. This simulation was chosen to map because it corresponds closely to the mean for all ten simulations and appears to be what might be called an average simulation. If it had been possible all ten simulations would have been mapped.

It might be noted that on Maps $40,42,44,46,48,50$, and 52 the location of previous adopters, new adopters, and central place where interpersonal contact occurred is shown.
TABLE 7
CUMMULATIVE NUMBER OF ADOPTERS

| Generation | 1 | 2 | 3 | 4 | Simulation |  |  | 8 | 9 | 10 | Mean | Standard <br> Deviation | Observations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 5 | 6 | 7 |  |  |  |  |  |  |
| $\mathrm{g}_{0}$ | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21 | 21.0 |  | 21 (1951) |
| $\mathrm{g}_{1}$ | 33 | 33 | 33 | 35 | 33 | 35 | 34 | 36 | 29 | 35 | 34.6 | 1.90 |  |
| $\mathrm{g}_{2}$ | 55 | 55 | 62 | 64 | 62 | 50 | 58 | 72 | 52 | 58 | 58.8 | 6.46 | 58 (1953) |
| $\mathrm{g}_{3}$ | 82 | 98 | 107 | 120 | 111 | 75 | 98 | 129 | 102 | 95 | 101.7 | 16.22 | 105 (1957) |
| $\mathrm{g}_{4}$ | 120 | 158 | 180 | 195 | 196 | 111 | 154 | 209 | 177 | 136 | 160.6 | 35.35 | 158 (1959) |
| $\mathrm{f}_{5}$ | 178 | 231 | 260 | 219 | 305 | 166 | 225 | 301 | 267 | 196 | 242.0 | 50.77 | 247 (1963) |
| $\mathrm{g}_{6}$ | 236 | 313 | 344 | 377 | 391 | 238 | 309 | 392 | 354 | 283 | 323.7 | 58.11 |  |
| $g_{7}$ | 315 | 397 | 437 | 458 | 472 | 315 | 396 | 480 | 432 | 384 | 408.6 | 59.00 | 395 (1967) |

TABLE 8
NUMBER OF ADOPTIONS PER GENERATION
Simulation

| Generation | 1 | 2 | 3 | Simulation |  |  | 7 | 8 | 9 | 10 | Mean | Standard Deviation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 4 | 5 | 6 |  |  |  |  |  |  |
| $\mathrm{g}_{1}$ | 12 | 12 | 12 | 14 | 12 | 14 | 13 | 15 | 8 | 14 | 12.6 | 1.95 |
| $\mathrm{g}_{2}$ | 22 | 22 | 29 | 29 | 29 | 15 | 24 | 36 | 23 | 23 | 25.2 | 5.73 |
| $g_{3}$ | 27 | 43 | 45 | 56 | 49 | 25 | 40 | 57 | 50 | 37 | 42.9 | 10.95 |
| $g_{4}$ | 38 | 60 | 73 | 75 | 85 | 36 | 56 | 80 | 75 | 41 | 64.0 | 18.39 |
| $\mathrm{g}_{5}$ | 58 | 73 | 80 | 96 | 109 | 55 | 71 | 92 | 90 | 60 | 78.4 | 18.12 |
| $\mathrm{g}_{6}$ | 58 | 82 | 84 | 96 | 86 | 72 | 84 | 91 | 87 | 87 | 81.7 | 9.70 |
| $g_{7}$ | 79 | 84 | 93 | 81 | 81 | 77 | 87 | 88 | 78 | 101 | 84.3 | 7.56 |

constant. Mere correspondence between a single simulation or an average of all simulations with the actual diffusion of an innovation does not validate a model, but likewise lack of correspondence does not necessarily invalidate the model. ${ }^{3}$

If a simulated pattern is similar to the real-world diffusion pattern, one can conclude that the structure of the simulation model is a plausible explanation of the realworld process. ${ }^{4}$ As Morrill notes: ${ }^{6}$
". . . the model was not intended to account for the exact pattern . . . The proper test was whether the simulated pattern of spread had the right ex-
 This similarity, rather than conformance, indicated that both the actual and the simulated patterns could have occurred according to the operation of the model. This is the crucial test of theory."

Simplification and abstraction in model building increases uncertainty of a simulation's "representativeness" and thus adds to the necessity of establishing validity. The evaluation of a simulation model is subjective and ultimately depends on the degree of satisfaction with the theoretical interpretation of the random variables. For hypothesis and theory construction the final validity criteria are defined in terms of the heuristic payoff. In this context,

3see, David Harvey, "Models of the Evolution of Spatial Patterns in Human Geography," in Richard J. Chorley and Peter Haggett (eds.), Models in Geography (London: Methuen, 1967), Pp. 582-588, for a general discussion of the use of Monte Carlo simulation in geographic research.
${ }^{4}$ Brown and Moore, "Diffusion Research," p. 143.
5Richard L. Morrill, "The Negro Ghetto: Problems and Alternatives," Geographical Review, LV (1965), p. 359.

Hermann has suggested five criteria for judging the validity of a simulation model: (l) event validity, (2) face validity, (3) internal validity, (4) variable-parameter validity, and (5) hypothesis validity. 6 The validity of the spatial diffusion model is discussed in terms of four of the five criteria.?

Event Validity
Comparing the simulated outcome with the actual diffusion of an innovation is the basis for determining the event validity of a diffusion simulation model. Checking for event validity includes the comparison between aggregate patterns of behavior in space and implies the notion of goodness-of-fit between the simulated output and the actual diffusion pattern. ${ }^{8}$
${ }^{6}$ Charles F. Hermann, "Validation Problems in Games and Simulation with Special Reference to Models of International Politics," Behavioral Science, XII (1967), pp. 216-231.
$7_{\text {No }}$ variable-parameter sensitivity analysis was run on the diffusion model. Several simulation runs were performed with different sets of initial and potential adopters, and no obvious deviations from the expected results were noted. One reason sensitivity analysis was not employed is that the procedure is quite laborious and for a complex model almost endless. Little insight could have been gained by such an analysis since there are no fixed-value parameters, and an alteration of the theoretical justification of the variables would have invalidated the deductive model before analysis.
$8_{\text {Tom W. Carroll, SINDI 2: Simulation of }}$ Innovation Diffusion in a Rural Community of Brazil, Michigan State University, Project of the Diffusion of Innovations in Rural Societies, Technical Report No. 8 (1969), p. 192; Hermann, "Validation Problems," p. 222.

## The Diffusion Pattern ${ }^{9}$

There are three observable spatial trends in the pattern of acceptance in Simulation 2. The first trend is the development of a cluster of adopters south of Waterloo (see Maps 4249). The Waterloo cluster is visually evident, but is not as pronounced as in the actual diffusion of Harvestore Systems. Development of this cluster begins in the initial generations and continues throughout the simulation, however, in later generations it tends to appear rather obscured.

The second trend is the development of a cluster of adopters in an area west of Dubuque (see Maps 44-51). This trend becomes evident in the third generation. Spatially, the cluster is similar to that which develops in the diffusion of Harvestore Systems, but is neither as tightly clustered nor contains as many adopters. Both the Waterloo and Dubuque trends are visually similar to the actual diffusion pattern.

The third trend evident is the lack of the spread of innovation-adoption into a relatively large area south of Mason City along the western boundary of the study area (see Maps 50-53). Unlike the actual diffusion pattern, no adoption occurred in this area in Simulation 2. This trend indicates that there is a serious boundary problem. The model

[^9]does not account for interaction outside of the study area and it is apparent that in the diffusion of Harvestore Systems that interaction to the west of the study area is occurring.

A trend identified in the actual diffusion pattern and not evident in the simulation is the tendency for innovationadoption to move from the southern to the northern half of the study area. In the last generation of the simulation there is a significant increase in the proportion of adoption in the northern area. If the simulation run were allowed to continue several more generations this south to north trend may develop.

## Chi-Square Analysis

Chi-square procedures are used to test whether both the actual diffusion pattern and the simulated pattern, Simulation 2, could have been the result of the same diffusion process. The results of the chi-square analysis are recorded in Table 9. The analysis of the twenty-six counties in the study area shows that three out of the four computed chi-square values are significant at the .l probability level or higher; two at the .7 probability level or higher; and one at the .9 probability level. The analysis for Year l967-Generation 7 with a chi-square value significant at the .03 level is the only comparison to indicate that the two spatial distributions may not be a result of the same diffusion process.
TABLE 9

| CHI-SQUARE ANALYSIS BETWEEN <br> SIMULATION 2 AND THE ACTUAL DIFFUSION OF HARVESTORE SYSTEMS IN NORTHEAST IOWA |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Number of Counties | (with Chi-Square ValuesSignificance levels)Year and Generation Compared |  |  |  |
|  |  |  |  |  |
|  | 1956-3 | 1959-4 | 1962-5 | 1967-7 |
| (Total ${ }^{26}$ Study Area) | 15.01 $(.90)$ | $\begin{aligned} & 20.34 \\ & (.70) \end{aligned}$ | $\begin{aligned} & 33.64 \\ & (.10) \end{aligned}$ | 38.43 $(.03)$ |
| (Five WesternCounties Deleted) | $\begin{aligned} & 12.51 \\ & (.900) \end{aligned}$ | $\begin{aligned} & 13.84 \\ & (.80) \end{aligned}$ | $\begin{aligned} & 21.64 \\ & (.40) \end{aligned}$ | $\begin{aligned} & 21.69 \\ & (.40) \end{aligned}$ |
|  |  |  |  |  |
|  |  |  |  |  |

In identifying trends in the simulated pattern it was noted that the model did not account for interaction along the western boundary of the study area. Therefore, to eliminate the effect of the boundary problem the five western counties are deleted and a second chi-square analysis is performed. The computed chi-square values for the remaining twenty-one counties are all significant at the . 4 or higher probability level. Thus, it is possible to conclude that both spatial distributions may be the results of the same diffusion process.

Even though there are some differences in the basic geographic elements of distance, direction, and spatial variation between the actual and simulated diffusion patterns, based on both visual similarity and chi-square analysis, there appears to be event validity to the diffusion simulation model.

Face Validity
Face validity is the plausibility of the overall structure of the simulation model.? The question of face validity rests on whether all important variables and processes have been logically accounted for in the model.

The focus of the constructed diffusion model is on the transition mechanism that accounts for movement from place to place in the innovation-adoption process. This

7Hermann, "Validation Problems," p. 221; Carroll, SINDI 2, p. 185 .
transition mechanism is based on the space preference determined individual contact fields and is designed such that it (l) is sensitive to the spatial structure of the central place system through which diffusion occurs; (2) does not regard distance as an unchangeable force emanating from all points equally in all directions, but as one of several characteristics of a spatial alternative considered by a decision-maker; and (3) maintains the exact location of each individual decision-maker. On these characteristics of the transition mechanism the spatial diffusion model seems plausible.

Incorporated into the transition mechanism as a representation of interpersonal contact within a central place is a simple random bias model. The random bias model is a simplification of a complex network of social communication, but given the level of understanding of the explicit structure of interpersonal movement it seems to be a logical alternative.

Both mass-media and interpersonal contact have been identified as important information sources in the learningadoption process. However, where the transition mechanism accounts for information circulation by interpersonal contact, no mechanism is provided to account for the influence of mass-media information. The model assumes that each decision-maker has equal access to mass-media information. There is some indication that in the late stages of adoption
mass-media information has little influence on persuading acceptance. 8

The model meets the test of face validity to the extent that it simulates the most important subprocesses which contribute to the spatial diffusion process. For the innovation and study area to which it was applied, the model is a plausible representation of the spatial diffusion process.

Internal Validity
The critical requirement for internal validity is that between-run variations be accounted for by the identifiable relationships in the simulation. ${ }^{9}$ If the betweenrun variations cannot be rationalized, then internal validity is low. However, given the complexity of the phenomenon studied and the type of stochastic model, some variation between simulation runs is expected. The means and standard deviations for new adopters and cummulative adopters by generation for the ten simulation runs are listed in Tables 5 and 6 .

Even though the between-runs variations are higher than expected, the simulation runs compare favorably. There appears to be no simulation event which is not a logical consequence of the theoretical relationships incorporated
$8_{\text {Rogers, }}$ Diffusion of Innovations, pp. 138-140.
${ }^{9}$ Internal validity is also dependent on the internal operations of the computer model. One check on internal validity is the close inspection of the logic of the computer
into the diffusion model. The infrequent anomalous generations, e.g., Simulation l-Generation 3 (Sim l-Gen 3), Sim 5-Gen 4, Sim 6-Gen 2, and Sim 8-Gen 2, can be attributed to the properties of the transition mechanism.

In Sim l-Gen 3 the number of new adopters is below that expected. During this generation the pattern of central place interaction reduced the opportunity for interpersonal contact between adopters and potential adopters. Since the only manner in which an innovation diffuses is through inter-personal contact, and the number of propagators of the innovation is less than expected, the diffusion rate is slowed down. Because of this one generation the simulation ran about one generation behind the average. The same situation occurred in Sim 6-Gen 2.

In Sim 8-Gen 2 the number of new adopters exceeded that expected. In fact, the maximum number possible accepted the innovation. This development increased the diffusion rate and the simulation ran at least one generation ahead of the average for the rest of the run. A similar situation occurred in Sim 5-Gen 4.

Hypothesis Validity
Hypothesis validity refers to the extent that hypothesized relationships between variables in the real-world are

[^10]present in the simulation model. Hypothesized relationships may either be explicitly programmed into the model or manifest themselves as indirect results of the complex interactions simulated by the model. ${ }^{10}$

Past spatial diffusion research has shown that the central place hierarchy plays an important function in guiding the spatial pattern of innovation-adoption. ${ }^{\text {ll }}$ The hypothesized relationships between individual interaction with the central place system and interpersonal contact are explicitly introduced into the simulation model. When the model was applied to the diffusion of Harvestore Systems in the study area, the output manifest these relationships. For example, in Simulation 2 the cluster of adopters west of Dubuque that was simulated was remarkably similar to the actual diffusion pattern. The cluster developed as a function of the hypothesized relationships programmed into the model; neither the set of initial adopters nor the distribution of potential adopters directly determined this event. Also, even though the short circuit phenomenon was not explicitly introduced into the model, it was manifested in the simulated outcome. On both of these counts the

[^11]hypothesized relationships operationalized in the simulation model appear to be plausible representations of the real-world.

## Summary

The spatial diffusion of innovation model has been designed and applied to a real-world diffusion system. The model appears to take into account the most important aspects of the spatial diffusion process: the structure of the central place system, the mechanism of interpersonal contact, and the location and spatial choice behavior of individual decision-makers. The simulation runs compare favorably with the actual diffusion process. Based on the criteria for judging the validity of a simulation model, this model is a plausible representation of the spatial diffusion process.

## CHAPTER VI

## SUMIMARY AND CONCLUSIONS

## Summary

The goal of this research was to explore the implications of hypothesized relationships between spatial behavior and spatial diffusion processes. The focus of the research was on (l) the derivation of a rule of spatial behavior to account for movement from place to place in the spatial diffusion of rural innovations and (2) on the construction of a spatial diffusion simulation model employing an empirically derived rule of spatial behavior.

Fundamental to modelling the spatial aspects of innovation-adoption has been the manner in which movement from one location to another has been explained. The view taken by many is that the intensity of movement is a continuous function of intervening distance; however, it was shown statistically that for northeast Iowa, distance is not as important a factor as previously assumed.

The approach developed was an attempt to clarify the spatial interaction mechanism which controls movement of innovation-adoption from one location to another. Two movement factors were hypothesized as controlling the flow of relevant information in the learning-adoption process. The first movement factor was individual interaction with the central place system through which diffusion occurs. A
rule of spatial behavior to account for individual interaction with the central place system was empirically derived by employing the method of paired-comparisons. From consistent statements of choice by decision-makers residing at different locations a probabilistic behavioral rule of preferred central place alternatives was obtained. This rule of spatial behavior when applied to a distribution of central place alternatives is capable of generating unique individual contact fields.

The second movement factor was interpersonal contact at a central place. Not being able to discover the explicit structure of interpersonal contact in the spatial diffusion process, a simple random bias model was employed to account for this movement factor in the simulation model. The model regards every individual that interacts with a central place as having an equal chance of contacting every other individual who interacts with that place.

Thus, communication between individuals was hypothesized as dependent on the probability of individual interaction with the central place system and on the probability of interpersonal contact at a central place. Both movement factors were modelled separately and linked together to provide the transition mechanism in the spatial diffusion simulation model.

The constructed simulation model was run and evaluated against the actual diffusion of Harvestore Systems in north-
east Iowa. Visual and statistical analysis of actual and simulated patterns of spatial diffusion showed that both patterns could have been the result of the same real-world diffusion process. Based on evaluation criteria for judging the validity of a simulation model, it was concluded that the diffusion model is a plausible representation of the spatial diffusion process studied.

The diffusion model is an improvement over previous models in that (l) it is sensitive to the spatial structure of the central place system through which diffusion occurs; (2) distance is not regarded as an unchangeable force emanating from all points equally in all directions, but is considered as only one of several attributes of a spatial alternative evaluated by a decision-maker; and (3) the exact residential location of individual decision-makers is maintained. The behavioral approach and the alternative representation of the spatial diffusion process are the major contributions of this research.

## Conclusions

The diffusion model was successful in simulating a pattern that corresponded to the actual pattern of Harvestore Systems, but there were a number of obvious differences. Many of the differences between the simulated and actual diffusion patterns were a consequence of an overly simplified conceptualization of the spatial diffusion process,
operationalization of hypothesized relationships, and the definition of the boundaries of the northeast Iowa study area.

Most spatial diffusion models are attempts to directly describe diffusion patterns within some spatial system by estimating parameters and adding variables until obtaining a good fit. This type of procedure is entirely unsatisfactory, especially when the added variables are manipulated by parameters until a good fit is obtained. Both the parameters and variables are tied directly to the spatial structure of the central place system for which they are calibrated and say little about the characteristics of parameters and variable for different places and spatial systems. It is obvious that with such a procedure diffusion patterns can be directly derived from the model without providing any insight into diffusion processes.

In this research an attempt was made to construct a spatial diffusion model that describes the rules by which alternatives are evaluated and choices subsequently made. Such a behavioral model is capable of generating a variety of diffusion patterns as the central place system, to which the model is applied, is allowed to change. Since there are no fixed-value parameters and the variables are not tied to the spatial structure of the central place system for which they were empirically defined, the spatial
diffusion model can be applied equally well to other central place systems or study regions. In this sense the model is more general than previous diffusion models.

The model is sensitive to the spatial structure of the central place system through which diffusion occurs but physical barriers to movement, such as mountains, rivers, and lakes, are not explicitly treated. Physical barriers are relatively unimportant in the northeast Iowa study area because of the homogeneous nature of the landscape; but in a more heterogeneous landscape, physical barriers can play an important function in determining the set of central places with which an individual chooses to interact. For example, a central place may be a preferred spatial alternative except for the intervening physical barrier which greatly increases the travel distance to that central place. The increased travel distance to the central place caused by the intervening physical barrier redefines the attractiveness of the alternative. Physical barriers could be accounted for with little restructuring of the simulation model by merely redefining the measure of distance to a central place alternative. If in assigning an alternative to a locational type, distance were measured in actual travel distance, cost, or time, the physical barriers present would be implicitly considered.

The type of innovation and distribution policy of the propagator of an innovation are important aspects of
spatial diffusion that were not considered in the simulation model. In the case of the diffusion of Harvestore Systems the distribution policy of the local dealers did not appear to have an effect on the spatial pattern of acceptance, ${ }^{l}$ but for many innovations (e.g., manufactured goods) the distribution policy may be very important in defining the size and locations of central places where the item is available. Thus, further examination of the relationships between the type of innovation, distribution policy of the propagator, and the central place hierarchy should prove worthwhile in extending our comprehension of the spatial diffusion processes.

The simulation model provides an interface between the spatial and rural sociological diffusion research tradition which should prove to be a useful framework for future research. Geographers and rural sociologists have been concerned with different aspects of the diffusion of agricultural innovations; geographers have focused on the spatial dimensions of diffusion, and rural sociologists have tended

[^12]to concentrate on the sociological aspects of innovationadoption among small groups and residents of a single community. Unfortunately, spatial and sociological research has not been linked together to account for diffusion of agricultural innovations through a landscape of central places. But, the simulation model does provide an opportunity to bring the two research traditions together. The model, though adequate, would provide a fuller recognition of the complexities of the real world if a sociological model to simulate interpersonal contact could be substituted for the simple random bias model. The framework of the simulation model provides the opportunity to integrate the spatial with the aspatial sociological traditions in diffusion research and to consider such aspatial aspects as the influence of mass-media information, psychological resistance to adoption, cultural perception, and the structure of acquaintanceship circles in a spatial diffusion model.

This research has added to the body of knowledge on individual spatial behavior and has contributed to the further understanding of spatial diffusion processes. There is still much work remaining before one fully understands the spatial mechanisms in innovation diffusion, but this research has indicated a possible approach and framework for future investigation which should lead to a more complete understanding of the spatial diffusion of innovation processes.

Atkinson, Richard C.; Bower, Gordon H. ; and Crothers, Edward J. An Introduction to Mathematical Learning Theory. New York: John Wiley, 1965.

Barnard, G. A. "Significance Tests for 2 x 2 Tables." Biometrika, XXXIV (1947), 123-138.

Beal, George M., and Rogers, Everett M. The Adoption of Two Farm Practices in a Central Iowa Community. Ames, Iowa: Iowa State University, Agricultural and Home Economics Experimental Station Special Report No. 26, 1960.

Bowden, Leonard W. Diffusion of the Decision to Irrigate. Chicago: University of Chicago, Department of Geography, Research Paper No. 97, 1965.

Brown, Lawrence A. "Diffusion Dynamics: A Review and Revision of the Quantitative Theory of the Spatial Diffusion of Innovation." Unpublished Ph.D. dissertation, Northwestern University, 1966.

Brown, Lawrence A.; Moore, Eric G.; and Moultrie, William. TRANSMAP: A Program for Planar Transformation of Point Distributions Columbus, Ohio: Ohio State University, Department of Geography, Discussion Paper No. 3 .

Brown, Lawrence A., and Moore, Eric G. "Diffusion Research in Geography: A Perspective." Progress in Geography: International Reviews of Current Research. Vol. I. Edited by Christoper Board, et al. New York: St. Martin's Press, 1969.

Carroll, Tom W. SINDI 2: Simulation of Innovation Diffusion in a Rural Community of Brazil. East Lansing, Michigan: Míchigan State University, Project of the Diffusion of Innovations in Rural Societies, Technical Report No. 8, 1969.

Cliff, A. D. "The Neighbourhood Effect in the Diffusion of Innovations." Transactions of the Institute of British Geographers, XLIV (1968), 75-84.

Cox, Kevin R. "The Genesis of Acquaintance Field Spatial Structures: A Conceptual Model and Empirical Tests." Behavioral Problems in Geography: A Symposium. Edited by Kevin R. Cox and Reginald Golledge. Evanston, Illinois: Northwestern University, Department of Geography, Studies in Geography No. 17, 1969.

Hägerstrand, Torsten. "Aspects of the Spatial Structure of Social Communication and the Diffusion of Information." $\frac{\text { Papers }}{27-42}$ of the Regional Science Association, XVI (1966),

Hägerstrand, Torsten. Innovation Diffusion as a Spatial Process. Translated by Allan Pred. Chicago: University of Chicago Press, 1967.
Hägerstrand, Torsten. "A Monte Carlo Approach to Diffusion." Archives of Europeennes De Sociologie, VI (1965), 43-67.
Hägerstrand, Torsten. "On Monte Carlo Simulation of Diffusion." Quantitative Geography, Part I: Economic and Cultural Topics. Edited by Wiliiam L. Garrison and Duane F. Marble. Evanston, Illinois: Northwestern University, Department of Geography, Studies in Geography No. 13, 1967.

Hägerstrand, Torsten. The Propagation of Innovation Waves. Lund Studies in Geography: Series B, Human Geography No. 4. Lund, Sweden: Gleerup, 1952.

Hägerstrand, Torsten. "Quantitative Techniques for Analysis of the Spread of Information and Technology." Education and Economic Development. Edited by C. A. Anderson and M. J. Bowman. Chicago: Aldine, 1965.

Harvey, David. "Models of the Evolution of Spatial Pattern in Human Geography." Models in Geography. Edited by Richard J. Chorley and Peter Haggett. London: Methuen, 1967.

Hermann, Charles F. "Validation Problems in Games and Simulation with Special Reference to Models of International Politics." Behavioral Science, XII (1967), 216-231.
Hudson, John C. "Diffusion in a Central Place System." Geographical Analysis, I (1969), 45-68.
Karlsson, Georg. Social Mechanisms. New York: The Free Press, 1958.

Luce, R. D. Individual Choice Behavior. New York: John
Marble, Duane F., and Nysteun, John D. "An Approach to the
Direct Measurement of Community Mean Information Fields."
Papers of the Regional Science Association, XI (1963),

Morrill, Richard L. "The Distribution of Migration Distances." $\frac{\text { Papers }}{75-84 .} \frac{\text { of }}{}$ the Regional Science Association, XI (1963),

Morrill, Richard L., and Pitts, Forrest R. "Marriage, Migration, and the Mean Information Field: A Study in Uniqueness and Generality." Annals of the Association of American Geographers, LVIII (1967), 401-422.

Morrill, Richard L. "The Negro Ghetto: Problems and Alternatives." Geographical Review, LV (1965), 339-361.

Pearson, E. S. "The Choice of Statistical Tests Illustrated on the Interpretation of Data Classed in a $2 \times 2$ Table." Biometrika, XXXIV (1947), 139-167.

Pitts, Forrest R. HAGER III and HAGER IV: Two Monte Carlo Computer Programs for the Study of Spatial Diffusion Problems. Evanston, Illinois: Northwestern University, Department of Geography, Research Report No. 12, 1965.

Pitts, Forrest R. MIFCAL and NONCEL: Two Computer Programs for the Generalization of the Hägerstrand Model to an Irregular Lattice. Evanston, Illinois: Northwestern University, Department of Geography, Technical Report No. 23, 1967.

Pitts, Forrest R. "Problems in Computer Simulation of Diffusion." ${ }^{\text {XI }}$ (1963), $\frac{\text { Papers }}{\text { 111-12 }} \frac{\text { of }}{2}$ the Regional Science Association,

Rogers, Everett M. Diffusion of Innovations. New York: The Free Press, 1962.

Rushton, Gerard. "Analysis of Spatial Behavior by Revealed Space Preference." Annals of the Association of American Geographers, LIX (1969), 391-401.
Rushton, Gerard. "The Scaling of Locational Preferences." Behavioral Problems in Geography: A Symposium. Edited by Kevin Cox and Reginald Golledge. Evanston, Illinois: Northwestern University, Department of Geography, Studies in Geography No. 17, 1969.
Rushton, Gerard. Spatial Pattern of Grocery Purchases by the Iowa Rural Population. Iowa City, Iowa: University of Iowa, Bureau of Business and Economic Research, Studies in Business and Economics, New Series No. 9, 1966.

Solomonoff, R., and Rapoport, A. "Connectivity of Random Nets." Bulletin of Mathematical Biophysics XIII (1951), 107-118.

Witthuhn, Burton 0. "The Spatial Integration of Uganda as Shown by the Diffusion of Postal Agencies, 1900-1965." The East Lakes Geographer, IV (1968), 5-20.

Wolpert, Julian. "Behavioral Aspects of the Decision to Migrate." Papers of the Regional Science Association, XV (1966), $\overline{159-169 . ~}$

## APPENDIX A

MAPS OF THE ACTUAL AND SIMULATED DIFFUSION OF HARVESTORE SYSTEMS IN NORTHEAST IOWA, 1950-1967

The maps in this dissertation were produced using Program MAPIT on a Calcomp Plotter in conjunction with a C.D.C. computer at Michigan State University. To construct the maps it was necessary to supply the population and coordinates of the central places, the coordinates of individual farms and the map outline, the title and labels with coordinates, and the size of the map. For a more complete discussion of Program MAPIT, see

Robert Kern and Gerard Rushton, MAPIT: A Computer Program for Producing Flow Maps, Dot Maps, and Graduate $\frac{\text { Symbol Maps }}{}$, Rese arch Report, Computer Institute for Social Science Research, Michigan State University, East Lansing, Michigan, April 1969; and

Robert Kern, MAPIT: Map Drawing on the Calcomp Plotter, Technical Report No. 87, Computer Institute for Social Science Research, Michigan State University, East Lansing, Michigan, 1969 •
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## APPENDIX B

A CENTRAL PLACE HIERARCHY OF GOODS AND SERVICES

The similarity between any two locational types is the degree to which one locational type is chosen by individuals who can choose either one. Rather than measure an individual's choice as either accepting or rejecting an alternative central place, the proportion of the individual's household dollar expenditures is assumed to be a reliable measure of his preferences. Therefore, the degree of similarity between locational types can be computed from the sample of household expenditures.

The variety of goods and services offered at a central place varies and tends to be positively correlated with the population size of the central place. Low-order goods, such as grocery items, tend to be offered at all central places, while higher-order goods, such as musical instruments, tend to be offered only at larger central places. It is possible to identify a hierarchy of central places based on the number and variety of goods and services offered. If items being diffused through a central place landscape are influenced by the central place system, then it is reasonable to assume that information pertaining to an innovation circulates through certain levels of the hierarchy.

Certain types of consumer goods and services can be associated with each level of the central place hierarchy.

A low-order good can be found at all levels of the hierarchy, but higher order goods can be offered at only the relatively larger central places. For single purpose shopping trips, one would expect a consumer to patronize a slightly different set of central places when purchasing grocery items than when purchasing musical instruments. Musical instruments are not likely to be found in relatively small central places which offer only a few goods and services. However, a consumer may reside near enough a higher-order central place so that there are no intervening lower-order central places. Thus he will probably make both low-order and high-order purchases at the same central place.

The central place hierarchy is the result of common behavior of consumers with respect to goods and services. It is possible to identify levels of the central place hierarchy by clustering goods and services according to consumer expenditure behavior. To identify levels in Iowa it is first necessary to find an index value measuring similarity between commodities. This is done by considering that for each household in the Iowa sample, two commodities are similar if maximum commodity purchases are in the same central place. A symetrical matrix is constructed with a value of l entered if two commodities are similar, 0 is not similar, and left blank if one or both of the commodities were not purchased. By summing the values for all individuals in the
sample and dividing by the total number of times the two commodities were declared similar or not similar, an index value can be obtained. By repeating the procedure for all possible pairs of commodities a 70 x 70 similarity matrix can be constructed. The similarity index varies from $O$ to 1 for all possible pairs of commodities. ${ }^{l}$ The commodities are clustered by levels corresponding to the central place hierarchy by factor analyzing the similarity matrix (see Table B-2).

The factors identify levels of the central place hierarchy, and the commodities can be interpreted as being offered at the level of the hierarchy associated with all higher levels. The group of commodities having their highest loadings on the same factor can be considered as having similar spatial attractiveness for consumers. Factor II represents the lowest level of the central place hierarchy. The goods and services which load highest on this factor are convenience items that are found at all levels of the hierarchy.

Factor I represents the third level of the hierarchy. The goods and services associated with this factor will also be offered at higher-order central places. Factor I and II are the most consistent factors with very few commodities tending to switch factors with different rotated solutions. These factors explain $41.94 \%$ of the variance in the similarity matrix.
${ }^{1}$ See Table B-l for a list of the 70 household commodities.

## TABLE B-1

70 HOUSEHOLD COMMODITIES

| No. | Commodity | No. | Commodity |
| :---: | :---: | :---: | :---: |
| 1 | Food Store | 36 | Toys |
| 2 | Deliveries, bulk purchases, baked goods milk | 37 | Pets, pet care, licenses |
| 3 | Food, given as gift | 38 | Social organization dues |
| 4 | Food and beverages away from home | 39 | Gifts |
| 5 | Tobacco, non-food store | 40 | Running costs of car |
| 6 | Beer, non-food store | 41 | Public transport, school, work |
| 7 | Personal care items, non-food store | 42 | Newspaper |
| 8 | Clothing, male adults | 43 | Books, school supplies |
| 9 | Clothing, female adults | 44 | School expenses, tuition, board and room |
| 10 | Clothing, boys | 45 | Church |
| 11 | Clothing, girls | 46 | Other organizational gifts |
| 12 | Gifts and sewing needs | 47 | Other personal gifts |
| 13 | Major appliances | 48 | Household insurance |
| 14 | Minor appliances | 49 | House insurance |
| 15 | Furniture | 50 | Liability house insurance |
| 16 | Household textiles | 51 | Car insurance |
| 17 | Glassware, silver | 52 | Health and accident insurance |
| 18 | Combination other gifts | 53 | Payment of interest |
| 19 | Combination furniture and equipment | 54 | Payment of principal |
| 20 | Electricity | 55 | Banking costs |
| 21 | Telephone | 56 | Combination payment of interest and principal |
| 22 | Fuel | 57 | Personal property tax |
| 23 | Physician | 58 | Real estate tax |
| 24 | Dental | 59 | Car license |
| 25 | Eye care | 60 | Beauty and barber shop |
| 26 | Combination 23,24,25 | 61 | Dry cleaning |
| 27 | Prescribed medicines | 62 | Shoe repair |
| 28 | Other medical supplies | 63 | Watch and jewelery |
| 29 | Medical supplies, e.g., wheel chair, crutches | 64 | Food locker |
| 30 | Combination 28 \& 29 | 65 | Water softener |
| 31 | Motives | 66 | Laundry and laundromat |
| 32 | Other paid admissions | 67 | TV and appliance repair |
| 33 | Musical instruments | 68 | Household tools |
| 34 | Sporting goods | 69 | Attorney fees |
| 35 | Hobby equipment | 70 | Dues connected with occupation |

TABLE B-2

FACTOR ANALYSIS OF COMMODITY SIMILARITY MATRIX
VARIMAX ROTATION-FIVE FACTOR SOLUTION

| Factor I | Factor II | Factor III | Factor IV | Factor V |
| :---: | :---: | :---: | :---: | :---: |
| 8 + | $1+$ | $20+$ | $6+$ | $42+$ |
| $9+$ | $4+$ | (30)+ | $28+$ | $52+$ |
| 10 + | $5+$ |  | $48+$ |  |
| 11 + | $7+$ | 41 - | $49+$ | 3 - |
| $12+$ | $21+$ | 44 - | $50+$ | $13-$ |
| 15 + | $22+$ | $53-$ | $51+$ | 14 - |
|  | 26 + | 54 - | $56+$ | 27 - |
| 17 + | $32+$ | 55 - | $69+$ | 29 - |
| 18 + | $38+$ | $70-$ |  | $33-$ |
| $23+$ | $40+$ |  | 2 - |  |
| 24 + | $43+$ |  |  |  |
|  | $45+$ |  |  |  |
| $31+$ | $46+$ |  |  |  |
|  | $60+$ |  |  |  |
| $35+$ | $61+$ |  |  |  |
| $36+$ | $64+$ |  |  |  |
| 37 + | $65+$ |  |  |  |
| 39 + | 66 + |  |  |  |
| 47 + | 67 + |  |  |  |
| 57 + | 68 + |  |  |  |
| $58+$ |  |  |  |  |
| $59+$ |  |  |  |  |
| $62+$ |  |  |  |  |
| $63+$ |  |  |  |  |
| (19)- |  |  |  |  |

Proportion of Variance:
.2233 . 1961 . 0824 . 0848 . 0783
Cumulative Proportion of Variance:
.2233
.4194
. 5018
. 5865
.6648

Central Place Rank of Factors:
3
1
5
2

4
Source: Calculated by the author.

It is now possible to select a set of commodities to use to construct a paired-comparison matrix of preferences between locational types. Unfortunately, since no empirical research has dealt with the problem of associating levels of the central place hierarchy with the type of innovation diffused, a rather arbitrary decision to select the 20 commodities associated with Factor II is made. Factor II commodities represent the lowest level in the central place hierarchy. Thus interaction can take place with all higher levels. Since this is a rural innovation, interaction with this level of the hierarchy can be expected.

## APPENDIX C

COMPUTER PROGRAMS WITH NOTES ON PROGRAMS
Program TWOBY
Program ALTERN
Program SPACDIF

## Program: TWOBY

Purpose: Computes $2 \times 2$ comparative time trial statistic for 148 potential adopters. Neighbor at time "t" is defined as first nearest neighbor for first iteration, to the first four nearest neighbors for the fourth iteration. Calculates statistic for years 1946 through 1956.

Restrictions: Program is not generalized, but applies to the Collins, Iowa, 2,4D diffusion data specifically. With minor changes the program can be generalized to analyze other data sets.

Data: Diffusion data with coordinate location of adopter and time of initial adoption. For Collins, Iowa, 2,4D diffusion data see Appendix D.

Program: ALTERN
Purpose: Computes probability of individuals interacting with five ranking locational type towns defined by space preferences.

Restrictions: Maximum number of towns $=750$, locational types - 48, central place size categories - 15 .

Data: Central place data deck (See Appendix E), size and number of distance categories, size and maximum
of population categories, space preference ranking of locational types, space preference probability matrix (See Appendix F), location corrdinates of each individual.

## Program: SPACDIF

Purpose: Simulation of the spatial diffusion of an innovation through a central place system, where the probability of individual contact is determined by the location of the individual, characteristics of alternative central place to interact, and revealed space preferences.

Restrictions: Maximum number of towns $=632$, adopters $=$ 1030. The number of alternative central places to interact is five for each individual. This program consumes a great deal of computer time and core memory. Therefore, it has not been generalized to analyze different data sets. It is best to make adjustments in the program to correspond to the problem being simulated and the computing facilities available.

Data: Central place data deck, Individual data deck (Computed results of Program Altern).
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## APPENDIX D

## DIFFUSION DATA

2,4D Weed Spray in Collins, Iowa
Harvestore Systems in Northeast Iowa
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| 1 1 21 | 14.4 |  | 1入け．＊＞¢ |
| 131 | $1 \ldots 0$ | 1＜2．1＋11n | 1 入れ．4ら3ら7 |
| 1411 |  | 1－ッツり1 1！ |  |
| しいり | 11）＋${ }^{\text {a }}$ |  | 12れ．11144 |
| 111 | 1）${ }^{\text {a }}$ ； |  | 1入れ．38405 |
| 11ヵ | 1 1．4） |  | 1入7．2入の49 |
| 14 | 1こっい |  | 133.24131 |
| 34 | 1ならい |  | 131．718． 4 |
| $3+$ | 1－2） |  | 131．7n344 |
| 47 | 1 いい | 1吅，いちらいる | 131．7712h |
| 94 | 1－，n |  |  |
| 汭H | 1.100 | 1－4．入れ！ | 131．．${ }^{\text {a }}$［1007 |
| 4， 1 | 10った | 1－3！－Matatar | 1311．4．4．4014 |
| 5.41 | 1やらい |  |  |
| $0 \cdot 4$ | 10ヶい | $1+1.4+1+1$ | 130．？${ }^{\text {1 }}$（1）ら5 |
| 1111 | 1 吅 |  | 1，د•明大 17 |
| 1119 | 1）れの |  | 1 八以．7ら入んり |
| $11+$ | 1がの |  | 131． 119 ¢Mn |
| 123 | 19－1） | 124．ット大ら1 | 129． 21444 |
| $1>4$ | ！4， | 144．7／m19 | 1つ4．7ヶの37 |
| 13 | 1い＇） |  |  |
| 134 | 14， 11 |  | 1）ん．い＋1）ち7 |
| ，14， | 14．91． |  | 1 八4．39303 |
| 131 | 19011 | 141． 12 $_{\text {1 }}$ | 124．31574 |
| 151 | $1+30$ | 170．いる以号 |  |
| 15.4 | 1 小川 | 1み1．91ないつ |  |
| $1 / 5$ | 1．20011 | 1－4．didn | 127．今2004 |
| $1+11$ | 1 －¢ 1 | 1ヵり．1／5．17 | 127．31574 |
| 1－1 | 1 リム！ | 141．4 3 人14 | 1 $27.2>1 ヶ 0$ |
| 1 $\mu>$ | 19らい | 1ヵり．入入って | 121．311ヶ9 |
| $1 \%$ | 1ヵう！ | 14，．，1011 | 133．？ 3154 |
| ？ | $1 \rightarrow-1$ | 12，尼114 |  |
| 3 3 | 1＋7） |  | 13！．Uアany |
| （＇） | ｜以っ1 |  |  |
| 41 | 12ヶl | 1号2．117mil | 13つ．1リフ7 |
| 4. | 1 － 1 | 144．／ricus） | 13ヶ． 7 7rat |
| にや | 1ヵか | 142．43tat | 181．妸の3世 |
| 7 ¢ | 1－1 |  | 1 30.37 ym$\}$ |
| は | 10n 1 | 140．74tax |  |


| cise | 1\％．） | 14．011）3 | 131）．34117 |
| :---: | :---: | :---: | :---: |
| $10 \%$ | 1，1，1 | 193．172－ | 13.9 .4 eltha |
| 1211 | 10－1 |  | 124.10 ¢h 14 |
| ！ 27 | 1－1 | 134．2t104 | 1？9．115274 |
| 16t | $1 \rightarrow \square 1$ | 1M1．Incry | 124．044042 |
| 163 | $1+21$ |  | 1つ1．414\％ |
| 10 | 1＋゙入 |  | 132．2．330\％ |
| 11 | 1以っ\％ |  | 13ノ．4ア473 |
| 311 | 1w？ | 140．61134 | 13\％．414．34 |
| $4 \mu$ | 1，＋3？ | 1め2．7メ0゙の | 131.519431 |
| 勺1 | 1ダア | 1s2．4tith | 121.41647 |
| 75 | 1 1．？ | 123．121）6m | 1．311．53179 |
| 号 | しいって |  | 131.243411 |
| 97 | 19づ | 174．＊4め19 | 1311.50133 |
| 111 |  | 1ヶ3．いるつらい | 124.85433 |
| 11 h | 1ヵらっ | 184．94137 | 124.56 ¢89 |
| 117 | 102？ | 145.4159 | 129.04775 |
| 133 | 1がつ | $14 \%$ 1月大子7 | 129.15934 |
| 157 | 10ッ， | $1 \times 1.7394 \mathrm{~m}$ | 1＞7．51＞44 |
| 161 | $17 \%$ | 1ヵア．7．antu | 127.043688 |
| 172 | 1ヵつつ |  | $1>7.47$ 14 |
| ¢ 1 | 193 |  | 131．5ヶ2134 |
| 61） | 1ザい3 | 104．＊いげら | 132．77761 |
| ${ }^{4}$ | 1がく | 14ヶ．1くて： |  |
| H6 | 1\％）2 | 150． $1+1441$ | 124.474111 |
| Q 7 | 1 13？ | 140．143719 | 129.63117 |
| 61） 4 | 1903 | 1ヵ2．3アは年号 | $1210.1280{ }^{2}$ |
| 913 | 1 the | 142．t3h＋4 | 127．らけく15 |
| 4 | 1ヵっく |  | 132．41／40 |
| 9 | 1 （t）${ }^{\text {a }}$ | $104.43 \times 21$ | 133．74074 |
| 511 | $1+44$ | 1 21.44417 | 131．9つい大？ |
| 31 | 1754 | 1ヵり．31が | 132.41447 |
| $17+$ | 17ヵ4 | 142．1nh37 | 1 2 9．4nつ37 |
| 132 | $1+34$ | 1ヵ1．1ら171 | 1つけ．0アら4つ |
| $1 / 4$ | 1 1344 | 1ヵヶ．44ヶ14 | 127．71615 |
| 14 | 1045 | 1ヵ2．カッらつ4 |  |
| ら¢ | 1ヵッら |  | 13ヶ．3ヶ710 |
| 71 | 1055 | 124．14371 | 1311.40274 |
| 117 | 120ヶ | 1ヶ2．4ア37 | 131．11nn47 |
| 1 12 | 1745 | 144．4775 | 124．？3749 |
| 1ヶ4 | 1454 | 1811． 110373 | $1>1.47801$ |
| 164 | 193n |  | 1ヵ1．4すから3 |
| nha | リッつら | 1ヶ3．7ゴメ1 |  |
| 1 | －1） | 1ヶい。ムちからい | 133．41146 |
| 7 | －0） | 1ヶ3．7ヶ6らい | 131．6．4719 |
| 514 | －0） | $1 \times 1.44421$ | 133．25314 |
| ちゃ4 | －11 | 121．大0111 | 133． 13 hatis |
| 47 | －11 | 1ヶ2．73¢1m | $131.44>70$ |
| 49 | －11 | 1M1．Wapls | 131.78923 |
| hl | －1） |  | 131．4ヶち03 |
| A？ | －0 |  | $121 . t 45 ? 4$ |
| 77 | －0 |  | 1311．6．39h |
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| A15 | －11 | 19，07741\％ |  |
| :---: | :---: | :---: | :---: |
| $1 \geqslant 5$ | －0 | 1ハ4．01）（1）－ | $1>\ldots .4 / \mathrm{HCN}$ |
| 136 | －11 | 1－1．4大1世2 |  |
| $1+4$ | － 0 | 170．4つらの1） | 1 つん．4かったい |
| 151 | －：1 | リツ1．1カン4の | 1ン7．大l的1 |
| 145 | －11 |  |  |
| 1わ゙号 | －11 | 141．3大，3t， 4 | 177.47 ¢1） |
| 1ヵ3 | － 11 |  | 1 $71 . \mathrm{m} 97.3 \mathrm{n}$ |
|  | － 11 | 1以2．7mel1 | 1＞1．7んム4 |
| 17！ | －1 | 12」•冓入71 | 1フ7．प11k11 |
| カブ， | －： | 1，何，10， 1 | 131.47 ¢ヵの |
| H7 | －11 |  | 1フ7．4カり31 |
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| 174 | Wn只 | $31-4.1-1$ | 1Nイ・はつつ | 144 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 57 | rl Ar | ；－1．1＋33 | 小いい。ハ7 | － 41 | $51)$ |
| 104 | 2F： 1 | ）， 1.11 |  | 1 ¢1 |  |
| 27ヶ | いいい1 |  | 175．147 | $1{ }^{\text {＇，}}$ |  |
| 3～1 | T＾AA | ハ14．リら | 1＋4．1．24 | 1 ら1） |  |
| 3＊2 | TA．1．1 |  | 141．173 | ＞勺0 | い 3 |
| 307 | 1 $\mathrm{Cla}_{1}$ | アノいい1 | 1，¢．all？ | ？ᄂ0 | $\checkmark 1$ |
| ， | M11．1 | ＞12．12＋ | 214．97h | 1 い1 |  |
| $1+$ | いば | ，3t．16， | 1～ト．41 | 1 nl |  |
| 17 | －2！－1！－ | 「ノ」・ハ1 | 1＋1．1」1） | ？ 1 | 41 |
| $\rangle_{1}$ | －ヵぢ | ，成． 1 | 1－4．36） | 1 hl |  |
| 54 | ringr | ，1．0．1） |  | 1 c， 1 |  |
| らい | Cl吅 | 习－1．ア41 | 2at．1 دh | 141 |  |
| らヶ | C．IAY | 入小－ 3 31 | 141．4．th | 1 bl |  |
| 512 | C！$\wedge Y$ | 入フ2．44， | $r^{\prime} 11.7: 311$ | 1 ¢1 |  |
| 177 | いnr． | く11．から4 | 154．134 | $\cdots 41$ | 4 |
| 2ヶ7 |  |  | 170．741 | ？51 | ら1 |
| 201 | 1，b，い） | $\cdots 130 入$－ | 16？．00\％ | $? 51$ | ל？ |
| つが | r， 2111 ： | 人日。が品 |  | $\rangle$ bl | 51 |
| 344 | L．Til： | C1＋．1314 | 197．474 | $1 \mathrm{c}, 1$ |  |
| 34， | 「ムAs |  | 217．47！ | 1 1，$]$ |  |
| 44 | $\mathrm{Cl} \wedge \mathrm{Y}$ | つい1．ひん1 | ついの，フッら） | 1 っ？ |  |
| $1 \geqslant 1$ | UTTO |  | ブの．433 | 1 らう |  |
| 152 |  | 24．．1～1 | ｜41．4｜4 | $\lambda$ W？ | $\rightarrow 4$ |
| 1 h | いド $=$ 「 | 人11．い 1 | リー入。（り） | $1 \sim\rangle$ |  |
| 16it | 以F！T | 人， 1.147 |  | ，$\rightarrow$ | 53 |
| ］ 67 | はF•「 | ；4．+41 | 1つつ．1ん1 |  |  |
| 177 | मif：it | 人17．」 ，＋ | 1つ1．r3n | 1 h？ |  |
| 175 | L 1 A．r | 230．113 | $1 \sim 1.0+1$ | 1 n， |  |
| 176 | 山吅 | $\cdots+3.0+3$ | 1～1．1ヶ2 | $\lambda$ hr | 6ら |
| 1\％ | k！A！ | つ＋3．1＇7 | 1ヶジ积1 | 1 h？ |  |
| 247 | DFIA |  | 190．una | 3 h | hl |
| 261 | 1）15il | 311，－ 3 | 1ヶ1．1吅宁 | 15 ¢？ |  |
| 293 | Gi2ll） | 215．47t | 1）れ．741 | 1 － |  |
| 243 | （－211） | 入1吅） | 1）（1）¢） 7 | 7 5？ | ちく |
| つけ4 | 「けい | $\therefore 11.0 ⿴ 囗 十 力 1$ |  | $\geqslant 4 ?$ | 4， |
| 323 | J＾Cx | 21＊．717 | 1＋2．ア入ム | 1 ¢i |  |
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| 3）${ }^{\text {a }}$ | 11）．4 | 111．4．1 | 1 $31.04{ }^{\prime}$ | 1 ¢ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3－1 | －aい， | 1－10 +3 |  | $\rightarrow$ い | $n$ |  |  |
| 36： | －只 | ，吅，心．1 | 1 1 1．1：1 | 1 いつ |  |  |  |
| 37は | － |  | 1 $1+11.611$ | 1 ＇ら |  |  |  |
| 2（）i） | 「今！ | $\rightarrow 1.7-1$ | 1，0．1－： | 3 ᄂ？ | 4 | f．n |  |
| 32 | （ -+1 l |  | ないい。いつ！ | 141 |  |  |  |
| 42 | r．tir |  | 3 114．大⿹1） | 1 － 3 |  |  |  |
| ら1 |  | アせん．ちん7 |  | 13.3 |  |  |  |
| 7 K | Fily | －リナ．が号 | ，17．ノ入4 | $\geq 41$ | A |  |  |
| フ4） |  | ＞1 」．小． |  | 141 |  |  |  |
| गwh | けいいい | ；11．14 |  | 1 ¢ 3 |  |  |  |
| 204n | （，みい号 | （1）．13） | 1納11ぬ | $1-3$ |  |  |  |
| フッ7 | 沏い | やいいいつ） | 1吅．1Aら | 153 |  |  |  |
| 921 | JACn |  | 1＋3．1191 | ＞4．3 | 6 |  |  |
| 331 | ．11） 1 t |  | 14？．3\｛4 | 14.3 |  |  |  |
| 2ath | $\therefore$ A：24 | こり 11.3 Mr | 134．it4 | ？ 91 | ら |  |  |
| 371 | $\therefore$ 吅 | 人11．ancs | 14ア．34） | 1 ヶ3 |  |  |  |
| 373 | くTい | 1－4．11） |  | 14.3 |  |  |  |
| 345 | T＾1＾ | 人1」－11， | 14，M？ 7 | 14.3 |  |  |  |
| 346 | 「 $\because \because \therefore$ | りノしいい | $1+5.150$ | $\cdots 43$ | いっ | 41 | 61 |
| 391 | 「 $1 \times 10$ |  | 14\％．14h | 143 |  |  |  |
| 12 | Hi，F\％ | $\cdots 3+$－¢ ！ | 1才1．が？ | $1{ }^{1} 14$ |  |  |  |
| 13 | HLFA | － $14.4+\cdots$ | 1 24．0．in | 154 |  |  |  |
| 14 | 以叫 1 | $\cdots 1 .+\cdots 3$ | $1 \rightarrow 0.183$ | $1 \cdot 4$ |  |  |  |
| ， 3 | － 111 T | 小川1．113 | 1－11．4ヶら | 154 |  |  |  |
| $5>$ | riar |  | －13．717 | $\geqslant 44$ | ti |  |  |
| n） | FAY： |  | 143．435 | 1 勺4 |  |  |  |
| $1!1\rangle$ | －+ （1） 4 a |  | ¢以．tw？ | 144 |  |  |  |
| 135 | －1 16 |  | ，9H．1N5 | $\cdots$ ¢4 | $5 \vdash$ |  |  |
| 186 | kın | 人2n．ns： 3 |  | 144 |  |  |  |
| 101 | $\therefore$ A AC |  | 1 ¢ 人－（hat | 1.94 |  |  |  |
| 211 | ． 2115 | 人45．しっく3 | 1ヵけ．の14 | 164 |  |  |  |
| 270 | 111．8：1 | 31．9．0．u．う | 1がくらい | $\cdots \quad 44$ | らけ |  |  |
| 271 | 1！1121） |  |  | 344 | 1）4 | h． |  |
| jsin | （－2）1：） | 11＋1仿 | 1ヶ4．1124 | 154 |  |  |  |
| 309 | 1a．ca | 312．1304 | 144．4うノ | 4.44 | Si | $ら$ | H？ |
| 341 | 1－「1\％ |  | 1）1．711 | 154 |  |  |  |
| $35 \cdot 4$ | $\cdots \wedge+5$ | 1 $+3.7+$＋ | 144．741） | 154 |  |  |  |
| 3hts | －1ヘiら5 | 1行，大么の | 13）－h（1） | ＜ 44 | $5 \times$ |  |  |
| 3＇7 | CHTC． | （34．大号 | 入1ヶ．がっ力 | 1 ちh |  |  |  |
| 45 | CHTC： |  |  | 145 |  |  |  |
| 4 h | CHTC | 入＋1．1n＋ |  | 1 Ьら |  |  |  |
| 44 | CHTC | ＋12．74h | 218：0．441 | 1 しっ |  |  |  |
| 230 | 1r．A | くッハ・1か＋ | $17 \rightarrow$－ 11$)$ | 1 いち |  |  |  |
| Phat | r）：1，2il | うい1．ハい＇t | 1ヶい。い1ち | $15 ら$ |  |  |  |
| 30\％ | ＋A．2．： |  | $1 \supset 3.437$ | 1 ちら |  |  |  |
| 311 | ．Inck | ＋11．0127 | 1－1）．られ3 | $\geqslant 45$ | ら |  |  |
| 375 | ．小いに品 | $\cdots+1.4 .+4$ | 1ヶ1．111 | 1 ゆら |  |  |  |
| マ7） | くTi） | 171．11？ | 1）1．4．4n | 1 ¢ち |  |  |  |
| 369 | 「へ： 1 |  | 1 くん・とカち | 1 らい |  |  |  |
| 342 |  |  | 144．413 | 4 4 45 | 6． | hi | A 7 |
| 2．24 | 「0．1 |  | $1+4.453$ | 1 ¢ |  |  |  |
| 17 | こっこt． | $\cdots 1+1+11$ | 1＋1．3＞3 | 1 hん |  |  |  |
| ； 7 | CF\％${ }^{\text {ch }}$ | リ山」 • 1 | 2（1）． 314 | ら 5 h | $\dagger$ | he | h3 |
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| 215 | ＋ヘ⿱宀八犬。 | 1．．．1足 | 1：1．4．th | 1 | ＋． 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 211 | 1：1rく | 91：－U 1 | 1－7．4nの | 1 | 4.1 |  |  |
| 21．） | 1的rs | 1．1．6い 1 | 1－4．9．9， | 1 | 61 |  |  |
| 314 | 1． 1 | 11＋．7： | 1－n．tinu | 1 | 6． 1 |  |  |
| 247 | $11 \because$ | r11．1＋1 | 1＋6．1141 | 1 | $\rightarrow 1$ |  |  |
| 3\％， | 1 ！1 | $\cdots 11011$ | 1＋\％．ハー＇， | 1 | S1 |  |  |
| 353 | $1!1$ | ハ71．nっ？ | 1：30541 | 1 | nl |  |  |
| ［5． | 以い－ |  | 133.417 | 1 | hl |  |  |
| 271 | － | 1＋1．！） | 135．大めら | 1 | f． 1 |  |  |
| 2.72 | Tム．i |  | 1，く大巾1 | 1 | ＋1 |  |  |
| $3 \cdot 34$ | 1＾n，i | ，11．0．4． | 147．入り， | 1 | Gl |  |  |
| 395 |  | ＇ハ・やい， | 1つち．らいつ | 1 | hl |  |  |
| 7 | 0.11 .0 | $\therefore 1.40 \rightarrow$ | ノノ4．31ヵ | 1 | （i） |  |  |
| 25 | ごこと号 |  | 15．3的 | 1 | 4i |  |  |
| 42 | ドロッ | 1－1．111 | 10＋6119 | ， | h？ | h？ |  |
| 116 | ゆい分 | 」1つ．＊1＊ | 」1゙．71 | 1 | か？ |  |  |
| 173 | $\because 15$ | 2！1明 1 | ，10． 717 | 3 | かっ |  | －7 |
| 174 | $\therefore 1 \mathrm{C}$ | 1！7．1．1 |  | $\bigcirc$ | F，${ }^{\text {c }}$ | no |  |
| 101 | W10 | $\cdots \cdots$ ，1 Ch | ｜＋－｜｜1 1 | ， | hi | nj |  |
| ノ ${ }^{\prime}$ | かいいの | ，－，）．$\quad$－ | 1＋，4．4．3 | $\cdots$ | $\because$ | ＋${ }^{2}$ |  |
| ， 11 | い1í？ | 人＋1．01 | 1：，－01） 1 | 3 | Hi？ | in | －1 |
| ア ${ }^{\text {2 }}$ | irl 1 |  | 1／ム．3nっ | 1 | H， |  |  |
| ア入け | リト1： | 小．1．11． | 151.1147 | 1 | か？ |  |  |
| Pum |  | －1／．1い + | 1ヶ7．4－6 | 3 | － | わう | 大is |
| 2011 | －－1．2．） |  | 1：4．031 | $\cdots$ | －${ }^{\text {a }}$ | ¢ |  |
| 207 | HA： | 117．1．1 | 113．f4t | 1 | $\cdots$ |  |  |
| 31\％ | 1ACm． | ＊，1．11） | 1，4．27i | $\bigcirc$ | ni | n |  |
| いい。 | 小いい | 101？ 1141 | 1＋11．《中？ | 1 | 6？ |  |  |
| 384 | 11）- | 人，」・ン17 | 1ヶハ．大吅为 | 1 | n） |  |  |
| 317 | 1．T | －1＋．1， | 134．7．14 | 1 | ni |  |  |
| 2.43 | 11 － | 人：1．11ヶ | 1）3．2．7m | 1 | hi？ |  |  |
| 24.7 | 1 T | 人1．．．－： | 1 16.41 ？ | 1 | 4．？ | hi | ＋1 |
| 144 | $1 T \cdot$ | $\rightarrow$ つ． 11 | $1+5.3 .17$ | 1 | ＋i |  |  |
| くら， | $11!$ |  | 146．0111 | 1 | G？ |  |  |
| 3fal | n．n | 1 1，－－！ | 1：＋1．かん1 | 1 | H？ |  |  |
| 3んち | － | 1嵒•14 | $1+1.74 \cdot 1$ | ， | ＋ 2 | 63 |  |
| －1 | Far： | $r+1.13$ | ＞14．4．4 | 1 | H 3 |  |  |
| 120 | ：Tr | 小乐，7 人 | ＞29．＂14 | $?$ | か3 | n |  |
| 14， | ＊F． 1 | $\cdots$ ，141 | 136．77？ | 1 | 6.1 |  |  |
| $\because 1$ |  |  | 1＋1．641 | $\cdots$ | h． 3 | 63 |  |
| $\bigcirc \rightarrow$ ！ | 1F1日 | ，int．4m1） |  | 3 | h． 3 | h | A＋ |
| 261 | ＋号り | 17\％．944 | 1：0．${ }^{\text {anch }}$ | $r$ | f3 | ¢ |  |
| 21号 | Jara | 235．11） | 147.77 ？ | $?$ | ＋ 3 | f3 |  |
| 2人7 | ！）！！ | 人ajesiar | 1 i7．rm | 1 | ¢ 3 |  |  |
| 22） | 11．4 | $\cdots \cdots 2.3 \mathrm{ma}$ | 134．カんl | 1 | h3 |  |  |
| 2\％ | ！T＂\％ | ＋11．144 | 130．rM3 | $\rangle$ | 63 | 6.1 |  |
| 27m | －「：\％ | 1ヵり．1号 | 132.530 | 1 | － 3 |  |  |
| 2－1 | T 1 ¢ 15 |  | 1ヶ7．4ら1 | 3 | 6.3 | h3 | G4 |
| 14 | いいF． | ， 10.71 ？ |  | 1 | h4 |  |  |
| 72 | FISY | ？ 11.043 | P11．4M！ | 1 | n4 |  |  |
| （2） | トゥA： | 1×1．1い？ | 14大．thty | 1 | h4 |  |  |
| $4 \cdot$ | Fレへ | 1－11．4の， |  | 1 |  |  |  |
| 100 | FDへ： | 1 $\because 1.41$ | 1－iの日㱜3 | 1 |  |  |  |
| $11 \%$ | $\therefore 1 \mathrm{IT}^{\circ}$ | 八刀： 3 il |  | 1 |  |  |  |


| 1的的 | －－ 1 | ，，1．${ }^{\text {，}}$ | 1－i．l？ | 1 | n4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $17+$ | ；119 | ， $31 . . .1$ | 1いら．んn） | $\cdots$ | h4 | mat |  |
| 14.1 | 21 10 | $\cdots!0+7$ |  | 1 | fit |  |  |
| 14t | 水八＂ |  | 1／の．Mカの | $\geqslant$ | h4 | mit |  |
| こ1， | 13 15．4 | 人1．！！ | 119．147 | 1 | $\mathfrak{n}$ |  |  |
| ， | いい！パ－ | くいい。いう | 1－ら．4ら） | 7 | h4 | Fit |  |
| ？ 02 | － 10 － |  | 1－4．31） | ？ | f． 4 | から |  |
| ？ 14 |  | －r．1．1＜1 | 1nt．015 | 1 | h4 |  |  |
| 2）${ }_{4}$ | い－1 | 小1：03， | 112．121 | ， | h4 | 54 |  |
| 2－24 | （．）．1．） | いく．いて |  | 1 | h4 |  |  |
| アット | 10005 | $\cdots$－11 | リいのしち」 | $?$ | h4 | ht |  |
| がい | 1 T | く1．サ13 | 1，7．13 | 1 | 64 |  |  |
| 25？ | 10， | －11．11＂ | 1＋ち．つい1 | 1 | 64 |  |  |
| － | i11＂ |  | く！－1 入n | 1 | nh |  |  |
| 1 1） | aior． | アン！1．．1 | 1－1．bん1 | 1 | から |  |  |
| 31 | rous | 1．1．1．4 | $\boldsymbol{〕 c o l 3 )}$ | 4 | のい | － | H1 57 |
| 72 | Flir | ，1，0．17！ | ，14．011 | 2 | 小ら | ＋：1 |  |
| 7. | Fior | $\cdots \cdots$ | ？11．015 | 1 | Aら |  |  |
| 口） | Fとい |  | 1－1．4ヶ？ | $\cdots$ | から | n＇ |  |
| $\square^{3}$ | F－A | 1－1．1：3 | 1－1．31，4 | 1 | 的 |  |  |
| 107 | $\cdots \mathrm{I}$ | 人1）．3（i） | 人37．1 26 | 1 | nら |  |  |
| 111 | $\because 1$ 保 | 「いと，しいれ |  | 1 | 的 |  |  |
| $11 \%$ | －1「\％ | －1 20，！ | 2 36．1ti4 | 1 | nh |  |  |
| 1吅 | $\because 15$ | 11．84 | 」3ん．7ハ7 | ） | から | th |  |
| 123 | $\therefore$ Tいに | ついい。ち6ら | ＞16．人tas | $?$ | （th | ht |  |
| 16.1 | リドリ1 |  | 13n．41？ | 1 | 6ち |  |  |
| 170 | $\therefore 1 \times 1$ |  | 117．5\％4 | 1 | ＋5 |  |  |
| 143 | 43140 |  | 154.110 | 1 | 64 |  |  |
| 17 | かげー |  | ］ $3.3 \cdot 34$ | 1 | 0.5 |  |  |
| 217 | －听品 | ，1： 31.1 | 1？•＊入」 | 1 | An |  |  |
| アッ！ |  | p心n．rt 7 | 101．455 | $?$ | から | － |  |
| ？${ }^{\text {c }}$ | ＇）11－211 | $2111.141)$ | ！hち．1ヶ7 | 2 | 6ち | $h t$ |  |
| アット | 与江： $1 \%$ | ，1，（in） | 171．144 | 1 | A：¢ |  |  |
| 32） | 1＾rk | ［12，4．37 | 144．4 1）？ | 1 | 65 |  |  |
| 347 | 102\％ | 1才（10） | 13\％．大品3 | 1 | 6号 |  |  |
| 4 | 011 a | $\because 14.10 .1$ | ＞14．31 | 1 | htor |  |  |
| 2 | $111-1$ | ノ11．\＃＋？ | ？16．370 | 1 | hit |  |  |
| 1 | －at＋！ |  | 165．04l | 1 | hh |  |  |
| $\rangle$ | －111 | $\therefore 1$ 人．uma | $11 / 2.11 \mathrm{M}$ | 1 | in |  |  |
| $\rightarrow 4$ | 21！ 11 | 人11．0．01 | 1～1．入？ | 1 | が |  |  |
| 31 | ritere | 1才吅炜 | 20．6＞4 | 1 | AK |  |  |
| 2． | （F5） | 1490ヶれ？ |  | 1 | hin |  |  |
| 23 | （FF：${ }^{\text {（F）}}$ | 1ヵ4．が1 | く！n．＇い | 2 | Ah | hl |  |
| 411 | CH！ |  |  | 1 | hh |  |  |
| $4{ }^{4}+$ | CW！ | 入入け．1！！！ | ？，二－．．． | 1 | 6t |  |  |
| hi | CHIO | ？ 2 ，－，＋ | ？1．．．．．． | 1 | hh |  |  |
| hits | Fへソr | $\bigcirc \bigcirc$ | P．．．．1 | 1 | Ah |  |  |
| 6 1 | FAYr | 小心吅？ |  | 1 | Hith |  |  |
| ho | Fart | 吹，＊＊－＋ | $\cdots 00.711$ | 1 | ata |  |  |
| $7>$ | FAYL | $3+1.16$ | 200．144 | $\cdots$ | fin | at |  |
| 41 | F！${ }^{\text {F }}$ |  | 1以10） 15 | 1 | かわ |  |  |
| Qn | Fり呂 | $1 \times$－小山） | 141．1らn | 1 | －6， |  |  |
| 07 | FUn： | 1．al．c．at | $1+3.911$ | 3 | hn | 67 | $n 7$ |
| 91 | FWの | 1－61．${ }^{\text {ata }}$ | 1－3．6．？ | 1 | hat |  |  |


| － | ＋－ | 1 1．${ }^{1}+1$ |  | 3 | ha | のい | ＋．1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 1： | Tri | $\cdots \cdots$ | 人っれ。いノ | 1 | $\therefore$ 的 |  |  |
| 111 | －110 |  | $x+1 .-14$ | 1 | An |  |  |
| $11+$ | 二斤斤「 | ，11．人， |  | 1 | har |  |  |
| $11 \%$ | T Tr | 1＋6．0． | ＞）－（1） | 1 | nh |  |  |
| $1 ? \%$ | リリッ．．． |  | 214．4．a） | 1 | hin |  |  |
| 134 | ッ丁回 |  |  | 1 | int |  |  |
| 137 | リ1： |  | 八il． $1+n$ | 1 | －•－ |  |  |
| 143 | $\because\lceil .10$ | 人，化， | ，14．2\％ 4 | ， | r．h | 51 |  |
| $14+4$ | $\because i) 1$ | 1＊＋0．＋4， | 人1才．c） | 3 | hn | for | ＋1 |
| 14.4 | ッいい1 | 1＊：¢ | ）小・やln | 3 | hat | an | ＋1 |
| 154 | 〈Fい1 | $\cdots$ 人，－ 4 | $13 \therefore 110$ | 1 | hin |  |  |
| 171 | ＂－－${ }^{-1}$ | $\therefore 1.41+$ | 1，7．14n | 1 | hh |  |  |
| 1 21 | － 416 | 」入1．1．1 | 1ヵ1．413 | 1 | －n |  |  |
| 194 | ＋11r ${ }^{\text {a }}$ | $\cdots 3.1191$ | 1／ヶ．1心只 | 1 | fr |  |  |
| 10.2 | wirat |  | 193．0．6．0） | 1 | かh |  |  |
| 21,1 | ＊：1r．． | $\therefore$－ 1 ハー | 111.20 .7 | 1 | Ah |  |  |
| 入川 | い！！ | かっ」い兄 | 1＊5．011． | 1 | nt |  |  |
| 入！ | balder | 3＋1．t．tat | 1011．］ 7 | 1 | hto |  |  |
| 213 | 小析以 |  |  | 1 | かっ |  |  |
| 715 | これ！「－ | 人40．413 | 1H2．341 | 1 | hin |  |  |
| つ入ヶ | 11F1．1 | 入－17．437 | 1ヵ2．417 | 1 | Ain |  |  |
| 2 3 | いF1 | 人1，同，人 | 1＋．9．0．3 | 1 | not |  |  |
| $\cdots$ | 1，11：31 | 111．0．1 |  | 1 | r．th |  |  |
| づうて | 1：1？ | 4．17． 11.1 | 1がいい | $\bigcirc$ | For | $\rightarrow 7$ |  |
| つらら | 1111281 | ，小－1，¢ | 11） 111 | 1 | fin |  |  |
| 277 | 1）！112：1 |  | 1／！．らいか | 1 | ht |  |  |
| 297 | Gがい！ | 1＊20014 | 17レ．ちら1 | 1 | ht |  |  |
| 213 | 1＾1＇n | 1．1）－1．7 7 | 1ヶい。）／1 | 1 | ht－ |  |  |
| 337 | Jいげ |  |  | 1 | nt |  |  |
| 2！ 11 | 1．Tいい | $\cdots+136$ | 1ヶり．1号 | 1 | Hった |  |  |
| 350 | 1 Y小 | $\cdots \times, 1+1$ | 1＋3．1．12 | 1 | mos |  |  |
| 251 | 1 T 1 | ハフハ．．．入1 |  | 1 | An |  |  |
| 356 | 1 T1． |  | 1ヶ＇っ．：／！ | 1 | ＋， 5 ， |  |  |
| 35， 4 | の日ん。 | 190．193 | 1 から，くらす | 1 | 1－F． |  |  |
| 2nít | の入」） | 小川入。111 | 1 310.07 ？ | 1 | int |  |  |
| 2人7 | －ヘコう | 215．131 | $1+1+0111$ | $?$ | t．t | ค1 |  |
| 274 | らTハ．． | 1－1．1． | $141 \cdot 7{ }^{1}+$ | 1 | an |  |  |
| 3 | A｜ 1 ¢ |  |  | 1 | A 1 |  |  |
| 11 | んがF： | －31．1311 | $1 \rightarrow 0.10$ ¢ | 1 | －7 |  |  |
| 36 | （FF）．， | $1+1.1 .1$ | 人11．．3） | 1 | ＋． 7 |  |  |
| 41 | CHIC | $\cdots 41.1+1$ | 114．0．1 | 1 | n7 |  |  |
| $4>$ | CHIC | $\cdots 1.1 \cdots$ | 人，1 1 \％－ | 1 | $\rightarrow 7$ |  |  |
| 41 | r－ir |  | ，11．2， | 1 | 41 |  |  |
| 53 | riAy | ご1．2f＋ | $212.11: 1$ | 1 | ＋．7 |  |  |
| 6） | FヘYト |  | 1．14．0129 | 1 | 0.1 |  |  |
| h3 | $F \wedge Y:$ | ハ1．71） | 人16．4．4．4 | 1 | H1 |  |  |
| 64 | FAYt | サa，2it | 1＋64．0．2．1． | 1 | か7 |  |  |
| F，5 | FAYF |  | 2－1．1147 | 1 | 0.7 |  |  |
| 6？ | FAY！ | 人44．4．at | 入．is．4．ju | 1 | か7 |  |  |
| 70 | $F \triangle Y F$ | 小－117 | 1《4．101 | 1 | م．7 |  |  |
| 71 | FAYF | $\cdots+\cdots$－ $7 \times 0$ |  | 1 | H7 |  |  |
| 74 | FI $\mathrm{F}^{\text {Y }}$ | $\boldsymbol{r 1}$ ，764 | ，13．0．1． | 1 | 1.1 |  |  |
| 77 | FIOY | ，1才，H\％ | 引） 3 － 3 | 1 | 6.1 |  |  |


| 以1 | ドi）r | －i／．．．1 | ！ 1.1 ！，！ | 1 | $\cdots 1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9ら | F以？ | 1的．11．． | 1 •••＊ | i | $\cdots 1$ |
| 1114 | w wr |  | ．$\cdot+$ | 1 | f． 1 |
| 111 | $\cdots \mathrm{mr}$ |  | ＊．． 111 | 1 | ＋ 1 |
| 11\％ | －¢Tra |  | ，\％． 1 | 1 | － 7 |
| 111 | 1．1tr | 人11．．． | ） 1. | 1 | ． 1 |
| 119 | いT！ |  | 1：1．11 | 1 | ＋！ |
| $1 \geqslant>$ | ${ }^{4} \mathrm{M}$ T | $3: 11.0 \times 3$ |  | 1 | ＋1 |
| $1>8$ |  | ， 3 ，＋1＋1 | $\cdots \cdots \mathrm{j}$ | 1 | $-1$ |
| 1311 | as 109 |  | つ，\＆．．．．．． | 1 | 61 |
| 131 | －1／介N0． |  | ＞1 ．－， | $!$ | $\cdots 1$ |
| 136 |  |  |  | 1 | － 1 |
| 134 | －¢ ¢ Ma |  | 人1＋．617 | 1 | ． 1 |
| 137 | ，Tr！ | ，¢，¢．4．4．t | ？1．1\％ | $!$ | ci |
| 1410 | m Tram | －ᄂ）112 |  | $!$ | ＋ 7 |
| 141 | （1010： | 人以．701 | ，！，．${ }^{\text {a }}$ ， 1 | 1 | ＋ 1 |
| 142 | ツのい1 | 141．${ }^{121}$ | $\cdots \cdot 7.1$ ， | 1 | rif |
| 150 | जパ1 | 1．21．291 | 「小゙，i．．． | 1 | －1 |
| 151 | ツ1）．2T | 1）－¢ ¢ ¢ | ，．．．．11 | 1 | ＋1 |
| 173 | HFNT | ア14．アい1 | 144．1 ； | ， | 1，1 |
| 197 | W｜AC | ）1．4．4 | 100．1） | $!$ | ＋ 1 |
| 141 | 211CH |  | ！11．31． | 1 | ＋1 |
| 14. | WICH |  | 1／r．．．1兄 | 1 | ， 1 |
| 21ヶ | ＋11CH |  | 11י！！ | 1 | 6.1 |
| $ح 1 ヶ$ | －•10－ |  | 114．4から | 1 | ， 1 |
| つ，．． | －－（2， | つい2．入4 | 172．らい」 | 1 | －1 |
| ．．． | －•1301 | 八刀A．1121 | 177．6．．．． | 1 | ． 1 |
| －M | －111311 | \｛1：．． 11 | 1－0．11 | ； | ¢ 7 |
| －．．． | （31211） | ＇1） 1.4 く ！ | 17．1．＇い | 1 | 67 |
| 205 | 吹い．． |  | 1／1．${ }^{1 / 1}$ | 1 | ． 1 |
| 302 | ．．．．0－ | 1＊1．4．1 | 1勺」．＇11 | 1 |  |
| 3．．． | 100k |  |  | 1 |  |
| － | गいい5 | 」い＋．－14 | 1＇．．＇A 1 | 1 |  |
| －••• | －Toい | 1／1．7N4 | ！11．い1 | 1 | ． 7 |

APPENDIX E

CENTRAL PLACES IN N.E. IOWA

Leifikal flales in ivete IUwA siuur akea

```
VAK1AGLE
    1. NA.!t ut LEiv|rAL PLACL
    C. LEWIKAL ríAlE IUtiv|IFICA|IUIV NUMOEK
    3. LAうl-wEJl CUUKU1NAIt LUCAIIUN UF CENIKAL PLACL
        IN MILES FKUM A LEKU GASE RUINI LUCAIEU
        UUIゝ|IE IrIE SiAAIE UT IUNA.
    4. wUKIr-juU|M LUUKJ&NAIE LUCAIIUN UF CEINIKAL HLACE
    د. Lyou rurulaliUv ut CleIkal rlact
```

        hunler
        hLoIUN
        allita
        ALEXAiol)
        HLL 1 SUIV
        ALHHA
        HLIA VIJIA
        Amistr
        Ant S
        hivamusa
        MIVUREW
        AHLINGIUN
        AKLJALE
        ArLlivuluiv
        ayoury
        alnind
        hUKUKA
    hus/ livvil.LE
जALUNIIN
uALLIUWid
SAIVOUK
GAIVKSIU:viv
ロイン
ist. AimAN
otlle rlalive
utLLEvひた
ロEKivAKU
טEKIRAM
おたVEKLY
uLAIKJIUNIV

JUYu
graut Uhed
gr\&ivJUiv
sなtMEK
osk」bluw
guCntre
gULKIVGAAM
GUKしHINAL
survtlle
DUKR UAK
LALMAK

| しatrju」l大at | 1 ソ\％ | 110 | 150 | byu |
| :---: | :---: | :---: | :---: | :---: |
| LAKHENIEK | くul | $1 \rightarrow 0$ | 200 | 180 |
| LARItrJVILLE | $21 C$ | 1 Y1 | cuo | 40 |
| しんうじA」t | ＜1〕 | くyy | 1by | 1600 |
| しムフIALIA | $<10$ | CO4 | C1b | cくu |
| しAゝILE HILL | CLU | CLS | 113 | ysu |
| LEUAK＋HLL | CC3 | Cco | $1 / 4$ | C1CUU |
| LEUAK Katlus | CC4 | ל0 | 131 | YCU4U |
| Ltvitr uruve． | Ccl | 314 | 114 | 30 |
| LEWlEK J儿I | cco | Cy＋ | 140 | cuO |
| Lewler rulid | ccy | cou | 151 | $1<40$ |
| LEN1KAL LII Y | C31 | c13 | 1bc | Luyu |
| LENIKAL rIEIU | c3c | ל81 | C10 | Yu |
| しヒN1KHLIM | C35 | 3us | 112 | ou |
| LHAFIV | C34 | 100 | 1 yl | cuU |
| LTARLEJ LIIr | C3b | $C 14$ | $\subset 1 C$ | yyou |
| しいたLJEA | 241 | टく才 | 136 | 4 ） |
| しriçlem | 243 | ccy | c41 | C1U |
| LHICKASA | c4b | CCU | cuy | bu |
| しhurla | c41 | Col | C3C | 30 |
| LLarksv ILLE． | くり1 | C14 | 19 C | 1330 |
| Llarivis | cho | くyc | くUL | 130 |
| Llarlun Leml | cby | Cys | cuc | bu |
| ulear Lant | coc | $11 \%$ | $\angle 10$ | 0100 |
| LLE：ivivs | CO4 | 13y | 145 | cuv |
| しLEKirvivl | cob | Cob | cub | blu |
| LLUIIEK | c13 | くく口 | 143 | cyu |
| しUuOUiv | clos | く1く | 1 1 | 010 |
| しULとふJUKU | cou | coy | 163 | 300 |
| UULLINS | cos | 18く | 130 | 440 |
| しいしい | Cه4 | 10¢ | 130 | blu |
| しUwtLL | くठ心 | $<17$ | c10 | $1<0$ |
| cumiduivia | cyu | coc | ל 1 | 30 |
| LUlJUVEK | cys | c | CCL | 40 |
| U（WivkAl） | cy | cu4 | 153 | oul |
| しUULIEK | 315 | 110 | 100 | 3 CO |
| しUV1iviluiv | 318 | COC | 130 | 10 |
| しKtうしu | $3<4$ | 44 | C33 | 3010 |
| UELUKAH | 3 | CدC | CC3 | 0440 |
|  | 350 | 1 y1 | $<41$ | 10 |
| UELANAKE | 3－4 |  | 110 | 110 |
| utLryl | צ | coc | 108 | 460 |
| UtMVEK | 361 | c31 | 18 | b3u |
| UEVUIV | 316 | cくy | $C 16$ | 10 |
| Ut WAK | 313 | C30 | $1 / 4$ | 10 |
| U1rt | 317 | $\angle 10$ | 110 | 030 |
| ulivjual．e | 300 | ccu | 1bu | av |
| UUINVAV | Job | くら4 | くU1 | JU |
| UUKCHES IEK | 3ゼo | く1く | ctu | 100 |
|  | コソU | 1 yo | cuc | $4 \cup 0$ |
| いU心Uis！t | 340 | 311 | 114 | 2001U |
| UUMJNI | コソソ | 1 yo | 190 | $1 \angle U$ |
| uUivisar | 400 | くuy | 134 | ४U |
| JUivilt | $4 \cup 3$ | $C 1 C$ | 170 | 100 |



| uUivntrluiv | 404 | 240 | $1 / 1$ | 310 |
| :---: | :---: | :---: | :---: | :---: |
| U（JKaivol） | 401 | 316 | $1 / 2$ | 40 |
| UrEKSVILLE | 410 | Cy3 | 11 c | coscu |
| い Y $\rightarrow$ HKI | 411 | C33 | $14 y$ | $1 く ひ U$ |
| とhult．Clualtr | 414 | c30 | 100 | 40 |
| EAKLVILLE | 410 | cob | 112 | 610 |
| というとwUuJ | $4 C^{4}$ | く1Y | 103 | 110 |
| tLotroiv | 4 Cl | C33 | 130 | c1u |
| LLUURA | $4<y$ | 1＇c | 103 | 3ccu |
| LLUUKalu | 430 | くり1 | C11 | 100 |
| tubliv | 433 | く00 | くub | $11<0$ |
| ELKAutr | 434 | く18 |  | 1 勺3U |
| とLパUKI | 431 | coo | 190 | 1uU |
| LIMA | 44. | CくO | CC4 | 710 |
| とLUV | 443 | c 78 | cく1 | c30 |
| cricl live | 441 | sul | $1)^{1}$ | CU |
| どWUKlı | 4 4 | 3U3 | 110 | 7u0 |
| とLY | 403 | C10 | $12 y$ | c30 |
| ralkohivns | 40 | c45 | 18 C | טלט |
| 「ム1イトAA | 400 | cby | 136 | טנט |
| ralkVItN | 404 | cou | 143 | bu |
| r AMLEY | 471 | cyy | 10Y | Yくu |
| ＋AKintksijuku | 413 | COU | 2ub | cou |
| ＋AuLnivt K | 4／y | 1 y3 | 1／ッ | bu |
| rareアIt | 4 OU | c勺o | 190 | 10u0 |
| rekous）id | 4 勺儿 | cu4 | 133 | 1 ソU |
| reriv | 403 | くU8 | 1／1 | 40 |
| rekivalu | 404 | 111 | 144 | 100 |
| reklile | 48b | $1 / 0$ | çb | $3 \rightarrow 0$ |
| トヒコlliva | 400 | ¢ | $\angle 10$ | I U |
| r ILLMukt | 400 | 304 | 101 | cu |
| rluyu | 4 5 | ClU | $\angle 10$ | 400 |
| rukl alnlmsu | 勺uu | c ${ }^{1}$ | C11 | $33^{3}$ |
| rKAVKVILLE | bul | Col | $C \subset 1$ | $1 \cup 0$ |
| rKEリヒKIUKらっい | ちいか | c30 | くいつ | ouv |
| rREリヒKICNA | －1U | C33 | 1ソy | cbu |
| rretrukl | 313 | col | cco | 100 |
| rkutlich | blb | cos | cuy | bu |
| ruliviv | ） 18 | 317 | $1 \supset 0$ | $1 \cup 0$ |
| UARBEK | $b<1$ | coo | 1 yu | 1 bu |
| UARi）EN Cll 1 | b＜o | 111 | לטי | 100 |
| uARivavillu | buc | csl | 1yy | 600 |
| OARKI OU心 | 勺34 | C41 | 141 | $4 C U$ |
| UAKNIN | ני3 | $C 14$ | 144 | bou |
| utive Va | 勺3४ | $1 ¢ 1$ | 1هל | ccu |
| UILDEKI | טלu | 104 | 14 | $3<0$ |
| U1LstkIV1LLE | 1 | C31 | 101 | ל3u |
| U ILMAV | נלכ | くひヵ | $1<y$ | $4 y 0$ |
| ulaugruuk | טל | $\subset 1<$ | $1 \supset 1$ | U |
| uUkJuivs rear | 501 | 3C1 | 100 | 40 |
| URiAt | 3／1 | 300 | 113 | bu |
| UKAT I UN | 勺1c | $1 \rightarrow 4$ | c3u | clu |
| UKEヒLEY | 勺¢4， | col | 114 | 310 |
| UKEENL． | bol | cul | cuv | $1+30$ |


| untter lowdial | 20\％ | 330 | $10 \cup$ | 100 |
| :---: | :---: | :---: | :---: | :---: |
|  | つけい | くい1 | 143 | cuu |
| orujur Lemil | 勺ソ0 | cuy | 103 | CHUU |
| Uいルノ゙イ | つソy | く13 | cul | bu |
| Uいlltivtitko | UUC | Cy | $1 \rightarrow$ c | cuyu |
| HALL． | ロU1 | く＇t） | 134 | 10 |
| 11A11Fl才iv | 016 | 102 | 1かり | 4bue |
| rimivLuislovi． | 010 | 118 | くc1 | 1 yU |
| tamivotl | ๑1》 | $1 \rightarrow 5$ | $1>0$ | 170 |
| 11AKPLK＇トtrk | $0<3$ | Cyl | $C \subset 1$ | $C 10$ |
| 11AVLKILL | 036 | cuv | 13.3 | 1 bu |
| Mainctr． | 0.30 | c 1 | cus | bcu |
| 11 M LL．t．lU．j | 044 | ç3 | 103 | oou |
| r1t つrin | $00_{0} 1$ | chy | C41 | 140 |
| HIU．1LANはVILL | טלט | cos | C30 | ou |
| HuLLAJU | －0t | cus | 10 | cou |
| muly（mosio | 0レソ | くソy | 100 | 160 |
|  | ט！ | col | 10 C | 110 |
| mutal（i．s | 011 | C24 | $1>0$ | ou |
|  | 001 | $1 \times 3$ | 1 ¢ | －10 |
| irulsuiv | Ocic | くで） | 100 | 1uou |
| iums）IVILLE | せロッ | 310 | 140 | 100 |
| ruxater | $0{ }^{1} 1$ | 10 | 130 | $4 y 0$ |
| livetrtisitact | ロソ1 | くり4 | 111 | 1010 |
| luiva | 101 | çb | $\angle 10$ | cou |
| 」Uwa Ltivita | iUL | 1リ | 131 | 30 |
| 1U：A ratls | 104 | 104 | $1 / 4$ |  |
| 1れU．JH1LL | 101 | 3U1 | $1)^{1}$ | 40 |
| Irvinu | 100 | c33 | 133 | 8U |
| JACNSUN UCI | 114 | c45 | ＜13 | yu |
| JAIJESV1LIEL | 110 | CC） | 163 | obu |
| Jt Sur | 123 | く4 | 111 | 14yU |
| JUlle | 1 Cl | 110 | csc | cju |
| JUI．1t：v | 130 | 316 | 114 | 40 |
| ne．vuallville． | 130 | CO4 | $10{ }^{\prime}$ | 1640 |
|  | 140 | 103 | 134 | $<40$ |
| NENSE11 | 144 | 100 | c3c | 410 |
| nebler | 144 | cuc | 10 | $1 \angle U$ |
| Nt－Yつluric | 1b1 | C30 | 131 | bcu |
| ner wesl | ノちゃ | 315 | $1 / 0$ | bu |
| NLI Jotk | 104 | c31 | 103 | bul |
| La MU1LLE | 101 | 1 | $13 y$ | 1 Uu |
| LAMUNI | 10y | cou | $11 y$ | ט勺 |
| La Mullt | 1ソu | 314 | 1by | 320 |
| LANGWUKIGY | ノナ | Cos | 1bc | 10 |
| LAIVSlive | 140 | cno | C33 | 13cu |
| LA rukle Cir | 1ソ＊ | く4U | 100 | 1ybu |
| LAI」NたK | ชU1 | $1 / 0$ | $1 y 1$ | 440 |
| LAUKEL | サUく | cul | $1<4$ | CくU |
| LAWLEK | ouv | c4U | $C 1 C$ | טנu |
| LAWI MILL | $\bigcirc 0$ | 190 | 150 | 40 |
| LL Graivis | $\triangle 1 C$ | cuy | 1 1\％ | 400 |
| Llat SHR1Fios | هくy | C34 | c3y | boul |
| LINLULN | 031 | C1J | 1 bo | 180 |

]

| 1．1」が， | 0 | cov | 133 | 1230 |
| :---: | :---: | :---: | :---: | :---: |
| －1．）しいいい | OS1 | 1 y1 | 1כU | 30U |
| LIIILL Lebsk | 0 O | $\angle 16$ | ¢ | ソ |
| L」11LE 「UK1 | MSY | cou | $1 \rightarrow 1$ | 1くU |
| L111LlいV | 04C | く41 | 110 | くつU |
| LIIILE I UKNE | 04.3 | 243 | $\angle 10$ | 40 |
|  | טלם | C33 | CC4 | 40 |
| LUAVA | OO4 | C1t | $C 1 C$ | 200 |
| LUAE．MrンukJ | かけy | く才b | 101 | 100 |
| LUくtravt | ४10 | csy | 131 | 140 |
| －il LaLlsoukb | \％10 | 117 | 144 | c1U |
| ：儿 ioktujir |  | cyu | $C 10$ | 1040 |
| －ル IWl｜ハE | とロい | C11 | く」1 | C10 |
| Mmiverits irk | ¢ソ3 | C11 | 112 | 44 UV |
| matJl ${ }^{\text {r }}$ | ハソフ | 101 | CCl | 14 CU |
| －mAxuUnE1A | YUC： | 311 | $1+3$ | دソ1U |
| －けAK゚らLE KUじ | yU4 | くU5 | cub | 440 |
| －rarltl｜a | YU1 | 1 リ1 | 144 | OU |
| Makl UV | ソu® | COH | 140 | 1vocu |
| いAKxutlı | Y 11 | cyu | C11 | ל 1 |
|  | Y 13 | くり1 | $1+1$ | cくうくu |
|  | $\rightarrow 14$ | coc | 13y | くこU |
| Mayun Cl1r | $\rightarrow$ cu | 101 | $\angle 10$ | 3064U |
| MAJU\｜V1LLE | Y C 1 | coy | 116 | 110 |
| リムらす「 | $y<3$ | 3 CL | $10 y$ | 30 |
| MmAut．LL | $\rightarrow$ ¢ 1 | 110 | $1<y$ | 110 |
|  | $y<y$ | cou | 1 ¢く | bcu |
| －1t．1．t．kv1l．LE | ¢ 〕¢ | c1y | $1>1$ | OU |
|  | Y30 | 14 C | 133 | bcu |
| －1t．luvville | y 30 | 1 yo | c34 | 勺u |
| －itserver | 94 | 115 | cul | 330 |
| －日t．Yと兄 | ソ40） | C10 | c3y | 40 |
| －11LEう | ナ゙1 | 330 | $1+3$ | JoU |
| い1じイLL | yロo | CU4 | c30 | 240 |
|  | $\rightarrow 1!$ | cuu | 4.4 | OU |
|  | y 1 | 3ub | 144 | cyu |
| 小いいい」 | Y14 | cly | C1C | 130 |
| －ホいい1しとLlu | प\％1 | cyu | לכו 1 | 31ナU |
|  | प प¢¢ | $C 1 C$ | 130 | 4 ¢ |
| いUハLtry | ソソu | cou | 130 | $1<6$ |
|  | ソソく | C13 | 101 | 140 |
| －Ivuid Aumumid | yyl | C43 | לנ 1 | 1 yU |
| ．小心小心 verkued | 10vo | C1\％ | 133 | cכソU |
| vハウ・サリ」 | 1U1／ | $C \cdot 1$ | $\mathrm{Cu}_{4}$ | 1140 |
|  | 1いぐく。 | $11+$ | 13y | 4C30 |
| ut．1 Alulv | 1 U64 | cos | C4C | 040 |
| －viontal．l | 1U31 | くらU | 131 | buv |
| ivea 19mitu I | 1リ36 | c3c | $C 1 C$ | 340 V |
| ．at．．Markl Ur゙u | 10.33 | c11 | 111 | tbu |
| ve B Have | 1UJ＋ | c1b | CCO | $1 \subset 0$ |
| va revviuta | 1リゴ | 1 ¢ | $1)^{1}$ | Clu |
|  | 1043 | Cy3 | 117 | COU |
|  | 1040 | $1 \rightarrow 1$ | c11 | 1 cou |
|  | 1ひコく | suc | 100 | 1כU |


| wurita nammin | 1ひつ0 | CCl | C1b | 100 |
| :---: | :---: | :---: | :---: | :---: |
| ．小相1－tisul） | 1U | 101 | c30 | $1 / 10$ |
| 小urivar | 1ubu | くりく | 131 | วcu |
| UeL晀1内 | 1 11 | cos | 10ל | OCOU |
| ULIN | 1ひひ」 | cy3 | 130 | IUU |
| U心E1 UA | 1 Ưo | Col | 110 | 囚U |
| Uustu | 1uel | cyy | 140 | C10 |
| Uい1AKIU | 1 טor | 10 C | 141 | 100 |
| URAM | 1uyu | C4b | 101 | $1<0$ |
| UKしけAKU | 1いบく | cuy | CC3 | $1 く 0$ |
| Jゝant | 1uy1 | くUl | CC7 | stbu |
| USO1AM | 1102 | くらり | $\angle 10$ | osu |
| UつIたKしUし心 | 1103 | くy | 1 yu | bu |
| U11tK Cr゙LEK | 11Us | 311 | לט 1 | 4 U |
| UwAら」 | 1116 | 101 | 100 | 100 |
| uaruru Jul | 1114 | JUC | 131 | 1 cu |
| UARUKU－illis | 1115 | 3U1 | 130 | 110 |
| ralu | 116 | くらり | 14 C | $3 ¢ 0$ |
| ramatstijug | 113 C | cuo | 178 | 1410 |
| relsla | 1141 | 3U0 | 110 | bu |
| reltrorsumo | $114 \%$ | coy | 111 | $1 く \mathrm{U}$ |
| realirt latu | 115y | $\ll 1$ | 190 | 440 |
| rlywuly | 1113 | 1 y 1 | CC4 | $4 C U$ |
| ruteJur | $11 / 0$ | 1 1 b | 1／y | lyu |
| rukilamiv | 11／y | 1 リC | c11 | 10 |
| rusiville | 1101 | coy | $C 14$ | Uלט |
| rKA1KItsuru | 1103 | cll | 1 | csu |
| retslus | 1101 | 331 | 143 | oくU |
| rruliviv | 11 y | C43 | CCL | sue |
| wuarkr | 11ヶ0 | くUठ | 134 | $1<0$ |
| ※UAつWUE I Jiv | 11ソy | cou | 10 | 310 |
|  | $1 く 04$ | 1 b | 1 ¢ | $0<0$ |
|  | $1 \subset$ Oo | cう4 | 1 yo | 110 |
| KAY IUIV：） | $1<13$ | c31 | 111 | 380 |
| Kt．aUL riv | $1 \subset 10$ | $C 30$ | 100 | U טל |
| relvatca |  | C18 | 160 | $10<0$ |
| r1しEV1LLE | $1<c 1$ | く19 | c33 | yuu |
| K1しべイKUつV1LL | $1 \subset 31$ | Jub | 110 | －U |
| rivotwar | $1<34$ | $\angle 40$ | ccos | clu |
| ruelivo | 1く4 | くかっ | 143 | 430 |
|  | $1 く 40$ | c10 | 102 | OU |
| KUCK ralis | $1<4 y$ | 1 y3 | ccl | 100 |
| くUCKt UKV | 1cbu | cuo | $C 11$ | Y40 |
| muliwell | 1くb3 | 108 | cuo | 110 |
| rulaivj | 1くり1 | 111 | 144 | I ${ }^{\text {U }}$ |
| 「US）V1L．LE | 1くりO | く1ゝ | cci | $1 \cup 0$ |
| kUnLer | 1く1U | くつ0 | 104 | C30 |
| rouv | 1くす） | cus | $C 10$ | 440 |
| kraiv | 1く1y | C1b | 103 | 3bu |
| K1しが1ヒL」 | $1<01$ | c4b | 204 | 00 |
| دA「「ルla | $1 \subset 0<$ | 34C | 144 | cyu |
| ンHUtVILLE | 1 COH | 315 | 110 | 110 |
| うHLivI AVつOHK | 1ぐめ | こいく | $C 34$ | 1010 |
| دALNI ANIMUN | $1<80$ | 181 | 140 | 130 |


| コHLNI UUNAIU | 120y | Jcb | $10 \%$ | 100 |
| :---: | :---: | :---: | :---: | :---: |
| 〕AINI LUCAS | $1 く り 1$ | c 1 | く1く | $C 10$ |
| う4DVI ULAt | 1くりゝ | く1y | cus | 110 |
| دARAIUUA | 1304 | CC\％ | C33 | yu |
| دムいUも | 1300 | C41 | CCl | 40 |
| かしUしいけ ORリVE | 131 L | cyo | 1 bl | OU |
| つrtr1clu | 1331 | 181 | cuU | 1100 |
| うドヒLL ruck | 13コ） | c10 | 181 | 1110 |
| つht LLJouju | 1354 | cob | 144 | いCu |
| Srterklil | 1354 | 310 | 101 | 140 |
| SLAIEK | 134 | 102 | $1<4$ | 120 |
| sriLLV1LLE | 1300 | くり1 | CLC | 340 |
| コトrAuUtv1LLE． | 1310 | 3cy | 144 | 100 |
|  | 1311 | 3＜1 | 1 | 140 |
| コトr」Vuville | 1310 | c11 | 14 c | 1 ¢ |
| د1ACYVILLE． | 1311 | cuy | 230 | 勺 |
| SIANLEY | 13／4 | coo | 1 ¢く | 100 |
| د I IE CtMIEK | 1303 | 10y | 130 | 1140 |
| د1EAmtJAI KU | 1304 | 1 y 4 | 100 | 430 |
| ） 10 vt C｜｜r | $13 y 1$ | C83 | 140 | cud |
| s lukr Lilr | 1コソ」 | 10 C | 1 bu | 1110 |
| ）${ }^{\text {loul }}$ | $13 y 4$ | $\checkmark 1 C$ | $1 / 4$ | 140 |
| SIKAmbtkin $r$ | 13y1 |  | 100 |  |
| 勺umint $K$ | 14いつ | $<43$ | 1 yo | C11U |
| つWALEUALE | $1+11$ | 186 | cuo | ccu |
| 1 ¢．ia | $14 C^{\prime}$ | cくu | 13 | CYCU |
| 1 HUkivivid | $1+34$ | 1／8 | cus | 4 bu |
| Iuvuville | 1443 | cos | 144 | 1UU |
| 1ut1EKV1LLE | 1444 | cul | C3y | บ |
| 1ULEJU | 144 | $21 y$ | 130 | cobu |
| 1 KAtK | $144 y$ | çb | 151 | $16 \angle 0$ |
| 1rırul | 1454 | c35 | 1 ¢4 | 1180 |
| IrRUY MILLJ | 14bt | 200 | 1 | 1 UU |
| U心IJN | 14 万8 | 1y | 1 b | b 3 |
| UKHSAMA | 141 C | cbl | 154 | bul |
| vaiv Clevt． | 14 cil | $1)^{4}$ | 13 c | 40 |
| vaiv hurive | 1403 | 244 | 130 | טל |
| VEN「UKA | 1481 | 113 | 210 | cou |
| v lulivo | $14 ¢^{\prime}$ | 22y | 137 | $1 \subset 0$ |
| viiviue | 1444 | 241 | 148 | 4180 |
| $\checkmark$ VULA | 14y | 280 | 14b | LכU |
| vULGA Clir | $14 Y 1$ | $\angle 1 C$ | 144 | 300 |
| voliver | 1440 | chu | $\checkmark 15$ | 30 |
| vuUkrles | 14yy | CC4 | 100 | 8U |
| wmutiva | 1ついく | cob | 190 | cou |
| ，ALLFUKI | 1 勺uo | c） 1 | $1<y$ | cou |
| WHLKEK | 1うU1 | くら | 1 ¢ | bou |
| NASHOUKiN | 14 | c3b | 101 | 100 |
| WAItKLUU | 1b1／ | c3c | $1 / 3$ | 11100 |
| WAIEKVILLE | 1） | ç3 | CCL | 180 |
| walnivs | 1כ1 | C4y | 130 | $1<0$ |
| wAUSten | 1ちく1 | $\subset 10$ | 1bu | 1 Cu |
| wAUCLVAA | 1bcc | C40 | c12 | 30 V |
| WhUKUIV | $1 \supset C 4$ | C14 | cco | 3040 |
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| 1） | $\llcorner\rightarrow 1$ | C11 | 311 |
| :---: | :---: | :---: | :---: |
| $13 ¢ 0$ | CC4 | 130 | 0300 |
| 1つゴ | cul | 100 | oju |
| 1544 | col | $1<6$ | IUU |
| $1 こ 40$ | C40 | $1 \rightarrow C$ | $C 10$ |
| 1リ4 | cus | cくy | 110 |
| 1כֹ | くらo | くりら | 1 |
| 150 | 1ヶ1 | 1ちも | 100 |
|  | clu | 144 | 110 |
| 1つノし | $1 / 4$ | $1 / 6$ | 100 |
| 1：003 | coc | 111 | 0 リ |
| 1つけ」 | $C \rightarrow J$ | 100 | 300 |
| 1勺ソ | 3uv | 143 | 8u0 |
| 10レヒ | 1\％\％ | 140 | bou |
| 1やUソ | 小1 | 100 | 110 |

## APPENDIX F

SPACE PREFERENCE MATRIX
 TYPE IS Herfffrtal Th RUN LOCAIIWial IYPt．

|  | 1 | 2 | 3 | 4 | $\checkmark$ | n | 7 | K | 4 | 11 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0 \cdot 01)$ | 1） 1 | .11 | （1） | －1）${ }^{\text {a }}$ | （1） 0111 | 10.00 | （1．01） | ． 78 | － 32 | －1＇ | 10 |
| 2 | ． 43 | 0.10 | ． 1,14 | 11 | －11 | ． 1111 | O．01 | （1．）${ }^{\text {a }}$ | －4．3 | － 91 | d | 114 |
| 3 | 9 | ．${ }^{1}$ | 0．0） 0 | ． 04 | －1） | 1 | ．11 | （）．00） | （1） | 9 | 4 | ． 27 |
| 4 | $1.01)$ | －94 | ． 91 | 12．011 | － 43 | 10 | 115 | 0.110 | 1.011 | 1.00 | ．97 | 04 |
| 5 | 1.100 | 4． | ． 95 | ．$¢ 1$ | （1）（1） | ． 18 | ．13 | （）．00 | 1.110 | 1.90 | 4 | 7 |
| 6 | 1.011 | 1.101 | 14 | 40 | 4？ | 0.001 | － | 0．01） | $1) 0$ | 1.00 | ． 10 | 47 |
| 7 | 1.1010 | 1.0 .1 | －प4 | 景 | － 7 ¢ |  | 0.00 | 0.011 | ． 10 | $1.01)$ | 1.100 | 18 |
| \％ | 1．110 | 1．91） | 1.011 | 0．） | 1.11 | 1.10 | 1.01 | 1）．011 | 1.010 | 1.110 | 1.010 | 10 |
| 9 | －${ }^{\text {ch }}$ | ． 11 ？ | ．110 | 1. | （1）${ }^{\text {a }}$ | 1. | 0.111 | ！．0．） | 1．011 | ． 118 | ．01 | 0 |
| 10 | － 61 | ． 1 | －${ }^{1} 1$ | －1）： | ．10 | ＇ $0 \cdot 01$ | －1） | －011 | －？ | 11.01 | ．19 | 1） 1 |
| 11 | － 4 | － | 16 | 03 | ．11 | 1.1 | $(1)$ | 10.001 | 1.00 | ． 41 | 0.001 | － 2 （） |
| 12 | 1.00 | － | .73 | 1 l | ． 13 | ． 1.3 | ．11 | 0.00 | 1.00 | ． 99 | ． 40 | O．10 |
| 13 | 1.00 | 1.110 | H6 | 47 | 149 | 12 | ．11） | 0.00 | 1.00 | ． 010 | 1.00 |  |
| 14 | 1.00 | － 41 | ． $\mathrm{KH}_{4}$ | ． 56 | ？ 4 | 1 | 0.110 | （）．0） | 1.00 | 1.00 | 7 | H2 |
| 15 | 1.00 | 1．10 | －94 | ． 91 | 44 | 5 | ． 31 | 0.011 | 1.00 | 1.00 | 1.00 |  |
| 1 h | 1.110 | 1.110 | ． $4 \%$ | － 4 | －¢ | 2 y | 14 | 0.00 | 1.00 | 1.00 | 34 |  |
| 17 | ．0） | .01 | 0.00 | （1．0） | （．11） | 1．10 | 11.00 | ． 010 | ． 24 | ．11 | 0.100 | 1.00 |
| 18 | ． 411 | －19 | ． 011 | － | －1） | － | 0.0 | － | － | 4 | 1 | ．10） |
| 19 | ． 43 | －3．3 | ． 13 | － 1 | ．1） 1 | ． 01 | $0 \cdot 1$ | 0.1011 | － | ． 45 | 4 | （1） 3 |
| 20 | －4 | －いい | － 36 | （i） 4 | ．1） 7 | ．011 | ． 01 | 0．0．0！ | 1.00 | ． 46 | 58 | $1) 4$ |
| 21 | －リソ | － 91 | ． 60 | ． 11 | ． 10 | 11.01 | 0.110 | ．1） | 1. | － | 3 | － 3 |
| 22 | 1.00 | 1.00 | 1.011 | ． 97 | 1.110 | ． 4 | －${ }^{\text {d }}$ | 0.00 | $1.01)$ | 1.00 | $1.101)$ | － |
| 23 | 1．90 | 1.100 | － 97 | ． 7.3 | － Hl | 34 | ． 24 | 0.001 | 1.00 | 1.00 | $1.0)$ |  |
| 24 | 1.110 | ． $9 \% 3$ | ． 41 | ． 30 | ． 25 | ． 07 | ． 118 | （1）．0） | 1.00 | 1.110 | 3 | －Y |
| 25 | ．112 | ． 011 | 0.1 | ）．010 | ก．01 | 0.011 | 0.00 | 0.009 | .13 | ．1） 0 | 0.10 | 0.00 |
| 26 | .24 | ．1） 3 | －00 | 0.10 | 0.1 | 1.0 | 0.0 | U．11） | ． 54 | .17 | 3 | ． 00 |
| 27 | ． 7 ？ | ．1s | ．1）4 | ． 010 | （0．0） | 111 | 0.00 | 0．1） 0 | － 98 | －nl | 13 | 10 |
| 28 | ． 94 | －hi） | ．14 | － | $\bullet$ | ． 111 | 0.000 | ）．00 | － 9 | ． 64 | ＋ | 15 |
| 29 | 1．0リ | ¢0． | .7 | .24 | ． 14 | ．15 | 0.110 | 0.10 | 1.00 | ． 9 | －4 | 67 |
| 30 | 1.10 | －9\％ | ． 1 | ．11 | － 4 | ． 25 | 0.110 | ．00） | 1.00 | 1.100 | ．98 | 19 |
| 31 | 1.00 | 1.010 | －บR | ． 70 | －カロ | ． 45 | ． 38 | 1）．01） | 1.010 | 1.00 | 1.010 |  |
| 32 | 1．01） | 1．0！ | 1.00 | 1.010 | 1.00 | 1.00 | 1.111 | 1）．001 | 1.00 | 1.00 | 1.911 | 1.00 |
| 37 | ， | ．011 | 0.011 | 0.0 | 10.1 | 11.1 | 0.100 | 0.1011 | ． 118 | ．$)^{10}$ | 10 | 1.00 |
| 34 | 7 | －！） 1 | ．01） | 11.0 | ！• 1） |  | －10 | （1．1 | ． 39 | ． 11 | 0 | ． 00 |
| 34 | － | （i） | － | 1）．00 | （1）${ }^{\prime}$ | 11.1 | 0．00） | －01） | －64 | － 2 | $1)$ | ． 010 |
| 3 h | ． 11 | ． 32 | ．1） 3 | －1）${ }^{\text {a }}$ | （1）！ | $11.0 \%$ | －1） | 1．01 | ． 40 | ． 71 | 29 | ） 3 |
| 37 | － 4 | ． 12 | －1） | 0） 3 | －11 | ． 00 | 0.00 | 1）．011 | ． 9 | ． 43 | 48 |  |
| 38 | ． 44 | 1 | － | ． 114 | ． 113 | （1） 0 | 0.011 | 1.00 | 1.00 | 48 | 79 | 13 |
| 39 | －¢9 | 41 | .70 | － 21 | －1）8 | （1）．010 | 0.00 | 0.00 | 1.00 | ． 98 | － |  |
| 40 | 1.100 | ． 99 | ． 80 | ． 73 | ． 64 | ． 311 | 1.010 | （0．0） 0 | 1.00 | 1．01） | － | 45 |
| 41 | ．111 | ．${ }^{\text {（1）}}$ | 0．10） | ！．10 | （1）（1） | 1.010 | ワ．01） | 0.011 | .06 | ．U1 | ． 010 | －10 |
| 42 | －1） 4 | －1） 1 | ． 11 | 0.00 | （）．01） | 10．00 | 0.00 | 0.00 | ． 37 | ． 12 | 01 | ）． 00 |
| 43 | －－ | ．1） 3 | 1.010 | 0.00 | 11.110 | 0.010 | $0 \cdot 011$ | ）．0） | － 57 | ． 15 | ．1）2 | $0.01)$ |
| 44 | －1！ | ． 10 | －1） | －0\％ | －！） | 0.00 | 0.00 | 0．1） | －Y | ． 49 | .110 | （1） |
| 45 | ． 77 | ． 78 | ． 11 | － 11 | －11！ | 11.011 | 0.100 | 0.00 | ． 95 | ． 54 | ． 108 | 0.3 |
| 45 | 0 － | 4 | －11 | ．111 | －1）（1） | 11.00 | 1．00 | 0.00 | ． 48 | － 8 y | － 22 | （1） |
| 47 | －ジ） | 41 | （1） | （1） | ．01 | － 01 | （0．1） | 0.00 | 1.011 | －4？ | ． 36 |  |
| 48 | 46 | not | i） | （1） |  | ）．00 | 0.00 | ） |  |  |  |  |

]

|  | 13 | 14 | 1 h | 1 n | 11 | ， | 17 | 20 | 21 | 22 | 2.3 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | （1） | －＂11 | 1. | ． 111 | ． 41 | U | ． 07 | －17？ | ． 01 | 0.00 | 0.00 | 010 |
| ？ | ．111 | ［1） 3 | ． 011 | 11 | 1．リリ | ． $4_{4}$ | ．n1 | 31 | 108 | U．1） | ．1） | 02 |
| 3 | 4 | ． 11 | ． 111 | ． 13 | 1. | ． 110 | ． 41 | ． 65 | 40 | 00 | 113 | 07 |
| 4 | ． 53 |  | 114 | 31 | －111 | 1.010 | 44 | ． 96 | ． 43 | －1） 3 | 27 | 70 |
| 5 |  | l | ． 10 | ．49 | －19 | 1.011 |  | － 9 | － 90 | 11.00 | 14 |  |
| 6 |  |  | ． 34 | ． 7 ？ | 1.110 |  | ． 011 | 1.00 | ． 00 | .03 | b |  |
| 7 |  | 111 | ． 04 | － 6 ¢ | 1.00 | 1.010 | ． | ．00 | 1.00 | ． 14 | 76 |  |
| 8 | 1.010 | 1 | 1．0i） | 1. | 1.110 | 1．0．1 | 1.100 | 1.00 | 1.110 | 1．1） 11 | ． 010 | 1.00 |
| 9 | （1）．01） | ${ }^{1} \cdot 1$ | 11.1011 | （1．11） | ． 77 | .22 | ． 11 | ．00） | 0． 00 | ）． 00 | 0.00 | \％。 |
| $1)$ | $0.10)$ | ．11．） | ． 00 | 1）•bi | ． 4.4 | ． 16 | 15 | 4 | 02 | 0.110 | $10^{0} 00$ |  |
| 11 | ．1） | 113 | ．0） | ． 01 | ．（）） | ． 44 |  | 4. | 07 | ． 10 | 01 | 07 |
| 17 | －1） | 18 | －11 | 14 | （1） | ． 00 | 97 | ． 96 | 47 | 0.00 | 03 |  |
| 13 | 0.91 | ． 47 | － 014 | 56 | 1.010 | 1.100 | 1.10 | 1.00 | ． 89 | ．02 | ． 26 | 3 |
| 14 | － | ．i）${ }^{\text {a }}$ | ．1） 7 | 31 | 1.00 | 1.00 | 4 | ． 87 | .87 | 0.00 | ． 10 |  |
| 15 | － 4 ？ | ． 4.3 | 0.00 | ． 94 | 00 | 1.00 | 1. | ． 99 | ． 4 | ． 51 | 85 |  |
| 16 | ． 4.4 | かy | ． 106 | ． 010 | ．00 | 1.0 | 7 | －9 | ． 87 | ．01 | ． 28 |  |
| 17 | －11： | （11） | U．00 | 1）．010 | 10.00 | ． 10 | $1 ?$ | 0.00 | $0)$ | 0.110 | 0.10 | ． 110 |
| 14 | ）． 0 | 111 | 10．01） | ． 011 | .45 | － | ． 114 | ． 02 | －01 | ． 1 | ． 0.00 |  |
| 19 | － 1 | 10 | －11） | 0.1 | $y^{2}$ | ． 4 ¢ | （1．） 0 | ． 08 | 116 | 0.101 | ． 00 |  |
| 70 | －（1） | 13 | （1） 1 | 114 | 110 |  | － 7 ？ | （1）01） | ． 46 | －1） | 0.00 | ． 191 |
| $?$ | ． 1 | － | （1） | 13 | 1.00 | －94 | － 44 | － | 0.01 | .01 | .03 | 0 |
| 37 | ．4－4 | 1.100 | 49 | $4 \cdot$ | 1.00 | ． 01 | ．10 | 1.00 | 9 | 0.00 | 1.110 | 1.00 |
| 23 | ． 7 | － | 1＇） | ？ | 1.00 | 1 | 1.00 | 1. | －¢1 | ． 00 | 0.00 |  |
| 2.4 | ． 17 | ． $5 \rightarrow$ | 11 | 21 | 1.00 | 1.00 | 1.010 | $1.00)$ | 1.00 | 0.00 | .13 | 1. |
| 2 | 0.1 | ． 11 | 11.00 | 11. | －5¢ | 3 | 1.000 | （1）．0） | 00 | U． 00 | 0．1）0 | ）． |
| 26 | $0 \cdot$ | 0.1 | $11.01)$ | 0.010 | ． 84 |  | 2 | .0 ？ | 00 | 1.00 | 0．0） 0 | ． 00 |
| 27 | 0.0 | ${ }^{1}$ | 11.011 | ． 1 | ． 4.3 | ．41 | ． 21 | ． 07 | 01 | 1.00 | 0.00 |  |
| 29 | － 02 | ． 1 | ． 111 | － | 1.010 | ． 49 |  | ． 52 | 13 | ． 00 | ．1） 1 |  |
| 2 | ．11 | （1．111 | （1i） | 11.10 | 1.000 | ． 100 | 47 | － H | 74 | 0.00 | ． 14 | 06 |
| 30 | .17 |  | .07 | －34 | 1.00 | 1.00 |  | － | 83 | 0.00 | 0.00 | 1.00 |
| 31 | ． 15 | ．19 | ． 11 | .71 | 1.00 | 1.00 | 1.019 | 1.00 | ． 86 | ． 39 | ． 78 |  |
| 37 | 1.1010 | 1 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.00 | ． 00 |  |
| 33 | $0 \cdot 1$ | 0. | 11.011 | 11.101 | 0.010 | 10 | 1）． 00 | －1） 1 | 0.00 | 1.00 | 0.00 |  |
| 34 | 11.1 | ${ }^{1}$ | 11.019 | － 10 | ． 71 |  |  | ． 09 | ． 00 | ．1）0 | .00 |  |
| 35 | － 110 | （1） | 11.00 | （1） 00 | －96 |  |  | .01 | 1 | ． 00 | 0.00 | ． 00 |
| ． 36 | 0．101 |  | 0.00 | リ．10） | －96 |  |  | .13 | 010 | 0.00 | 0.00 | 0.00 |
| 37 | ． 11 | ． 01 | 0.100 | ．102 | 94 |  |  | ． 15 | 03 | 0.00 | .01 |  |
| 38 |  | （）．） | .01 | － 30 | $1.01)$ | ． 49 | － 74 |  | .79 | 0.00 | －1） 3 | 0. |
| ． 39 | －4ち | － | ．115 | ． 101 | 1.00 | 1.00 | ． 99 | ． 46 | ． 49 | 0.00 | ． 11 | 0.00 |
| 40 | －לh | ．15 | .23 | 0．00 | 1.00 | 1.00 | 1.00 | ． 94 | 1.00 | ． 14 | ． 15 | ． 67 |
| 41 | 0.110 | （1．0） | 0.00 | $10.10)$ | 0.00 | $1) .00$ | （0．0） 0 | 0．0） | 0.00 | 0.00 | 0.00 |  |
| 42 | 0.010 | 11.110 | 0.00 | ก．00） | ． 38 | －2？ | 0.000 | 1 | 00 | （1）0 0 | ）． 00 | －（1） |
| 43 | 11.00 | （1）！ 1 | （1．0リ | （）． 010 | －ヵ． 3 | －36 | $\bullet 01$ | －10 | －00 | 1.10 | （1）0 | ． 00 |
| 44 | 10.10 | （1）い） | 0.00 | 0.001 | － 9 ？ | 7.3 | ．112 | ． 02 | .03 | $0 \cdot 100$ | ．i） 0 | － |
| 45 | 0．010 | ก．1） | 0.011 | （1）010 | －94 |  | －31 | －13 | －0） | 0.00 | 0．0） 0 |  |
| 46 | （）．0） 0 | （1）いい | ．01） | 0.100 | ． 99 | .86 | ． 30 | ． 45 | ． $12 ?$ | 0.00 | 0.00 |  |
| 47 | 1）．01） |  |  | 0.010 | ч8 |  | －ל7 | ． 14 | .17 | 0.00 | 0.00 | 0.00 |
|  | ． 11 ） | 0．0．） | .01 | －0 | －（）） | 94 | ． 54 | .65 | ． 11 | 0.00 | ， |  |



|  | 入ら | 20 | 27 | ব\％ |  | 30 | 31 | 32 | 33 | 34 | 35 | 36 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | ． 71 | ．${ }^{\text {\％}}$ | ．1） | 10 | ． 00 | 0.00 | 0.00 | 5 | ． 83 | he | .23 |
| $?$ | 1.110 | $\rightarrow 7$ | ¢ | ． 40 | ． 04 | ． 01 | ．11） | 0.00 | 1.00 | ．99 | 5 | ¢\％ |
| 3 | 1. | 10 | ．9n | ． 41 | ． 21 | .21 | 112 | U．01） | 1.00 | 1.00 | 1.00 |  |
| 4 | 1.119 | ． 110 | 1.00 | 1.110 | ． 76 | ． 91 | ． 30 | U．0） | 1.00 | 1.010 | 1.00 | ． 00 |
|  | 1.90 | 1.00 | 1.00 | ． 94 | .46 | ． 5 ？ | 40 | ．0） | 1.00 | ． 10 | ． 10 | 0 |
| 6 | 1. | 1 | $1.01)$ | 1.00 | ． 95 | ． 14 | 55 | ． 00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 7 | 1. | 1 | 1.001 | ．10） | ． 00 | 1.00 | －${ }^{\text {c }}$ | 0.00 | 1.00 | 1.00 | 1.00 | 10 |
| \％ | 1.110 | 1．00 | 1.00 | 1.010 | 1.011 | 1.010 | 1.00 | 0.00 | 1.00 | 1.00 | 1.100 | 1.00 |
| 9 | ． 47 | ． 42 | ．1r | .113 | ． 011 | 0.100 | 0.010 | 0.00 | ． 91 | ．61 | ． 36 | 10 |
| 10 | 1. | ． 4.3 | .34 | － | （1） | 010 | 0．00 | ）．0） | ． 00 | 49 | ． 75 | $31)$ |
| 11 | 1. | ． 4 | 4 | 71 | ．1）？ | ．0） | 01 | 0.00 | 1.00 | 1.00 | 1.00 | 1 |
| 12 | 1. | ）1 | 1.00 | 8 | ． 33 | .41 | 02 | 0.00 | 1.00 | 1.100 | 1.00 | 7 |
| 13 | 1. | 1. | 1 | 9\％ | ．45 | ． 3 | 44 | 0．00） | 1.00 | 1.00 | 1.00 | 1.00 |
| 14 |  | 1 | 1.000 | －¢\％ | 1.100 | 11 | H1 | 0.00 | 1.00 | 1.00 | 1.100 | 8 |
| 15 | 1. | 101 | 1.00 | ．90 | 1.100 | ． 93 | तบ | （）．00） | 1.00 | 1.00 | 1.00 | ． 110 |
| 16 | 1. | 1. | 1.00 | ． 110 | 1 | ．61 | ． 2.3 | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 17 | ． 4 | ． 10 | ． 104 | －110 | $11.10)$ | ． 00 | 0.001 | 0.00 | 0.00 | － 29 | ． 03 | 03 |
| 1 | ． | ． 74 | －19 | － 11 | ． 111 | 0.0 | 0.00 | 0.00 | ． 98 | 6 | ． 48 | 2 |
| 1 | 1. | ． 9 y | ． 1 | ． 31 | $1) 3$ | .01 | 0.00 | 0.00 | 1.00 | ． 95 | צ | 5 |
| 20 | 1. | －पヵ | －9 | 4K | 14 | ．18 | 0.010 | （）．0） | ． 94 | 1.00 | ¢ | 87 |
| 71 | 1. | 1.6 | ．99 | ． 81 | ． 26 | ． 17 | ． 14 | （）．1） 1 | 1.00 | 1.00 | ．99 | 4 |
| $2 ?$ | 1. | ， | 1.00 | 1.011 | 1.010 | 1.00 | 01 | 0．0） | 1.00 | 1.00 | 1.00 | 1.10 |
| 23 | 1.010 | 1.110 | 1.00 | 1.011 | － 36 | 1.00 | 2？ | 10.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 24 | 1.1 | 1. | －99 | ． 93 | －44 | 1.00 | ． 73 | 0.00 | 1.00 | 1.10 | 1.00 | 10 |
| 25 | （）．10） | － $3+$ | 0.00 | 0.010 | 10.10 | ． 010 | （）．00 | $0.01)$ | （0．0） | ． 0.3 | ．10 | 11 |
| 26 | ． $0 \cdot 6$ | 1.10 | .08 | ． 100 | $11 .(1)$ | 0.00 | 0.00 | 0.010 | 1.00 | 8 | 47 | 01 |
| 27 | 1.110 | －¢ | 0.00 | － 71 | －110 | ． 00 | 0.100 | 0.00 | 1．00 | ． 92 | ． 89 | 38 |
| 28 | 1.00 | 1.011 | ． 79 | （1）01） | －（）2 | －1） 2 | 0.00 | （．） 0 | 1.00 | ． 100 | － 47 | 86 |
| 29 | 1.011 | 1 | 1.0 | 88 | ． 10 | ． 4 | $1)^{5}$ | 0.00 | 1.00 | 1.100 | 1.00 |  |
| 30 | $1.11!$ | 1．（）： | 1.00 | ． $9+$ | －5 | 0.100 | ． 36 | 0.00 | 1.00 | 1.00 | 1.00 |  |
| 3 | 1. | 1. | 1.001 | 1.010 | －9\％ | －カ4 | ． 100 | 19.00 | 1.00 | 1.00 | 1.00 | ． 00 |
| 32 | 1.00 | 1．01） | 1.110 | 1.011 | 1.110 | 1）．00 | 1.00 | 0.00 | 1.100 | 1.00 | 1.00 | （1） |
| 33 | 0.010 | 0．（1） | ． 00 | －（1） | 10.010 | （0．0） | （1．1）1） | 0．00） | 0.00 | 10．00 | ． 01 | 01 |
| 34 | ． 4 | －1） | ．1）${ }^{1}$ | ．10） | ． 110 | －1 | 0.1010 | ． 00 | 0．00 | 0.00 | ．198 | 0．00 |
| 35 | － | － | ． 11 | ． 03 | ， | ． 00 | 10.10 | 0．00 | $1.01)$ | ． 92 | 0.00 | ． 12 |
| 36 | －97 | －＋ | － | 14 | 02 | ． 01 | ． 10 | 0.00 | ． 99 | 1.00 | Ry | ． 100 |
| 37 | 1.00 | ． 4 | .43 | $\cdots$ | 02 | 0.00 | （1．0） 0 | 0．0） 0 | ． 49 | 1.00 | 1.00 |  |
| 34 | $1.10!$ | 1.110 | ． 4 ？ | ． 94 | ． 31 | ． 06 | 0.100 | 0.00 | 1.00 | 1.00 | 1.00 |  |
| 39 | 1.110 | 1．9） | －99 | ． 78 | .24 | ． 21 | ． 0.3 | 1．00） | 1.00 | 1.00 | 1.00 | （） |
| 40 | 1.00 | 1.110 | 1.00 | 1.00 | － 84 | 1.00 | ．4？ | 0.00 | 1.00 | 1.00 | 1.00 | 1.010 |
| 41 | ． 51 | ．1ヵ | 1.000 | 10.10 | 10.10 | （）．01） | 0.1010 | 0.00 | 0.00 | .13 | 0.00 | 0.010 |
| $4 ?$ | 0.010 | $0.1)$ | ．01） | ．1） 1 | 0．01） | 10．00 | 0.00 | 0.00 | 0.00 | ． 13 | 0.00 | 1 |
| 43 | － 1 | ． 30 | ． 05 | ． 010 | －00 | 1）．00 | （1）．0） | 0.00 | 1．00 | ． 87 | ． 21 | 09 |
| 44 | －9 | ．19 | ． 11 | ． 12 | －1） | （0．0） 0 | 0.00 | 0.00 | ． 99 | ． 84 | .43 | 2 |
| 45 | ． 92 | － $\mathrm{H} \cdot \mathrm{s}$ | ． 34 | ． 4.3 | $\bullet 01$ | 0.100 | －1） 0 | （1）．00 | 1.00 | ． 98 | .77 | 42 |
| 46 | 1．10） | －Чヵ | ． 79 | 43 | （1．0） | ． 01 | 1）．00 | 0.00 | 1.110 | 1.00 | ． 48 | 25 |
| 47 | 1.00 | －${ }^{4}$ | － 6 | ． 55 | －1）？ | 1.00 | －0） | 0.00 | 1.00 | 1.00 | ． 47 | 1 |
| 4 | －צ9 | ，9x | －94 | ． 6 | 10 | .16 | 011 | 0.00 | 1.00 | 1.00 | 1.100 | 7 |


|  | 31 | 54 | 37 | $41)$ | 41 | 47. | 43 | 44 | 45 | 46 | 47 | 4 H |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | －60 | －11 | －111 | －（1） | －＊9 | －प\％ | ． 75 | ． 311 | ． 21 | ． 11 | －10 | －1） 4 |
| 2 | －＋ | －1） | ． 13 | －（1） | 1.00 | 1．00 | ． 47 | －91） | － 78 | － 55 | ． 53 | 14 |
| 3 | ． 41 | －4 3 | ． 311 | －20 | 1.00 | －yy | 1．0） 0 | ． 48 | － 8 y | －ソ® | －93 | 2 |
| 4 | － 4 | －サい | －1y | －¢ 7 | 1．（1） | 1.00 | 1.10 | 1.00 | 1．00 | 1.00 | 1.10 | 1．00 |
| 5 | －小 | －91 | －4c | ． 32 | 1．U0 | 1.00 | 1．（1） | 1.00 | 1.00 | 1.00 | － 49 | 76 |
| n | 1.111 | 1.111 | l．01） | ． 711 | 1.010 | 1.00 | 1．0） 0 | 1.00 | 1.00 | 1．00 | － 99 | 1．00 |
| 7 | 1.010 | 1．13） | 1.00 | 1.110 | 1.00 | 1．01） | 1．01） | 1.00 | 1.00 | 1.00 | ． 00 | 10 |
| 4 | 1．01） | 1．11） | 1．00 | 1.110 | 1.100 | 1．00 | 1.00 | 1.00 | 1．00 | 1.00 | 1.00 | 1.00 |
| 9 | －01 | －1） 1 | ！． 111 | 1）．00 | ． 94 | －6i4 | ． 33 | － 08 | －05 | － 02 | －1） 0 | 10 |
| 10 | .01 | － 11 C | ． 02 | － 011 | ． 99 | －Ч¢ | ． 25 | .51 | － 36 | ． 11 | －18 | 05 |
| 1 | －＇$\gamma$ | ， | －1 | －11 | 1.00 | －Y ¢ | －Y8 | ． 94 | －Ч2 | ． 78 | －$\quad 14$ | 3.3 |
| 12 | － | －4\％ | －14 | ． 114 | 1．00 | ． 00 | 1．00 | 1.00 | ． 47 | 1.00 | ． 89 | 5 |
| 13 | － 43 | －＇3y | －b | ． 44 | 1.00 | 1.110 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 14 | － 43 | －110 | ． 511 | － 24 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | ． 46 | 1.00 |
| 15 | 1.111 | 4． | －ジ） | ． 71 | 1．1） 0 | 1.00 | 1．0） 0 | 1.00 | 1.00 | 1.00 | 1.00 | 9 |
| 1 H | －प¢ | ． $7!$ | ． 00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.110 | － 00 |
| 17 | － | －！！！ | ， | （1）．10） | 0.00 | －h2 | ． 37 | － 08 | － 06 | ． 01 | ． 02 | 10 |
| 18 | －1） 4 | －01 | － 00 | 11.00 | 1．00 | － 7 \％ | － 04 | － 27 | －09 | ． 14 | ． 05 | 01 |
| 19 | －らち | －110 | － 01 | 1）．01） | 1．00 | 1．0！） | －Y9 | －98 | －68 | ． 70 | ． 43 | 46 |
| 21 | －¢ | －4 | －Cot | －06 | 1.010 | ． 49 | 1．00） | －9K | .97 | ． 55 | ． 86 | 35 |
| 21 | －91 | ． 21 | ． 51 | 1）．00 | 1.00 | 1.00 | 1.00 | ． 97 | 1.00 | －9 ¢ | ． 83 | 9 |
| 27 | 1.00 | 1.011 | 1．0） | －Kh | 1.00 | 1．10） | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1．U0 |
| 23 | ． $4 \rightarrow$ | ． 40 |  | －¢4 | 1.00 | 1．01） | 1.00 | 1.00 | 1.00 | 1.110 | 1.00 | － |
| 24 | ． 42 | －！ 10 | 1.00 | ． 3.3 | 1．01） | 1．0） | 1.00 | 1．00 | 1.00 | .95 | 1.00 | ． 00 |
| 入ら | ． 110 | （1）（1） | （1）00） | $1) .011$ | ．49 | 1）．01） | －09 | －） 1 | － 08 | － 00 | ． 00 | .01 |
| 26 |  |  | －（） 1 | 1 | ？ | 1.00 | 4 | － 21 | －12 | ． 02 | 06 | 2 |
| 27 | －17 | － $11 \times$ |  |  | 1.00 | 1.100 |  | 4 | －カヵ | ． 21 | － 33 | ）？ |
| P | ． 14 | － $10 n$ | ． 22 | 11.00 | 1．01） | 1.00 | 1．0） | ． 98 | ． 57 | ． 57 | ． 45 | 7 |
| 24 | ． 94 | －53 | －10 | ． 11 | 1．00 | 1.00 | 1.00 | 1.00 | ． 49 | 1.101 | － 48 | 0 |
| 30 | 1.00 | － 44 | －／4 | （1）01） | 1.00 | 1.00 | 1．00 | 1.00 | 1.00 | ． 99 | 1.101 | 44 |
| ， | 1.00 | 1．リい | － 47 | ． 58 | 1.00 | 1.00 | 1．00 | 1.00 | 1.00 | 1.00 | 1.00 |  |
| 37 | 1．101） | 1．10 | $1.11)$ | 1．00 | 1．10） | 1.00 | 1．00） | 1.00 | 1.00 | 1.00 | 1．0） | （1） |
| 33 | －11 | （）．01） | 1． 111 | （1） 110 | ）．011 | 0.00 | （1．0） 0 | ． 01 | － 00 | 0.110 | －1） 0 | 010 |
| 34 | －（） 1 | 0.011 | 0．0） 0 | 0.010 | － 87 | ． 86 | ． 13 | －16 | － 02 | 0.00 | － 00 | 0.00 |
| 35 | 1）．111 | －011 | －1） 0 | 11.00 | 1．00 | 1．010 | －19 | －17 | .23 | － 02 | － 03 | $1)$ |
| 36 | －2 2 | － 01 | － 10 | 0.00 | 1.00 |  | ＋1 | 7 | －br | 5 | 38 | （1） |
| 37 | 1）．01） | － 0 o | －11 | － 11 | 1.00 | 1.00 | ．Y | －प9 | ． 77 | ． 32 | － 79 | 76 |
| 38 | － 44 | （）．（） | －（）¢ | －11．3 | 1.00 | 1.00 | 1．0） 0 | 1.100 | .46 | ． 48 | － 48 | 21 |
| 39 | ． 4 | ． 41 | 1）．00 | ． 57 | 1.010 | 1.010 | 1.00 | 1.010 | 1.00 | ． 48 | ． 48 | 71 |
| $41)$ | －¢ | .97 | ． 4.3 | 1）． 110 | 1.00 | 1.00 | 1．00 | 1.00 | ． 49 | ． 99 | 1．00 |  |
| 41 | （）．1） 0 | 1）． 110 | 0．00 | 11.10 | 11.00 | （1．00 | ． 01 | 0.00 | 0.00 | 0.00 | －1） 0 | 0.00 |
| 42. | － 010 | （1．） 10 | 0．（1） | 1）－00 | 1.010 | 1）． 10 | ． 05 | － 03 | －00 | 0.00 | －1）1 | （）． 00 |
| 43 | ． 114 | （1）．11） | 11.00 | 11.00 | ． 44 | .45 | $0 \cdot 00$ | ． 11 | －0） 3 | ． 01 | － 01 | 1） 0 |
| 44 | －1） 1 | －00 | U．00 | $1) .10$ | 1.00 | ．98 | ． 89 | 0．0i） | .25 | ． 010 | － 03 | 04 |
| 45 | － 2.3 | － 014 | U．00 | － 01 | 1.00 | 1．00 | － 47 | ． 75 | （1）．00 | .47 | －08 | 5 |
| 46 | －カr | －12 | －0） 3 | ． 01 | $1.00)$ | 1.00 | －49 | 1．01） | ． 53 | 0.00 | ． 51 | 1） 9 |
| 47 | ． 21 | － 02 | － 1 ？ | 0．0） 0 | 1.00 | ． 99 | －Y9 | ． 97 | ． 42 | －4． | 0.110 | ¢ |
| 48 | .24 | ． $7 \rightarrow$ | ． 10 | ． 03 | 1．01） | 1.00 | 1.00 | .96 | לצ． | ． 91 | ． 41 | 0.00 |

## APPENDIX G

SIMULATION 2:
SPATIAL DIFFUSION OF HARVESTORE
SYSTEMS IN N.E. IOWA
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(Et‥trattorn O

| 24 | 290 | 177 |
| :---: | :---: | :---: |
| $4 N$ | ว 37 | 」ちら |
| 61 | くらい | 103 |
| 77 | や | 157 |
| 131 | C14 | 193 |
| 133 | C37 | 151 |
| 149 | 270 | $\cdots 3 n$ |
| 171 | 311 | 174 |
| 100 | 219 | 150 |
| 2115 | Cl？ | 143 |
| ？ 29 | 216 | 2114 |
| ＞31 | ＋14 | 155 |
| －33 | 万人M | 人）？ |
| ？ 74 | ？ 13 | 1ヵ1 |
| 34 ？ | $\cdots 35$ | $1 \times 24$ |
| 367 | 2）${ }^{2}$ | 210 |
| 4入1 | 24\％ |  |
| $45 ?$ | こっ引 | 157 |
| 454 | ？ | 136 |

GFNFRATIN I

| 163 | 263 | 127 | ＋1 | 54 |
| :---: | :---: | :---: | :---: | :---: |
| 335 | 2． 17 | $19 \%$ | 1.31 | こち7 |
| 4 ¢ 1 | 210 | 154 | 171 | 3ヵの |
| $9 \pm$ | 2．36 | 17入 | 74 | 410 |
| 45 | つから |  | ファu | 433 |
| 101 | 231 | $1{ }^{1 / 1}$ | 44 | 4うち |
| 25？ | 211 | $1+1$ | 205 | ち3ら |
| 14？ | 204 | 163 | 714 | らサ力 |



| 441 | 207 | 147 | 454 | から？ |
| :---: | :---: | :---: | :---: | :---: |
| 415 | $\cdots \cdots$ | 151） | 1.3 .3 | $79 \%$ |
| 470 | ＜ 14 | 入1 | 3 n 7 | 103入 |
| 37 | $\cdots 10$ | 157 | 231 | 1 |
| 14.5 | 34 h | 164 | 415 | 1－5 |
| 97 | Chas | 14. | 441 | 724 |
| 107 | $\cdots 1$ | $21 \%$ | $33 i$ | 236 |
| 187 | $\cdots \mathrm{l}$ | 141 | ］ 31 | ？ 57 |
| 154 | 314 | 144 | 171 | 3）6 |
| 10 | ？${ }^{\text {？}}$ | 1ヶ1 | 4ヶ口 | $3+5$ |
| 6 | $2+1$ | 1711 | 24 | 410 |
| 378 | 291 | $1 \times 7$ | 1,4 | 411 |
| 161 | 2.14 | 17 n | 4.4 | 459 |
| 43 | $\lambda$ 人n | $19 ?$ | hl | 490 |
| 3：31） | ？an | 147 | 213 | 43） |
| 267 | 入！n | 164 | $14 ?$ | 596 |
| 124 | 245 | $1 \rightarrow 0$ | 133 | 74r |
| 484 | 2n3 | 143 | 4 5x | प（1） |
| 303 | ？ 12 | 130 | 入0ら | 413 |
| 9？ | $\geq 31$ | 217 | $3+7$ | 103？ |
| 176 | ？ $4+1$ | 213 | $4>0$ | 1037 |
| 29\％ | 247 | 177 | 1ヶ．3 | 1077 |
| 37 | 200 | 153 | 32 | 1 2 |
| 424 | ？ 17 | 155 | 1911 | 1 1 入入入 |
| 2？1 | 217 | 1 61 | $45 \%$ | 1 ${ }^{1}$ |
| 446 | 234 | 140 | 347 | 1454 |
| 246 | 入の4 | 145 | $1+3$ | 54 |



| 75 |  | 190 | 37 | P． 3 |
| :---: | :---: | :---: | :---: | :---: |
| 717 | 2＋1 | 134 | $44+1$ | ＞2 |
| 273 | 273 | 10ら | $4 \times 4$ | 4 |
| 243 | 271 | 149 | 47 | 2.31 |
| 4 ¢f | 2.17 | $\cdots 0 ?$ | 47 | C3n |
| $4 \cap \mathrm{~S}$ | 3！ 5 | 141 | $15 r$ | 346 |
| 471 | 220 | 170 | $\bigcirc$ | 410 |
| 349 | フサ4 | 173 | 74 | 410 |
| 100 | 293 | 1 ha | 44 | 4111 |
| $43 \mu$ | つの入 | ？！！ | 61 | $4 \times 11$ |
| 481 | 大人场 | $1 \sim 7$ | 320 | $52>$ |
| 254 | 3014 | 1．26， | 167 | 4.37 |
| 109 | 245 | 147 | 4 54 | 65 ？ |
| 181 | ？り1 | 178 | ？ 4 ？ | 647 |
| 94 | ？ 1 ¢ | 160 | 14 | 741 |
| $57>$ | 2411 | 150 | 174 | なり |
| 30 | 入い？ | 145 | 20 | 91.3 |
| 245 | 200 | 143 | ऐ | 913 |
| 400 | 2．35 | $\cdots 14$ | 17 n | 1132 |
| 401 | 230 | $\rightarrow 10$ | 3ヶ． 7 | 1）3？ |
| 5〉7 | ？${ }^{\text {¢ }}$ | 17h | lnl | 1063 |
| 464 | ア力？ | 1．74 | 45 | 11ち |

$1$

| 164 | 231 | 151 | $1+11$ | 1442 |
| :---: | :---: | :---: | :---: | :---: |
| 135 | 243 | 134 | 415 | 1444 |
| 511 | 236 | 172 | 142 | 1517 |
| 03 | 214 | 1.23 | 464 | 1520 |

ほたが，ぶ「プ！4

| 125 | $3 ? 14$ | 1ヶら | 14 | 111. |
| :---: | :---: | :---: | :---: | :---: |
| 509 | 201\％ | 17\％ | 1ヶ1 | $2>3$ |
| 544 | 21） | 137 | 74 | $\cdots 24$ |
| 53 h | 234 | 14ら | 41 | 224 |
| ？ 17 | 210 | $1+5$ | 109 | ？ 2.4 |
| 55 | 217 | 2！） 3 | 4：3n | ＞ 3 h |
| 555 | 2，${ }^{2}$ | 1410 | $\cdots 4$ | 772 |
| 264 | 2＞3 | 14 L | $\mathrm{MH}_{4}$ | 3．） |
| 497 | 219 | 154 | 1 5 H | 14n |
| 543 | 314 | $17 \geqslant$ | 4 ¢ ${ }^{\text {a }}$ | 3－75 |
| 117 | 大 4 | $1 / 6$ | ＊ | 4111 |
| ら！ん | 307 | 170 | 44 | 410 |
| 265 | 2，${ }^{3}$ | 120 | 1111 | 411 |
| 477 | 3113 | 1ヶ7 | 14 | 4ら入 |
| $54 ?$ | ？ 34 | 1 hn | 133 | 4 5n |
| 364 | 210 | や！ | うちゃ | ちゃ1 |
| ？ | 211 | 154 | 2）1 | ら山大 |
| 395 | 2114 | $1 ヶ 4$ | 274 | 5.76 |
| ち61 | $\cdots+1)$ | $15 \%$ | 1 3＇， | $7 \rightarrow$ ¢ |
| 20ヶ | P 34 | 214 | 176 | 人1） |
| 347 | 入71 | 175 | 273 | 小㤩 3 |
| 503 | 293 | 174 | $31 ヵ$ | 293 |
| 140 | つかけ | 147 | 441 | $41) 8$ |
| 33 | 200 | 145 | $4 \times 4$ | （91） 3 |
| 447 | 1け， | 150 | 入ら？ | 413 |
| 434 | 1 おら | 135 | 342 | 41.3 |
| 120 | 2－11 | $\geqslant 14$ | － | 474 |
| 63 | 234 | $2>4$ | $3+7$ | 1132 |
| 24＊ | $23>$ | 20？ | 4？ 1 | $103 ?$ |
| 21 | 345 | 11） | 181 | 1177 |
| 317 | 入） 7 | 入いい | $4+4$ | 115゙5 |
| 533 | $\cdots 15$ | $1 \dashv 7$ | 1.31 | 1335 |
| 245 | 入入ら | 148 | 130 |  |
| 45 | 234 | 148 | 446 | 1454 |
| 184 | 244 | 137 | 165 | 1494 |
| 149 | 247 | 171 | 342 | 1517 |
| 413 | P\％ | 156 | 511 | 1ら17 |
| $\cdots \cap 4$ | 大l大 | 125 | 7！ | 1 ¢ ¢ |



| 10 | 218 | 191 | 244 | 24 |
| ---: | ---: | ---: | ---: | ---: |
| 307 | 274 | 161 | 124 | 34 |
| 417 | 269 | 104 | 240 | 54 |
| 109 | $31 \%$ | 156 | 14 | 109 |

179

| 234 | $3>7$ | 1 l ¢ | －¢ ¢ | 10） |
| :---: | :---: | :---: | :---: | :---: |
| 375 | アャ2 | 1ヶ7 | 477 | ＞1？ |
| 519 | ？${ }^{\text {P }}$ | $1 \times 20$ | Q 7 | 3 |
| ？ | P11 | 1．31 | 75 | ？？ 3 |
| 73 | $? 16$ | 119 | 101 | ？$)^{2}$ |
| Q4 | 入l） | 177 | 413 | ， 3 |
| ？ | 入1M | $1+7$ | 1） | 入入 |
| ¢， 21 | くん1 | 146 | 37 | $\bigcirc$ ？${ }^{2}$ |
| 381 | つから | 154 | 41 | \％ |
| こヶ〉 | ＞71 | 1－3 | －43 | 211 |
| 265 | 207 | －＞1 | $3+12$ | 276 |
| 215 | $\cdots 11$ | 141 | 131 | 257 |
| 743 | 371 | 15,3 |  |  |
| 137 | 305 | 170 | 171 | 3－6 |
| らアコ | 21 2 | 174 | 4 im | 346 |
| $1 \Omega ?$ | 入HF， | 176 | n | 410 |
| ア？ | $\rightarrow$（ ） | 176 | 37\％ | 410 |
| 423 | 入け！ | 1int | 5113 | 410 |
| 47 | 275 | うつけ | 6.3 | $4 \%$ ？ |
| 377 | ＞ 31 | 1F4 | 42 | 4らの |
| いんの | 230 | 16号 | 1 $n 1$ | 4吹 |
| ち54 | －34 | 174 | 411 | 4 「5， |
| 53 | ＞以？ | 141 | 4 A4 | 441 |
| 410 | 入11 | l＇in |  | らing |
| 447 | $\cdots 11$ | 15゙， | 2？ | らいた |
| 1511 | 211 | 162 | 274 | らソヶ |
| 34 | 21＋ | 15ヶ | 3＊h | のガち |
| 51 N | ＞¢！ | 1ヵ7 | 24， | 723 |
| $49 入$ | ？ 27 | 入1 | 17 h | かりち |
| 169 | ＜12 | 161 | 273 | 403 |
| 389 | 341 | 179 | 347 | 993 |
| 213 | 274 | 177 | 471 | ¢93 |
| 410 | 273 | 144 | 79 | い0¢ |
| らQ6 | 213 | 141 | 1411 | 411以 |
| 2ら5 | 144 | 145 | 30 | 413 |
| 5.44 | 14 M | 131 | 20L | $\rightarrow 1.3$ |
| 1 PR | $1+7$ | $1+7$ | 434 | 413 |
| つ里4 | 172 | 汸 | 1117 | 4 ${ }^{\text {（1）}}$ |
| アフ¢ | 267 | 137 | 4 44 | 1006 |
| 316 | つった | $\cdots 0$ | いい | 1017 |
| 179 | $>12$ | 217 | 4 NH | 11）11 |
| ？ 77 | ？ $3 \cdot$ | 314 | $3 か 7$ | 1131 |
| 474 | 245 | 17 F | ＞！ | 1071 |
| 341 | ？ 4 ？ | 145 | 43 | 1077 |
| 2114 | 344 | 134 | 131 | 1177 |
| 177 | 句以 | 310 | 311 | 1154 |
| 504 | つ大， | P1＋ | 17 r | 1121 |
| 173 | ；39 | $\cdots 10$ | ， | 13115 |
| 20.3 | 入れら | 144 | ］hn | 1444 |
| 573 | $入 入$ | 153 | デ | 12＋4 4 |
| 41 | 347 | $1+1$ | 1＊4 | $14 \times 8$ |
| 101 | 341 | 134 | 1－4 | 1494 |
| 376 | 3， 2 m | 178 | 135 | 1517 |
| Ah | ＞1：2 | $1+1$ | 44 H | 1ヶたち |



| 124 | $\cdots \cdots$ | $1+1$ | づ？ | 36 |
| :---: | :---: | :---: | :---: | :---: |
| 403 | ＋\％ | $1 \begin{aligned} & \text { 1 }\end{aligned}$ | 入ね！ | 104 |
| 入17 | 1 | $1 \because 1$ | 3ハ） | 213 |
| －14 | 214 | 1 3） | －． 3 | P 3 |
| 204 | ＞$<$ | 1ヶち． | 6.4 | ，1 1 |
| $\cdots)$ | ＞11 | 173 | 63， | ？ 3 |
| ？ 411 | i） 4 | 123 | 4られ | ＞，${ }^{4}$ |
| \}い大 | 人积 | 153 | CA 4 | $\rightarrow$ ， |
| 304 | －2， | $1+3$ | 411 | ， 31 |
| ＋31） | $\cdots$ ） | 309 | 3n－4 | －36 |
| 1星， | ？¢n | －＞ | 172 | 3ら3 |
| 1］ 0 | ？しい | ＜13 |  | 3 3 |
| らんち | 317 | 11！ | 243 | アッの |
| 416 | 3117 | 1ヶ？ | $4+11$ | $3 \rightarrow 0$ |
| J Cin | 317 | 16t | $4 \times 7$ | $3+5$ |
| ¢5 3 | 317 | 154 | いおり | 3．つの |
| 175 | 313 | 175 | ちく， | 2．） 6 |
| 211 | 311 | 179 | ＋ | 4！11 |
| 44 | 2414 | 140 | らいて | 412 |
| 7h | ＞$>1$ | 194 | h11 | 4ちら |
| 6.33 | ？ 1 | 1.25 | 24ヶ | 430 |
| 大55 | ＞ 30 | 戸り？ | つ入1 | ちil |
| 1 2） | ＞3： | 110 | いく | らっ1 |
| 0.4 | $211 \cdot 6$ | 135 | 316 | 547 |
| 144 | ＞1！ | 161） | 24 | らリ゙ |
| 74 | 人4 | 17m | 10ヶ | 7？ 3 |
| 74 | －M | ，＞R | 144 | 74t， |
| 637 | 234 | ？14 | 401 | －11 |
| ムつい | 210 | 1ヶけ | 213 | 4y3 |
| 113 | 271 | 174 | 341 | －213 |
| Phol | 220 | 1ヶn | 304 | － 43 |
| ＋36 | 14n | ？ 31 |  | 以嵒 |
| h ${ }^{\prime}$ | $3>5$ | $1+3$ | 124 | らい？ |
| ？ 61 | 374 | $1+4$ | 3¢7 | 90？ |
| のいう | $2+14$ | 150 | 53\％ | 410 |
| Q 1 | 2！1 | 13n | $31)$ | 413 |
| 103 | アア4 | 13 H | ？${ }^{\text {？}}$ | 413 |
| 153 | $2!1$ | 130 | 4 94 | 413 |
| 46 | 入1 | 13， | 44 ？ | 913 |
| 65 | ，¢1 | $1 \cdot 1$ | 43 | Q $>_{4}$ |
| 411 | $入 15$ | $\xrightarrow{\prime \rightarrow}$ | 1 7 M | 474 |
| 1？ | 入？ | －1） | 6s | 1111 |
| ¢FM | 人 ${ }^{\text {a }}$ | $\cdots 1$ \％ | a？ | 103？ |
| 444 | $\cdots 1 \mathrm{~F}$ | 175 | 1ヶ1 | 1153 |
| 4 F | － 1 | 175 | 141 | 1077 |
| 1 AG | 入） 1 | 179 | 214 | 1117 |
| $10 \sim$ | 26，4 | 124 | 20） | 11）77 |
| 300 | 入った | 217 | 514 | 111） |
| 311 | 入け | 1ヵ1 | 入入？ | 1117 |
| 541 | $\cdots 13$ | 154 | $3!$ | 1 1 ？ |
| 654 | 2.44 | $1+3$ | 47 | 1．4．4．4 |
| らリち | ？ 36 | 144 | 135 | $1+74$ |


| 181 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 527 | 2．4．4 | 134 | 5 it | 149） |
| 343 | ，アn | 1 hu | $4 \cdot 2$ | 1ぢ1 |
| 51 | －3n | 174 | 1111 | $151 \%$ |
| 6i | （入） | 167 | らいく | 1ヶ11 |
| 41） | や入 | －0） 3 | 14 | 15ion |
| 40 F | 」1\％ | $1+3$ | ア114 | 1ちつか |



| $1 \times 0$ | ？ 14 | 1ヶ1 | 1． $\mathrm{ai}_{4}$ | in |
| :---: | :---: | :---: | :---: | :---: |
| hud | $\rightarrow$－$\rightarrow$ | 1－1） | 3264 | 36 |
| 4らい | ？ | $15 \%$ | 3．4 | 194 |
| 21： | 2 2 h | 151 | 4112 | 111\％ |
| 20フ | $\cdots 1$ | ，1 7 | 17） | 1ちらっ |
| 130 | 1：1m |  | 417 | 219 |
| $34 \cdot 3$ | 入11） | 170 | 41 | $\cdots>3$ |
| $\mathrm{OH}^{\text {a }}$ | $i>4$ | 124 | 4.4 | ${ }^{\prime} 1$ |
| fat | $\cdots \rightarrow$ | 1 41 | 3 3 | P） |
| らら゙ | つnu | 1ち？ | 154 | ＞ 31 |
| 111 | 275 | 150 | 441 | ？ 21 |
| 346 | 213 | 314 | 的 | 230 |
| 3 31 | 入ア | つ！ | 1117 | $\cdots 3 \mathrm{n}$ |
| 89 | $\cdots 15$ | ？ 3 | 3t．4． | ＞ 3 n |
| 「く1 | 231 | 「〉3 | 4 い ） | ？15 |
| 601） | 217 | 142 | 316 | こん1 |
| 309 | 27， | 1们 | いう！ | ノ 1ヵ |
| h46 | 2n4 | ，！ 7 | ＋3 | 353 |
| － 74 | 2 41 | 215 | 184 | 353 |
| 200 | 入り1 | 213 | 230 | 343 |
| 29 | ？いの | 17 n | －n 3 | 3．3n |
| 545 | ＞ 2 a | 1う1 | 150 | 411 |
| －77 | 人at | $1 \smile 1$ | 2201 | 43. |
| い16 | $\cdots+2$ | 167 | 317 | 434 |
| 707 | 311\％ | 170 | 131 | 4ち？ |
| 02 | シーア | 174 | 5， 4 | $4{ }^{4}$ |
| 634 | 331 | 1ヶn | ¢．6． | 4＇in |
| bof | 2いの | 171 | 711 | 471 |
| 674 | 入h 7 | 144 | －い | $4 \times 11$ |
| Afta | ？ 1 ？ | ？in | 49 | ＇）$\square^{\text {¢ }}$ |
| い74 | ， 225 | ，il） | 421 | －3， |
| 151 | $\cdots 1>$ | やり7 | 4，${ }^{2}$ | 勺\％ 7 |
| 44 | 310 | 16？ | 37 | 5.45 |
| 319 | ア入7 | 1ヶっ | 34.3 | の4？ |
| 413 | 入入？ | 16， 3 | いつら | nれて |
| 177 | つun | 170 | 1：1 | の97 |
| 270 | ？4 5 | 177 | $1{ }^{\prime} 4$ | 123 |
| HCO 4 | 314 | 1 in | －6， 0 | 791 |
| 263 | 2 31 | 134 | 4 x | rar |
| 2ら6 | $31+4$ | こ 16 | 1400 | Mot |
| 615 | $3 \therefore 3$ | －110 | $4>1$ | － 70 |
| 9 c | 34？ | 174 | 113 | H＋3 |
| 309 | 215 | 171 | 247 | H ${ }^{+1} 3$ |
| 512 | 275 | 156 | $3 \times 4$ | Hy3 |


|  |  | 182 |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 114 | 211 | 114 | 4.14 | 以い1 |
| 入nい | ＋1： | 144 | Til | 为） |
| 363 | $\cdots 1$ a | $1+11$ | 14.1 | 4！${ }^{\text {a }}$ |
| 4＇つい | 」14 | $1+7$ | 1－ | 113 |
| けいい | －110 | 1－5 | アらい | $+13$ |
| 373 | 174 | $3>0$ | $\cdots \cdots+$ | いう！ |
| －35 | 14t： | ？${ }_{\text {¢ }}$ | 624 | － ？$^{\text {a }}$ |
| 4ヶの | 24， | 1ら1 | 3.17 | 1．2） |
| らの？ | ？ | 132 | ． 175 | いく1 |
| 71 | 714 | 134 | $\bigcirc$ | 111.1 n |
| $5 ?$ | 277 | 135 | 444 | 11：11m |
| 640 | ア入） | 214 | 3ん7 | 1！1 1 |
| 71 | $\rangle>1$ | 1 出 | 1i？ | 1071 |
| 143 | 2 ， 2 | 1 ¢11 | ， $\mathrm{iai}^{\text {a }}$ | 1177 |
| 4 A？ | $9+5$ | 1 Mn | ？ 4 ？ | 1197 |
| 6］ 7 | $\cdots$ | $1+3$ | 474 | 1：171 |
| 180 | $21!$ | $1+1$ | 1，11： | 1197 |
| 253 | $\rightarrow$－1 | 314 | $4 ヶ 4$ | 11ヶ5 |
| ＞71 | 入f＂ | $\cdots 3$ | 10 | 1121 |
| $4 \mathrm{c} ; 7$ | 263 | 215 | い！ | 1121 |
| 923 | ＋2） | 1\％ | ト．， | $11 \times 1$ |
| \％o | 271 | ， 20 | $4{ }^{4}$ | 1つ入1 |
| アh |  | 125 | 4 m | 14 |
| GAG | $\cdots 3$ | 1ヶら | ，－4 | 1449 |
| 334 | 233 | $13+$ | 4 5 | 14ら4 |
| FAT） | 2， 4 | $1+2$ | $7{ }^{\prime}$ | 14.4 |
| hl0 | $34!1$ | 157 | $14_{4}$ | 1464 |
| F0\％ | 344 | 1ヶ！ | 415 | $1{ }^{1}+44$ |
| 671 | 341 | 1ヶ2 | いい？ | 1 CHCO |
| 203 | －4， | 14 n | らi？ | 14.44 |
| $35{ }_{5}$ | 234 | 1 21 | 1\％1） | 1517 |
| 643 3 | $2 i 4$ | 174 | 413 | 1517 |
| 70゙っ | $2+1$ | 724 | 411 | 1－3＋ |
| 70 | $2 \rightarrow 1$ | 1 1 | 4ati | 1ちられ |
| アアヶ | 230 | 1 in | h14 | リいつか |
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## A BRIEF DESCRIPTION OF THE NORTHEAST IOWA STUDY AREA

Northeast Iowa is located in the Corn Belt in the heart of the American Midwest. The study area includes 26 counties in the northeast corner of the State of Iowa and covers an area of 15,236 square miles. The area extends from south of Cedar Rapids 114 miles north to the Minnesota border and from west of Ames 180 miles east to the Mississippi River (see Map 1).

Even though in this study Northeast Iowa is considered to be a homogeneous agricultural region with little variation in either physical character or agricultural land use, diversity does exist. Relative to variations in the physical and agricultural landscape in other regions of the United States, especially in contrast to the differences between arid mountains and irrigated valleys in the West, the differences are more subtle. ${ }^{1}$

Northeast Iowa is an agricultural region with rich soil, good climate, and a favorable topography. The surface of the area is an undulating plain dissected by several tributaries of the Mississippi River that flow in broad parallel valleys

[^13]bordered by valley bluffs with rock outcrops. ${ }^{2}$ The roughest terrain in the area lies along the Mississippi River where glacial deposits are thin or have long been stripped from the hillsides by erosion. ${ }^{3}$

The soils in the area are the product of thick loess deposits which have been leached and are less fertile than the prairie soils, but sufficiently good to produce high yields. The best soils are in the southern portion of the area and as one moves north, especially into the Driftless Area along the Mississippi River, the so ls tend to be thinner, lighter, and less fertile. ${ }^{4}$

In an area as small as Northeast Iowa the climate does not vary significantly from one portion to another. The average annual precipitation varies from 30 to 36 inches with most occuring during the growing season. The warmest month, July, has a mean temperature of $74^{\circ} \mathrm{F}$ in the southern portion of the area and $72^{\circ} \mathrm{F}$ in the northern portion. From north to south there is less than a five day difference in the length of the growing season. 5 The variations in the heat and moisture resource in Northeast Iowa are such that climatic conditions do not place limits upon midatitude grain (particularily

2John H. Garland (ed.), The North American Midwest (New York: John Wiley, 1955), p. 105.
$3^{3}$ Salisbury, "Agricultural Productivity," p. 29.
${ }^{4}$ Garland, The North American Midwest, pp. 104-105, 147.
$5^{5}$ U.S., Department of Agriculture, Yearbook of Agriculture, 1941 (Washington, D.C.: Government Printing Office, 1941). pp. 862-872.
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corn) production. ${ }^{6}$
Agricultural productivity varies spatially from north to south in Northeast Iowa. Higher productivity per acre occurs in the southern portion of the region than in either the north or the northeast. Climatic resources of heat and moisture have little influence on the spatial pattern of agricultural productivity. Topography apparently has the greatest influence on agricultural productivity; flat land generally being more conducive to high agricultural productivity than rough, dissected land. When soil characteristics are taken into account with terrain differences, most of the variation in agricultural productivity in Northeast Iowa can be explained.?

Northeast Iowa is a dairy region with both hog and beef cattle production being an important part of the rural economy. Most of the crops harvested are feed crops which are largely fed to livestock on the farm. The dominant crops are corn, oats, and hay. Corn is the most important feed crop harvested in the region and is used as a grain to fatten both hogs and beef cattle for meat production and as silage which is a high quality, moist feed for dairy cattle. 8
> ${ }^{6}$ Salisbury, "Agricultural Productivity," p. 28. ${ }^{7}$ Salisbury, "Agricultural Productivity," p. 31. ${ }^{8}$ Garland, The North American Midwest, p. 146.

On most farms in the area livestock production is diversified with varying emphasis on dairy cattle, hogs, and beef cattle. Diversification in livestock production allows a farmer to spread his work load over a period of time and to reduce the risk as far as farm prices are concerned. With agricultural productivity being greater in the southern part of the area, particularly corn production, there is a tendency for hog production to be relatively more important in diversified livestock operations in the south. The difference in emphasis on hog production between the northern and southern portions of the area is a matter of degree rather than a difference in the type of farming.

The distribution of rural settlement, farm ownership, and standard of living tend to correspond with variations in agricultural productivity. Except for variations in rural population density along river valleys, in the Driftless Area along the eastern edge of the study area, and near larger urban centers most of the area has from 25 to 35 persons per square mile. There is a general tendency for rural population density and standard of living to be higher in the south and to decrease towards the north. 9 Farm size varies very little throughout the area but because of the high capital investment required in dairy operations the

[^14]$$
1
$$
proportion of farmers owning their own farm is slightly higher in the northern area. ${ }^{10}$

Even though the variation in agricultural productivity is not very great in Northeast Iowa, it is the key to understanding most of the economic diversity of the region. Relative to variation in physical and agricultural character in other regions in the United States, Northeast Iowa is a fairly homogeneous area.



[^0]:    7 Lawrence A. Brown, "Diffusion Dynamics: A Review and Revision of the Quantitative Theory of the Spatial Diffusion of Innovation," (unpublished Ph.D. dissertation, Northwestern University, 1966), pp. 7-l0; Hägerstrand, Innovation Diffusion as a Spatial Process, pp. 138-140.
    $8_{\text {For }}$ a brief review of the significance of interpersonal contact in the learning-adoption process, see Everett $M$. Rogers, Diffusion of Innovation (New York: The Free Press, 1962), pp. 138-140.

[^1]:    ${ }^{9}$ Hägerstrand, "On the Monte Carlo Simulation of Diffusion," p. 8.

[^2]:    ${ }^{13}$ Hägerstrand, "On Monte Carlo Simulation of Diffusion," p. 7 .

[^3]:    ${ }^{25}$ In construction of spatial diffusion models the transition mechanism is the modelling approach employed to account for movement from one location to another.

[^4]:    ${ }^{1}$ Some of the rules presented are similar to those of Hägerstrand, see, Hägerstrand, "On Monte Carlo Simulation of Diffusion," pp. 12-13.

[^5]:    ${ }^{2}$ Each farm that adopted a Harvestore System and the years of adoption is listed in Appendix D. This information was obtained from Mr. Robert Lyons at A. O. Smith Harvestore Products, Inc., Arlington Heights, Illinois. The exact locations of farms adopting the systems were verified by the local dealers; Iowa Structures, Cedar Falls, Iowa, and Skyline Harvestore, Nashua, Iowa.

    The diffusion of Harvestore Systems in northeast Iowa is plotted on Maps 4-39 in Appendix A. The even numbered maps record the location of each farm adopting the system in a particular year and the odd numbered maps record the location of all farms that have adopted the system up to the end of a particular year.

[^6]:    $3_{\text {When }} 999$ out of a sample of 1000 potential adopters accept in a simulation run it is clear that the sample is not large enough. Only 1000 different spatial patterns can occur:

    $$
    \frac{N!}{r!(N-r)!}=\frac{1000!}{999!1!}=1000
    $$

    Each of the spatial patterns is almost exactly the same as all the others.

[^7]:    ${ }^{4}$ The possible number of different spatial patterns that can result from a simulation where 395 out of 1000 potential adopters accept an innovation is almost infinite,

    1000!
    395! 605!

[^8]:    $9^{\text {The name, }}$ location, and 1960 population of all central places in northeast Iowa are listed in Appendix H. Also, see Map 2.
    ${ }^{10}$ Julian Wolpert, "Behavioral Aspects of the Decision to Migrate," Papers of the Regional Science Association, XV (1965), p. 161.

[^9]:    $9^{9}$ This discussion of the diffusion pattern is based On Simulation 2. Visual inspection of Maps $40-53$ provides most of the conclusions.

[^10]:    program SPACDIF. During the program testing several logic errors were detected and corrected. Given the theoretical model the program is logically consistent.

[^11]:    ${ }^{10}$ Carroll, SINDI 2, p. 196; Hermann, "Validation Problems," pp. 223-224.
    ${ }^{11}$ Hägerstrand, The Propagation of Innovation Waves; Brown, "Diffusion Dynamics," pp. 33-42; Hudson, "Diffusion in a Central Place System," pp. 45-68.

[^12]:    $1_{\text {Harvestore }}$ Systems dealers are located in Cedar Falls and Nashua, Iowa. These two dealers have exclusive sales and service rights to the northeast Iowa study area. Each dealer employes a number of salesmen to contact farmers in a one or two county area. The salesmen make personal contact with potential buyers, but it appears that the salesmen have not been a significant factor in persuading final adoption of the innovation. Salesmen function more as the agents who finalize sales after the decision to adopt has been made by the farmer.

[^13]:    ${ }^{1}$ Neil E. Salisbury, "Agricultural Productivity and the Physical Resource Base of Iowa," Iowa Business Digest, XXXI (1960), p. 27.

[^14]:    9U.S. Department of Commerce, Bureau of the Census, County and City Data Book, 1962 (Washington, D.C.: Government Printing Office, 1962), pp. 112-131.

