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ABSTRACT

CHANGES IN UNITED STATES COTTON YIELDS,

l939—l959——THE INFLUENCES OF WEATHER,

TECHNOLOGY AND ECONOMIC FACTORS

by

Kamal Ahmed El—Ganzoury

The main objective was to analyze the relative impor—

tance of factors related to past changes (1939—1959) in

cotton yields. The factors considered were: (1) pounds

of fertilizer nutrients per acre of cotton, (2) man—hours

of labor per acre of cotton, (3) number of tractors per

1000 acres of harvested cropland, (4) dollars Spent on gas

and oil per acre of harvested cropland, (5) proportion of

cotton acreage irrigated, (6) size of the cotton enterprise,

(7) relative changes in cotton acreage, (8) percentage of

total harvested crOpland in cotton, (9) value of land and

buildings per acre, (10) price of cotton for previous sea—

son, (11) monthly total rainfall, (12) monthly average tem-

perature, (l3) squared monthly total rainfall, (l4) squared

monthly average temperature, (15) monthly rainfall and tem-

perature interaction, (16) successive month rainfall inter—

action, (17) shifts in location of production among counties,

and (18) shifts in location of production among states.

Regression techniques employing a quadratic function

Of time to represent monthly weather data were the tools
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for the analyses. A combination of time series and cross—

sectional data were used, with the basic unit of observation

being the county in census years 1939, 1944, 1949, 1954 and

1959. A random sample of 258 counties represented the entire

U. S. cotton area. Three levels of analyses were applied,

i.e., state, regional and national levels. At the state

level, fifteen analyses were made, one each for North Caro—

lina, South Carolina, Georgia, Alabama, Missouri, Arkansas,

Tennessee, Mississippi, Louisiana, Oklahoma, East Texas,

West Texas, New Mexico, Arizona, and California. At the

regional level, four analyses Were made, one each for the

Southeastern, the Delta, the Southwestern, and Western Re-

gions.

Generally, the statistical analyses yielded coefficient

signs which would be expected, from an economic and tech—

nical point of view. The regional analyses were generally

superior to those at the state and national levels from the

standpoint of the size and the statistical significance

of the estimated coefficients. Moreover, the regression

results for technical and economic factors from the regional

analyses were more consistent internally and more meaningful

in terms of the technical and economic expectations than

those obtained from either state or national analyses.

The results for weather variables, particularly for rain—

fall, from regional analyses were consistent region to re—

gion.
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In the state analysesl results, the main problem was

the different signs and sizes of estimated coefficients

for the same factor in different states. However, the var—

iables used in the state regression models explained 46 to

84 percent of the variation in cotton yield increases.

In the national analysis, the coefficient of multiple de—

termination was smaller than that for regional or state

analyses, indicating some heterogeneity in the relation—

ships among the cross-sectionally combined states.

The results indicate that the increase in cotton yields

over the period 1939-59 was mainly imputed to three major

factors. These factors are: (a) increased use of fer—

tilizer, (b) shifts in location of production toward higher

yielding areas, and (c) time-related factors, i.e., those

factors which affected yields over time and were not expli—

citly included in the analyses, such as improvement in seed

varieties, production techniques and insect control.
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CHAPTER I

INTRODUCTION

In recent years, there has been a substantial in—

crease in the yield per acre of many of the major crOps

in the United States. This phenomenon has created some

problematic situations for agricultural researchers. Such

a phenomenal increase in major crop yields has prompted

agricultural researchers to investigate the different fac—

tors related to changes in yields of agricultural crops.

A large number of studies of crop yields have been made,

and most have been concerned with food crops. For instance,

wheat, corn, oats, and barley were investigated on a na-

tional basis by Johnson and Gustafson.l These same crops

were studied by other researchers on a state or regional

basis.2 Grain sorghums and soybeans were investigated by

Thompson,3 and there is a further study being carried out

 

1D. G. Johnson and R. C. Gustafson, Grain Yields and

American Food Supply (Chicago: University of Chicago Press,

1962).

2L. H. Shaw and D. D. Durost, The Effect of Weather

and Technology on Corn Yields in the Corn Belt, 1929—62,

U.S.D.A. Econ. Rpt. 80, July, 1964.

 

 

 

 

3L. M. Thompson, “Evaluation of Weather Factors in

the Production of Grain Sorghum,“ Agronomy Journal, Vol.

55 (1963), 182—185.

 



on the former

concerned wit

basis, even 1

crops in the

of the most

Therefore, i

on a state,

pointed out

developed 11

yields in 0-

AS mer

in the cott

interesting

increase '1;

HOW muCh t

prices Whi

Chem9es ir

Questions

Policy, 1

has been

Wing b

\

4

SorghUm: ll

Yet Comp]



on the former crOp by Abel.4 But, few studies have been

concerned with cotton yields, particularly on a national

basis, even though cotton is one of the most important cash

crOps in the United States, and cotton production is one

of the most important enterprises found on American farms.

Therefore, it was decided to investigate U. S. cotton yields

on a state, regional, and national basis. It should be

pointed out that the knowledge acquired and the methods

developed in this study may be helpful in analyzing cotton

yields in other countries.

The Problem
 

As mentioned, there has been a phenomenal increase

in the cotton yield per acre, which has introduced many

interesting questions, such as: How much of this dynamic

increase in cotton yields can be attributed to weather?

How much to technological advance? How much to favorable

prices which may lie behind changes in technology and some

changes in the areas of production? The answers to these

questions have very important implications for agricultural

policy. For instance, if the increase in cotton yields

has been the result of improved technology. policies of

cutting back cotton production are likely to require more

4F. Abel, ”A Study of Change in Yield per Acre in Grain

Sorghum," (Ph.D. Thesis at Michigan State University, not

Yet completed).
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acreage reduction than originally contemplated. On the

other hand, if the increase in cotton yields has been the

result of favorable weather, then the presumption is that

averaging will essentially occur; so there is no need to

contemplate other policies.

Objectives
 

The main objective of this study was to analyze the

relative importance of the following factors related to

 

past changes in yields per cotton acre;

1. Weather

2. Fertilizer

3. .Mechanization

4. Labor

5. Irrigation

6. Shifts in production

7. Value of land

8. Price of cotton

Cotton and Climate

Cotton is considered a warm climate crOp. It is

generally agreed that the climatic requirements for suc—

cessful commercial production of cotton are a mean annual

temperature of not less than 600F., a frost—free season

of 180—200 days, annual rainfall of not less than 20 and
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: more than 75 inches.5 "In the United States the most

rorable conditions for cotton production are a mild Spring

;h light but frequent showers; a moderately moist summer,

7m both day and night so as to maintain even and contin—

1s growth and fruiting; and a dry, cool, and prolonged

:umn. Cold weather with rain in the spring may rot the

ad in the ground, retard the growth of the seedlings,

favor seedling diseases. Too much rain during the grow—

; season causes the development of surface roots at the

 

>ense of the deeper roots. This results in wilting and

adding of leaves and bolls if the weather turns very dry

the summer."

Egon Regions
 

Cotton is currently grown in twenty states. ”Cotton

-t is bounded on the north by the frost line which marks

a northern limit of 200 day frost—free growing season

i a mean summer temperature of not less than 7OOF., the

ea dips irregularly to the south around the higher alti—

ies of the southern Appalachian to the north again in the

J elevations of Mississippi and then tends to the south—

st in response to both inadequate rainfall and low tem—

5U. S. Department of Agriculture, 1941 Yearbook of

ZAQU1ture: Climate and Man, p. 34.

6Ibid., p. 353.
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On the east and south the cotton belt is fringed

rOpical border, beginning at the Carolinas and fol—

round the Gulf including practically all of Florida."7

ever, the United States Cotton Belt usually is divided

,r regions. An area extending from North Carolina

South Carolina, Georgia, and Alabama is referred

.e Southeast Region. Westward the broad delta or

~ttom areas along the Mississippi River and tribu—

n Tennessee, Missouri, Arkansas, and Louisiana is

the Delta Region.8 The third region is the South—

ion, including Oklahoma and Texas. New Mexico,

and California are known as the Western Region.

~r the last three decades, substantial shifts in

.creages and production occurred among those four

On the basis of the United States average cotton

.on and acreages (1930—34), the Southeastern Region

L 29 percent with 24 percent of the total cotton

Another 29 percent was produced by the Delta

'ith 27 percent of the acreage. Oklahoma and Texas,

Louthwestern Region, produced only 38 percent on

ent of the acreage. And, 3 percent was produced

Y. Patil, “A Study of Recent Changes in Cotton

.on Pattern and Techniques in the United States and

>plicabi1ity to Indian Conditions.” (unpublished

: Thesis, Michigan State University, 1955), p. 21.

>id.
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Western Irrigated Region with only 1.3 percent of

eage.

wever, all these figures have been substantially

over time. On the basis of the United States aver—

ton production and acreages (1960-64), the South-

Region has been producing only 14 percent from 16.5

of the total cotton acreage, whereas the Delta

has produced 33 percent from 28 percent. Oklahoma

as have produced 33.6 percent from 45.3 percent.

Western Irrigated Region, the percentage of cotton

ion and acreages has been substantially increased

9.8 and 9.3 percent, reSpectively, of the United

cotton production and acreages. A large part of

crease in the cotton production of the Western Region

to expanded cotton production in Southern California

thwest Arizona after 1950.9

Yields

gures 1—A and l—B Show the trend for the United

average yield per acre of cotton in the period

. This trend for the whole period can be divided

0 distinct linear patterns. The first period is

00 to 1933. The trend during this period was down—

.S.D.A., E.R.S., Agr. Econ. Rpt. No. 99, Costs and

ng Upland Cotton in the U.S., 1964, September 1966. 
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Figure l-A. United States Average Yield per Cotton Acre

(19OO=1933)
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Figure leB. United States Average Yield per Cotton Acre

(193u»196A)
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with a very slight slope as shown in Figure lmA. The

: squares line of the best fit decreases very slightly

1e rate of 0.45 pound per year.10 The fluctuations

: trend were relatively small as compared with the later

3d. The second distinct period begins in 1934 and runs

364. Throughout this period the trend was upward with

Latively sharp Slope as shown in Figure 1—B. The least

res line of the best fit rises at the rate of 9.01 pounds

gear.ll Hence, all emphasis in this present study is

:ed to the second period in which a substantial increase

)tton yields has occurred.

10 Y = 178.6 — 0.45X.

1
"
"

[
—
4

>

= 177.6 + 9.01X.
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CHAPTER II

REVIEW OF LITERATURE

large number of crOp yield studies have been made.

.ve been concerned with food crOps. However, the

nal crOp yield studies related to the present study

reviewed as the following two groups:

 

1. Studies employing the weather

index approach.

2. Studies which attempt to establish

direct relationships between weather

variables, temperature, rainfall,

etc., and yield.

example of the first grOUp of studies is that by

gs.l He developed indexes of the influence of wea—

ing a plot data approach. The method, which was

q

rlier by Johnson‘ and Hathaway3 is essentially this:

. L. Stallings, “Indexes of the Influence of Weather

:ultural Output" (unpublished Ph.D. Thesis. Michigan

riversity, 1958).

L. Johnson, Burley Tobacco Control Program, Ken—

;r. Exp. Sta. Bul. 580, 1952.

E. Hathaway. The Effects of the Price Support Pro—

rthe Dry Bean Industry in Michigan, M S.U. Tech.

', 1955.

—10—  
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experiments where practices have been controlled,

i~year variation in yield data is due primarily to

'. A trend is fitted to the data to describe the

'ariation due to changes in factors which were not

)nstant, such as soil conditions or changes in farm—

Lcticesa The influence of weather is then measured

L year as that year's actual yield as a percentage

computed trend yield. For example, if for 1930 the

'ield is 40 bushels per acre and the actual yield

 

>ushels, the weather effect would be measured as 125.

2r words. yields in 1930 were 25 percent higher be-

)f favorable weather. A weather index value of 100

-ndicate a year where the trend yield and actual

ire identical.”

1e question that might be raised about this method

2 sampling problem” common to many index number con—

-ons. That is, are the locations and the data used

. 5 , . _

representative? ALSO, in this method, control

for yield eXperiments are used where technology is

>nstant,

1is method was modified by Shaw and Durost in their

>f the effects of weather and technology on corn

I.S.D.A., ERS—72, Measuring the Effects of Weather

LVOutput, October 1962, p. 2.
 

'ohnson and Gustafson. Op. ClE_.
e...” - “29!.-__
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-12-

in the corn belt.6 They used data from variety

est plots where technology is not held constant.

tatistical model was based on time series data

2). Their study led them to the conclusion that

agy was introduced in two stages during a period

5 1942, and a period after 1954. Also their study

wn that through the use of better varieties of corn

roved cultivation and fertilization practices, man

uced variation in yields in both good and bad wea—

other example of studies employing weather index

h is that by Heady and Auer.8 Their study was deal—

h the imputation of crOp yield and production in—

among several variables or technologies for corn,

oats, barley, soybeans, cotton, grain sorghums, and

y. Their statistical models were based on time

data (1939—60). They estimated production functions

8 by states. The independent variables for tech—

were: an index of variety. fertilizer rate, index

acreage, and a time variable to represent other

of technology. The weather variable was an index

haw and Durost, op. cit,

Lbid., p. iv.

' O. Heady and L. Auer, “Imputation of Production

inologies," Journal of Farm Economics, Vol. 48, No.

1966).
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ier calculated from data on eXperimental and test

Concerning cotton yield analysis, their study led

the following conclusions: fertilizer and variety

nents had fairly large positive effects on cotton

per acre. An increase of 42 pounds was imputed to

zer and 35.5 pounds to variety improvement. Pro—

location had a negative effect during part of the

ar II and post—war periods when acreage expanded,

Lly in the Southern Plains, where an additional 5.8

acres were planted between 1950 and 1951. But,

11y about half of the United States cotton produc—

3 included in their analysis of cotton yields, much

:otton yield increase due to shifts from lower yield—

ieties in the Southeast to irrigated cotton in the

at was not considered, and the overall picture was

plete.

..aa second group of studies attempts to establish

relationships between weather variables, temperature,

1, etc., and yield. However, from the many studies,

asponsible for shaping the ideas of this present

an be very briefly reviewed as follows.

W. Smith, in 1914, studied the effect of weather

yields,lO By using simple correlation, he deter—

eady and Auer, Op. cit;, p. 319.

. W. Smith, "The Effect of Weather Upon the Yield

" Monthly Weather Review, Vol. 42 {1914), 78-87.

I
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e most important weather factors in corn production

He found that: "the controlling weather factor

reat corn—growing districts of the United States

all . . . . If the rainfall for calendar months

dered that for July has a far greater effect upon

yield than rainfall for any other month.“11

lace, in 1920, made an important contribution to

inderstanding of corn production and weather factors

Dying linear regression techniques.12 He was one

first to use multiple regression methods to predict

elds from selected weather variables. His study

to the conclusion that: “Careful examination of 
, temperature, and corn yield data in the various

1t states leads to the belief that while that the

of correlation coefficients is very useful for pre—

[ examination of the data, and while this method

airly good predicting formula in the southern part

:orn belt, yet it is not at all well adapted to the

1 part of the corn belt, . . . . The relationship

corn yield and July temperature, for instance, is

.ctly linear . .“13

bid., p. 87.

. A. Wallace, ”Mathematical Inquiring Into the

f Weather on Corn Yield in the Eight Corn Belt

Monthly Weather Review, Vol. 48 (1920), 439—56.

bid., p. 445.
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her, in 1924, studied the influence of rainfall

yield at Rothamsted, and introduced a new tech—

This technique is to fit a polynomial function

to a set of weather data representing successive

me periods within the growing season.15 The main

e of Fisher's technique is to incorporate a priori

that the effect of each weather factor on yield

gradually from month to month. Clearly, the num—

eather variables used in this technique is less

the conventional regression technique; thus the

. . , 2 .

correlation coefficient (R ) is reduced. However,

lts are more consistent with a priori notions of  
ss over time in the weather effects on crOp yields.

1928, Kincer studied the relationship between wea—

1dition and the cotton boll weevil.l6 Yet he made

ipt to measure the part of variation in cotton yields

>oll weevil damage. B. B. Smith also made several

concerning cotton production. In his study of the

iship between cotton yields and weather, he made

'esting analysis to estimate that part of variation

A. Fisher, "The Influence of Rainfall on the

Wheat at Rothamsted,“ Philos0phica1 Transactions

gyal Society of London, Vol. 213, pp. 89—142, 1924.
 

. H. Sanderson, Methods of CrOp Forecasting (Cam—

Harvard University Press, 1954).

 

B. Kincer, “Weather and Cotton Boll Weevil,"

fleather Review, Vol. 56 (1928). 301—304.
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tton yields due to boll weevil damage.17

In 1936, a study of corn yield and climate in the corn

as made by Rose.18 He used correlation methods on

for 55 corn belt counties, and found that no Specific

tic factor gave significant correlation for all parts

e corn belt.

In 1940, Davis and Pallesen used Fisher‘s technique

tting polynomial function to weather data to study

ffect of rainfall and evaporation during the growing

on yields of corn and Spring wheat.l'9

In 1941, Ezekiel used multiple curvilinear regression

iques to study weather and corn production.20 He used

verage summer temperature, monthly total rainfall for

hree summer months and combined production of eight

5 to capture the effect of weather on corn yields.

In 1942, Houseman used curvilinear regression tech—

to determine the period of the growing season when

.—

l . . . .

7B. B. Smith, "Relation Between Weather Conditions

Leld of Cotton in Louisiana," Journal of Agricultural

:ch, Vol. 30 (June, 1925), 1083—1086.

L8J. K. Rose, “Corn Yield and Climate in the Corn Belt,"

gphical Review, Vol. 26 (January, 1938). 88—102.

'9F. E. David and J. E. Pallesen, “Effect of Amount

.stribution of Rainfall and Evaporation During the

19 Season on Yields of Corn and Spring Wheat,“ Jour—

igAgricultural Research, Vol. 60 (1940), 1—23.

 

 

O .

M. Ezekiel, Methods of Correlation Analysis (New

1941).
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rease in rainfall or temperature was most favorable

t damaging.21

n 1943, Hendricks and Scholl used multiple linear

sion techniques to study the joint effects of tem—

re precipitation on corn yields.22 They used monthly

11, monthly temperature and monthly rainfall—tempera—

nteractions as weather variables to measure the effects

ther on corn yields. Their study led them to the

sion that high temperatures are damaging to the crop

ccompanied by low levels of rainfall, and beneficial

rainfall is excessive.

‘ulmer and Botts, in 1951, studied the factors influ—

l cotton yields and their variability in the upper

>nt of South Carolina and Georgia and Rolly Plains of

in Texas.23 In their study, the farm was taken as

>servation unit, and the multiple correlation technique

Led to measure the effect of some technical and econ—

?actors on the changes in cotton yields among farms.

Lecently, Runge and Odell studied weather and crOp

._

1E. E. Houseman, Methods of Computing A Regression

31d on Weather, Iowa Agr. EXp. Sta. Research Bul. 302,
 

2W. A. Hendricks and J. C. Scholl, The Joint Effects

[perature and Precipitation on Corn Yields, North

.na Agr. EXp. Sta. Tech. Bul. 74, 1943.

3J. L. Fulmer and R. R. Botts, Analysis of Factors

gncing Cotton Yields and Their Variability, U.S.D.A.,

Bul. No. 1042, 1951.
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relationships. In 1958, they studied weather and

’ields.24 In 1960 they studied weather and soybean

.25 In both studies, they fitted a polynomial func—

f time to capture the weather effects on corn and

.n yields.

'ohnson and Gustafson in their study of grain yields,

.n aggregate analysis.26 The analysis was essentially

sectional with states being the unit of observation.   ised the following technical variables: fertilizer,

 

, mechanization, variety index, summer fallows, value

.d, total crOpland harvested, and irrigation. The

leather variable was the average annual precipitation.

conclusions on the effect of the weather agree with

drawn from a study of weather and technology in corn

>ybeans production by Thompson.27 These conclusions

that yields were adversely affected by weather in

irly fifties and favorably affected by weather in the

 

‘ I
4E. C. A. Runge and R. T. Odell, "The Relation Between

>itation, Temperature and the Yield of Corn on the

imy South Farm, Urbana. I11.“ Agronomngournal, Vol.

’58), 448—454.

5E. C. A. Runge and R- T. Odell, “The Relation Between

>itation, Temperature and the Yield of Soybeans on the

imy South Farm, Urbana, Ill." Agronomy Journal, Vol.

’60), 245-247.

 

 

Johnson and Gustafson, op. cit.

.7 ,
L. M. Thompson, Weather and Technology in Produc—

3£_Corn and Soybeans, CAED, Rt. 17, Iowa State Univer-

1963.
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ties.

e recently, the most important studies which have

ducted where direct weather variables have been

adjust yields are those by Thompson. He studied

tionship between weather and production of wheat28,

rghumszg, and corn and soybeans30. Monthly total

ation, monthly average temperature, and monthly

ation—temperature interactions for the principal    
if the growing season were used as weather variables

[re the weather effects on yield per acre.

the present time, Abel is conducting a study on

:rghum.31 His study is concerned with deve10ping

Sal production function for grain sorghum, and mea—

;he influence of weather, technology and location

iction on per acre yields of grain sorghum, by using

.on analysis. The independent variables for tech—

ire: acres of grain sorghum harvested per farm,

Spent on gas and oil per acre of cropland harvested,

.. M. Thompson, "Evaluation of Weather Factors in

.uction of Wheat,“ Journal of Soil and Water Conser—

Vol. 17, No. 4 (July and August, 1962).

.. M. Thompson, "Evaluation of Weather Factors in

on of Grain Sorghums,“ Agronomy Journal, Vol. 55

182—185.

ee Reference No. 27.

. Abel, ”A Study of Changes in Yield Per Acre in

.rghum," (Ph.D. Thesis at Michigan State University,

completed).
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acres of crOpland harvested per tractor, prOpor-

rain sorghum irrigated, man—hours of labor per

ads of nutrients applied per acre, acres cultivated

llow, and value of land per acre. For weather

, Abel is fitting a polynomial function of time

3f weather data representing successive Short time

weeks) within the growing season.

present study represents an attempt to identify

t relationships between certain weather variables

3 yields. This approach was chosen for the fol—

asons:

It is possible to determine which, if any,

weather factor is limiting production.

This technique can be used on any crOp and

with any kind of observation units and does

not depend upon the availability of a Spec—

ially constructed weather index.
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CHAPTER III

CONCEPTUAL FRAMEWORK AND TECHNIQUES

f Study

ne whole United States cotton area was taken as the

tion. For the purpose of analysis, this cotton area

vided into four regions: Southeast, i.e., North

 

na, South Carolina, Georgia, and Alabama; Delta,

, Missouri, Arkansas, Tennessee, Mississippi, and

ana; Southwest, including Oklahoma and Texas; and

namely, New Mexico, Arizona, and California.

ince a smaller area presumably has the advantage of

r homogeneity of production techniques, weather, tOpo—

I soil and climate, each state of the above fourteen

was analyzed separately. Moreover, Texas was divided

vo parts——eastern and western Texas——and each part

asidered as a separate state.

1Q_Observation Unit

1e county was the basic geographical unit of this study.

ioice limited data to the agricultural census years

1944, 1949, 1954, 1959), as they were the only years

-ch there were reasonably complete and consistent data

-21-  
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ities. A combination of time—series data and cross—

data was used in this study. The reasons for select—

se years can be summarized in the following points:

Although data on cotton yields were available

prior to 1939, the data on the other variables

were not.

Major changes in technology appear to come

often Since 1939.1

g_Method
 

mentioned, the county was taken as the observation

this study. Since the number of counties growing

cres or more of cotton_in 1959 was 676,2 and since

ion of data on the variables associated with each

was too arduous, it was decided to sample. The samp—

thod was as follows:

On the basis of the harvested cotton acreage

in 1959, all counties harvesting 1,000 or

more acres of cotton constituted the uni—

verse. The total cotton acreage of these

676 counties represented 94 percent of the

M. Thompson, "Evaluation of Weather Factors in

iuction of Wheat," Journal of Soil and Water, Vol.

4 (July and August, 1962).

e Table l.
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United States cotton acreage in 1959.3

The sample was constructed by randomly

selecting 40 percent of the counties in

each state except that at least 8 and no

more than 45 counties were selected for

each state. The eight counties were used

as minimum because the number of counties

which grew 1,000 or more acres of cotton

in 1959 was only 8 in some states.

The total number of counties chosen by the

above method to represent the whole cotton

area was 258; the distribution of these

counties is Shown in Table 1.

.Analyses
 

as different levels of analyses have been made.

each was used for the same purpose of measuring

cts of different factors related to past changes

n yields per acre, each part was devoted to a dif—

evel. The state analyses were made first, and will

ssed in Chapter IV. On a more aggregate level,

nd part was used for the regional analyses which

introduced in Chapter V.

S.D.A., 1959 Census of Agriculture, Vol. 1, Parts

8, 31—37, 42—43, and 48.

    



Table l. NI

oi

State

North Caro:

South Caro

Georgia

Alabama

Missouri

Arkansas

Tennessee

Mississip

Louisiana

Oklahoma

Texas

New Mexi.

AriZona

Californ

\

F

\

\70

 



 

-24-

1. Number of Counties that Grew 1,000 Acres or More

of Cotton in 1959, and the Number of Counties

Selected in Each State

 

 

 

 

Number of Counties Number of Counties

e That Grew 1,000 or Selected in

More of Cotton Each State b

Acres in 1959 a

Carolina 42 17

Carolina 44 18

a 75 30

a 65 26

ri 27 11

as 73 29

see 8 8

sippi 45 18

ana 32 13

ma 47 19

192 45

xico 8 8

a 8 8

rnia 10 8

Total 676 258

 

aSource: U.S.D.A. 1959 Census of Agriculture,

01. 1, Parts 17, 26—28, 31—37, 42-43, and 48.  
bSee Appendix B for names of counties selected.
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hese first two parts of state and regional analyses

he basis for the third and final part. They were

S a guide for selecting an adequate procedure for

al analyses which will be discussed in Chapter VI.

ing the Variables
 

he dependent and independent variables which were

into the different regression models used in this study

sted and described with some emphasis on the basis

lecting these factors, as follows:

e dependent variable:

e single dependent variable which was considered in

is study was the county average yield in pounds of

tton lint per acre of cotton harvested.

e independent variables:

Technical and Economic Variables:

(a) Pounds of fertilizer nutrients per acre of cot—

ton:4

This variable was included, since it is well

known that fertilizer is one major input in

cotton production. Thus, it is eXpected that

fertilizer has had a major effect on changes

Available only on a state basis.
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in yields per acre of cotton.

(b) Man—hours of labor per acre of cotton:5

This variable was included to measure the effect

of changes in labor used per acre on yields.

It is believed that this factor has had some

inverse relationship with yields. In other

words, it is expected that as man-hours of labor

per acre have decreased in the last three decades

as the result of extensive mechanization, the

 
yields per acre of cotton have increased. How~

ever, Johnson and Gustafson in their study of

grain yields found that the decrease in the

man-hours of labor were just offset by the in—

creased mechanization and the net effect on

yields per acre was negligible.6 Thus, it is

 eXpected that the net effect of the combined

mechanization and man—hours of labor variables

have had a minor effect on yield.

(c) Number of tractors per 1,000 acres of harvested

crOpland, and

(d) Dollars Spent on gas and oil per acre of har—

vested crOpland:

These two variables were included as a possible

ailable only on a state basis.

inson and Gustafson, op. cit.
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approximate indicator of the extent of mechan—

ization. Mechanization can affect yields by

timeliness of Operations, and in other ways.

Thus, one could eXpect that, as mechanization

increases, the yields per acre increase. Since

it is known that the mechanization of cotton

has proceeded rapidly during the last three

decades, it is eXpected that this has had some

effect on increasing yields of cotton.

PrOportion of cotton acreage irrigated:

On the basis of the fact that irrigated land

yields significantly more than non—irrigated

land, it is expected that as the proportion of

cotton acreage irrigated increases, the yields

per acre increase.

Size of the cotton enterprise:

This variable was included to measure the effect

the scale of Operations has on yields per acre.

It is eXpected that more Specialized equipment

is used as the size of cotton farms increases.

Then, one could say that while the effect of

increased mechanization is measured explicitly

by the above two variables (c) and (d), the

effect of a Shift to more Specialized equipment

is measured by this variable.

Relative changes in cotton acreage:
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This variable was included, since it appears

reasonable that an increase in acreage should

result either in land less well adapted to cot-

ton production being added or in farmers with

less management skill in cotton production

entering production. In either case, increased

acreage should result in a decrease in average

yield per acre and vice versa. Hathaway in his

study on the dry bean industry in Michigan intro—

 

duced the same argument in selecting Similar

factor in fitting a yield model.7 On this basis,

one could say, since cotton production requires

high quality land with high management skill,

then as total cotton acreage decreases, one

could expect that higher quality land will be

kept and higher yields per acre will be obtained.  
(h) Percentage of total harvested cropland in cotton:

It is believed that this figure can be taken

as a possible indicator of the comparative ad—

vantage for cotton in Specific areas. In other

words, if this percentage is high in a certain

county, it indicates that that county has a com—

parative advantage for cotton relative to other

harvested crOps. Thus, it is expected that

E. Hathaway, Op. cit.
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this value has had some positive relationship

with cotton yields per acre.

Value of land and buildings per acre:

This variable was included because it is believed

that value of land reflects the basic produc—

tivity of land. Thus, this variable is expected

to estimate the relationship of land productivity

and yields per acre. Moreover, Johnson and

Gustafson used this variable as an independent

factor in analyzing grain yields. In this re—

Spect, they argue: “There has been fairly wide

variation, among States, in the changes in land

values which occurred between the two periods

under study. One would expect, on economic

grounds, that such changes would have some effect

on yields, to the extent that yields are sub—

ject to human influence. If, in an initial

period, farms are being operated more or less

optimally, or ”in economic equilibrium,“ and

then the cost of land increases, everything else

remaining the same, either yields must be in—

creased to maintain the equilibrium, or the crOp

will no longer be grown. Of course, we know

that 'equilibrium' as used in economic theory

never exists perfectly, but it is reasonable

to hypothesize that there is a tendency to move
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toward it."8 At the same time, traditional

economic theory and the concepts of land eco—

nomics argue that an increase or decrease in

yields and economic value will be capitalized

into higher or lower land values. Thus, the

statistical model used here Operates as if land

values affected yields, while the economic model

would argue that yields affect the value of

land and buildings. Independence and dependence

 
in the statistical model do not require formal

cause-effect relationships, except in the Spe-

cific mathematical balancing of data fitted to

formulas. Johnson and Gustafson apparently are

arguing that motivation may be influenced by a

rise in land values.

 (j) Price of cotton for previous season:

The inclusion of this variable can be eXplained

in the following way: “Production economics

assumes that if the expected price to be received

for a commodity increases, an increase in the

rate of variable inputs and higher yields should

"9 ' ' ' '
result. It is believed that a major element

of the eXpected price to which cotton producers

  

     

nson and Gustafson, 9p. cit., p. 72.
g
 

haway, Op. cggp, p. 30.
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respond, is the price received in the previous

season. Thus, it is eXpected that this variable

had fairly large positive effects on cotton

yields per acre.

Weather Variables:

(a) Monthly total rainfall.

(b) Monthly average temperature.

(c) Squared monthly total rainfall.

(d) Squared monthly average temperature.

(e) Monthly rainfall and temperature interaction.

(f) Successive month rainfall interaction.

By having the above six weather variables for each

month of the growing season, then the weather var—

iables for the whole growing season were 53. When

all these weather variables were included in the

initial regression models used in this study, the

estimated regress;on coefficients for these variables

were not consistent with a priori notions that the

effect of each weather factor on crop yields changes

gradually from month to month. Hence, it was decided

to transform these monthly weather variables (53)

to new variables (18), by employing a quadratic

function of time to monthly weather data. This

was accomplished by defining the new weather vari—

ables as weighted sums of the old variables, e.g.,

 

 

 



  
10

Sander



-32-

P

z = E z
10 p=1 p

P

Z = Z pZ
ll p=l p

P

Z = Z phZ
12 p=l p

where 21’ 22, . . . Zp were the original obser—

vations for one variable, say monthly total rainfall,  
monthly average temperature, or squared monthly

10, 211, and 212 were the new

variables.10 The number of periods P, is 9 for all

total rainfall, and Z

but the successive month rainfall variables where

it is 8. Clearly, the multiple correlation coeffi—

cient (R2) was less than for the initial regression

 models, but the results were more consistent with

a priori notions of smoothness over time in the

weather effects on crop yields.

However, the weather variables were included

in the regression models to measure the effect of

weather on yields per cotton acre. The data on

yields of cotton harvested, Show great variation

in both cross~section and time series. Then, it

iis process is discussed in greater detail by Fred

an in his book, Op. cit.
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is expected that major parts of the variation have

been caused by weather factors while a large part

of trend has been caused by technical and economic

factors.

Rainfall and temperature were included as the

weather variables because they are the dominant

meteorological influences in yields, and because

data on rainfall and temperature were readily avail-

able.

 

The Squares of weather variables (monthly tem—

perature and rainfall) were used, Since many studies

have Shown that crOp yields were curvilinear instead

' ' ' 11 uof linear functions of weather variables. In

linear regression it is assumed. for example, that

each additional inch of rain in July would have the

same effect on yield as the first inch. This is

not the case, however. because each additional inch

has less effect until a point is reached where addi—

' ' 1 ' u 12

tional rain may actually reduce yields.

Also, the interaction between monthly tempera-

ture and rainfall and the interaction between rain—

fall for successive months were included in this

M. Thompson, Weather and Technology in Production

and Soybeans, CAED, Rep. 17. Iowa State UniverSity,
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study, since Hendricks and Scholl used such inter-

actions in their study of the joint effects of tem—

perature and rainfall on corn yields, and they ob—

tained valuable results.l3

Dummy variables:

Two different sets of dummy variables were used for

the national analyses. One set was concerned with

time and the other was concerned with location.

 

The set of dummy variables for time was used to

measure the effect of factors that changed over

time and were not considered in the national regres—

sion analyses. Thus, factors such as improvement

in varieties, improvement in production techniques,

and improvement in insect control can be recognized.

The dummy variables for time were five. one for each .

year included in this study. To obtain non—singular 1

matrix and allow estimation of the parameters built

in the models, the dummy variable for l939 was drOpped.

The second set of dummy variables concerned with

location were 31, one for each economic sub—region.

The dummy variable for economic sub—region No. 16

was dropped to avoid singular matrix. The main

A. Hendricks and J. C. Scholl, The Joint Effects

rature and Rainfall on Corn Yields, N. Carolina Agr.

., Tech. Bull. 74. 1943.
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objective of this second set of dummy variables

was to group the counties into relatively homogen-

eous production areas so the basic production dif-

ferences that persist over time might be measured.

: this point, it seems necessary to point out that

E the above technical and economic variables were only

ed in the initial regression models, but dropped in

nal models which will be discussed in the following

rs. These variables were proportion of cotton acre-

rrigated, number of tractors per 1,000 acres of har—

cropland, percentage of cropland harvested in cotton,

tton prices for previous season.

'he irrigated cotton land was used only in the western

, namely, New Mexico, Arizona, and California, and

he whole period of study, all cotton acreages in these

states were irrigated. This means that proportion

ton acreages irrigated was constant over the whole

of study. Hence, this variable was drOpped from

nal models to obtain non—singular matrix and allow

tion of parameters.

he other three variables, number of tractors, percent—

crOpland harvested in cotton, and cotton prices, were

 

d from the final models because of high correlation

n each of these three variables and some other tech—
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and economic factors.14 Thus, the reason of drOpping

:hree variables was the existence of multicollinear-

Dblem between these variables and some other technical

>nomic factors. However, it seems useful to give

pace for discussion of the multicollinearity problem.

gllinearityjproblem
 

problem of multicollinearity arises when some or all

explanatory variables in a relation are so highly

 

ated that it becomes very difficult to disentangle

separate influences and obtain a reasonably precise

te for their individual effects. When this problem

'sent the variances of the estimated coefficients in—

2. Of course, lack of statistical significance is not

  

  

  

  

    

  

 

  

   

   

. due to the multicollinearity problem. Johnson and

ison argue: “Lack of statistical significance in an

.te might be due to one or more of several things:

 
e true effect of the variable may really be zero or

ible: (2) the true effect may not be zero but may be

ll that it is submerged by the random or unexplain—

ariations in the dependent variable: (3) the true

Some examples of the high correlation between these

les and other variables are the following, found in

Carolina data. The simple correlation between cotton

for previous season and either fertilizer nutrients

d per cotton acre or man-hours per cotton acre were

d -.92, respectively. See Appendix C.
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may be obscured by (a) imprOper Specification of the

(b) inadequacy, inaccuracy, or insufficiency of avail—

ata, (c) high intercorrelations among the explanatory

"15

-es.

>wever, simple correlation coefficients among each

E variables used in this study have been estimated,

ase have indicated the existence of multicorrelinear—

Dblems among some variables.

ie method used in this study to examine the effect of

 

istence of multicollinearity problem among some var—

, and to improve the estimated coefficients of other

les, was simply running regression models alternately

ng (or adding) some independent variables and observ-

iw the estimated coefficient was affected by the presence

  

  

  

  

  

  

ence of any other variables. The result of this method

e decision to drOp the variables, number of tractors,

tage of crOpland harvested in cotton, and cotton prices

evious season, from all the final models discussed

following chapters.

Johnson and Gustafson, op. cit., p. 67.
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CHAPTER IV

STATE ANALYSES

the state analyses, two statistical models were

:0 data on weather, technical and economic factors

ire the effects of these factors on each state's

fields. The first model was used for each of the

ion—irrigated cotton states. and the second for each

ather three states, with irrigated cotton.

odel I

e model used for each of the non—irrigated states

follows:

I

th : bO + .23 biXict + Vct

121

c = l, 2, . . . , C (counties).

t = l, 2, . . . , T (Years l939, 1944, 1949,

1954, 1959).

i = l, 2, , 1 (Independent variables).

b0 = The overall constant term.

Vct = The error term associated with county c in

year t.

~38—
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Yet = Average pounds of cotton obtained per acre

of harvested cotton for county c in year t.

Xict = The value of the ith independent variable

for county c in year t. The definition of

each independent variable is as follows:

X1 = Dollars Spent on gas and oil per acre

of harvested cropland.

X2 = Man—hours of labor used per cotton

acre.

X3 = Pounds of fertilizer nutrients applied

per cotton acre.

X4 = Average size of cotton enterprise in

acres.

 

   

    

   

  
   

  

 

  

he values for this variable were obtained by multiply—

ratio of cotton production in bales for a county to

al acres of cotton harvested in that county by 478

the usual net weight of the cotton bale.

hese values were obtained as the ratio of total dollars

n gas and oil in a county to the total acres of crOp-

rvested in that county. These values were deflated

index of average prices paid by farmers for motor

5. See Appendix A.

he state averages of pre—harvest and harvest man work

sed per cotton acre were used for this variable, since

averages were not available.

he state averages of fertilizer nutrients in pounds

ed for this variable, since such data were not avail—

a county basis.

hese values were obtained by taking the ratio of total

of cotton acres in a county to the total number of

arvesting cotton in that county.
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X5 = Ratio of cotton acreage in year t to

that in base year (1939).6

X6 = Value of land and buildings per acre.

9

7 p=1 where R1, R2, . . . , R9

are monthly total rainfall,8 i.e., R1

is total rainfall for the first month

of growing season (March), R2 is total

rainfall for the second month (April),

and so on . . ., R9 is total rainfall

for the last month of growing season

(November).

6
.The total acres of cotton harvested in a particular

:ar in a county to that in the base year (1939) in that

lunty supplied this variable.

7 . . .

The values of land and buildings per acre (in current

llars) were obtained, as reported in the U. S. Census of

riculture. Then, these values were deflated by the con—

mer price index. See Appendix A.

8The data for monthly total rainfall in inches and

nthly average temperature in degrees F. for selected wea—

er stations were obtained from "Climatological Data, by

ates, by Months," Weather Bureau, Commerce Department.

e weather stations were selected according to the follow—

9 criteria:

(a) if there were more than one weather station in a

county reporting rainfall and temperature, then

the one at or near the center was selected for

use in this study.

(b) if there was only one weather station in a county,

then it was selected.

(c) if there was none in a county, then the nearest

weather station to that county was selected. See

Appendix B.

   



9

X

8 = LR = Z pR , where R are as defined

P

above, and p=l, 2, . , 9, i.e.,

p=l for the first month of growing

season (March), p=2 for (April) and

so on . . . , p=9 for (November).

9 2
X = QR = 2 p R , where R are as defined,

9 :1 p p
P

2

and p are squares of p.

9

X = TR2 = 2 R2, where R2, R2, . . . ,

lO _ p l 2

p—l

R: are squared monthly total rainfall.

9

Xll = LR2 = Z pR2.

p=l p

9
2 2

X12 = QR2 = E p Rp.

p=l

9

Xl3 = TT = Z T , where T1’ T2, . . . ,

p=l

T9 are monthly average temperature.

9

X = LT = Z pT .

l4 p=l P

9 2
X = QT = Z p T .

15 p=l P

 

9Refers to previous footnote, page 40.
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9

X19 = TRT = 421 Rpr, where RlTl' R2 2,

are monthly rainfall

and temperature interaction.

8

X22 = TRR = p51 Rp Rp+l' where RlRZ’ R2 3,

, R R are successive month
8 9

rainfall interactions of growing sea—

son, i.e., RlRZ is (March—April) rain—

fall interaction, and so on . . . ,

R8R9 is (October—November) rainfall

interaction.

Of course, the above model and other models used in

10q

3 study are based on the following standard assumptions:

(a) The expected values of disturbance terms are

zero, i.e., E(Vct) = O.

(b) The disturbance terms have equal variances for all

observations, i.e., E(V:t) = 6‘2.

(c) The disturbance is independent, i.e., E(VCt VéE)

= O. c % é or t # t.

10M. Ezekiel and K. Fox, Methods of Correlation and

ression Analysis, 3rd edition, (New York: John Wiley

Sons, 1959).
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(d) The independent variables in each model are inde-

pendent of the disturbance term.

At an initial stage of this study, the conventional

regression techniques were used to capture the effects of

veather variables on cotton yields, but the resulting co—

efficients for the weather variables varied irregularly

from month to month. A new procedure was sought. Hence,

the main objective of using a polynomial function of time

in utilizing the weather data in the above model and in

other models used in this study, was to incorporate a priori

notions that the effect of each weather factor on yields,

changes gradually from month to month.11 Clearly, the num—

ber of weather variables used in the above model was less

than in the conventional regression model and this led to

a reduction in the multiple correlation coefficient (R2).

But, on the basis of the above model, the estimation of

regression coefficients for different weather factors in

each month of the growing season were more consistent with

a priori notions of smoothness over time in weather effects

than those obtained from the conventional regression model.

Results for State Model I
 

The results from applying Model I for the twelve non—

llSanderson, Op. cit.
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irrigated states are summarized in Table 2. In such table,

it is noted that the estimated regression coefficients for

many variables are not statistically significant. But, the

statistical non—significant variables were included because

(a) their presence improved the estimated regression coeffi—

cients for the other variables in the model, and (b) pro—

duction theory suggests that they are a relevant part of

such model.

However, it seems useful to discuss the result for

each variable separately.

Dollars spent on gas and oil per acre of cropland: The Sign
 

of estimated regression coefficient (b) for this variable

was positive for seven states, but negative for five states,

i.e., North Carolina, South Carolina, Missouri, Tennessee,

and Louisiana.12 However, none of these negative coeffi~

cients was statistically significant.13 The size of positive

coefficients ranged from 0.5 for Mississippi to 39.1 for

12(b) is the estimated regression coefficient which

indicates the influence of the variable on average yield

per acre. For example, the estimated coefficient 22.3 for

X in the Georgia regression analysis indicates that a 1

unit increase (in dollars Spent on gas-oil) above average

was associated with a 22.3 pound increase in cotton yield

per acre, if other things remain the same.

13In this chapter, statistical Significant refers to

19 percent level of significance. (The significance level

is the probability that the estimated regression coefficient

would be as much different from zero if the true effect of

the Variable (i.e., the true value of the correSponding B)

were zero~-Reference: Johnson and Gustafson, op. cit., p. 76.)
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Nest Texas, and these coefficients were statistically sig—

nificant in four states, i.e., Georgia, Oklahoma, East Texas,

and West Texas.

Since this variable was used as an approximate indica—

tor of the extent of mechanization, and if this relationship

is valid, it appears that extent of mechanization has had

significantly positive effects on cotton yields per acre in

Seorgia, Oklahoma, East Texas and West Texas.

ggn-hours of labor usedyper cotton acre: The estimated co—

efficients for this variable were negative and non-significant

for only East and West Texas. They were positive for all

other non—irrigated states and statistically significant

for South Carolina, Georgia, Arkansas, Tennessee, and Okla—

ioma. These positive coefficients were relatively large,

ranging from 2.1 for Oklahoma to 14.2 for Tennessee.

For the small magnitude and non—significance of either

:his variable or the above variable (dollars spent on gas

and oil per acre), in some states, there are two possible

explanations: (a) Both variables were highly correlated

Eor some states, so that it was difficult to disentangle

:heir separate influences and obtain significant estimates

14
for one of them or both, (b) If it is true that mechaniza—

14A rather typical example of high correlation between

:hese two variables is the following, found in the Missouri

iata. The simple correlation between dollars Spent on gas

and oil per acre, and man-hours of labor per cotton acre

vas ~.91,
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on has been essentially a substitute for labor, then it

not too surprising that in a regression model which in-

udes variables representing both factors, they, in effect,

ncel each other out, and one or both appear non-Significant.15

However, on the basis of the resulting coefficients for

is variable, it appears that man—hours of labor has a

latively positive effect on cotton yields per acre in most

’the non—irrigated states.

iunds of fertilizer nutrients applied per cotton acre: The
  
asulting coefficients for this variable were positive for

.1 states, but statistically significant for only South

irolina and Georgia. The size of these coefficients was

lite small ranging from 0.3 for either East or West Texas

> 2.1 for Missouri. These results do not necessarily in—

.cate that more use of fertilizer nutrients has a minor

ffect on yields, Since these unexpected results might be

re result of: (a) the high correlation between this var—

lble and another variable (cotton prices for previous

16
ear) and this might capture the effect of fertilizer,

>) the aggregative nature of the values used for this

15Johnson and Gustafson, Op. cit., p. 72.
 

6An example of high correlation between these two

Lriables is the following found in the North Carolina data.

re simple correlation between pounds of fertilizer nutri—

LtS per cotton acre and cotton prices for previous season

LS 0.93.
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riable, i.e., the values used for this variable were state

erages rather than county averages (which were not avail—

le), and this has reduced the number of observations for

ch state analysis to only five (one for each year included

this study). This substantial decrease in degrees of

eedom might increase the standard error of coefficient

r this variable and lead to a non—significant coefficient,

) in some states, particularly East Texas and West Texas,

e pounds of fertilizer nutrients applied per cotton acre

re too low to result in any reSponse on cotton yields.l7

Ferage size of cotton enterprise in acres: It was expected
 

hat on farms with a larger average Size of cotton enter—

rise in acres, more specialized equipment would be used,

nd higher cotton yields per acre obtained. This variable

as included to determine if there were any economies or

iseconomies of scale in cotton production. However, the

esulting coefficients were negative for three states, in~

luding North Carolina, South Carolina, and Missouri. None

f these negative coefficients was statistically significant.

n all other non-irrigated states, the coefficients were

ositive, but only for four of these (Arkansas, Mississippi,

17The average pounds of fertilizer nutrients applied

er cotton acre for the whole period of study in East Texas

nd West Texas were 30 and 33 respectively, while in South

arolina and Georgia they were 116 and 109 respectively.
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Louisiana, and Oklahoma) were statistically significant.

The size of positive coefficients was relatively small,

ranging from 0.1 for West Texas to 5.9 for Mississippi.

Two things can be inferred from the non—significance

of the coefficients for this variable in many states: there

were no economies or diseconomies of scale, or, there were

economies or diseconomies of scale but they were not mea—

sured by this variable. This second case could be due to

(a) this variable was not the appropriate one for measuring

the scale effect, or (b) other variables captured its effects.

 
Rgtio of cotton acreage in a year to that in base year (1939): 

Since cotton production requires high quality land, it was

expected that as total cotton acreages decreased, the higher

quality land has been kept in cotton production, and higher

average yields per acre were obtained. Thus, the relation

 

between this ratio and cotton yields was expected to be nega—

tive. But it seems unnecessary to expect that the relation—

ship between this ratio and yields of cotton would be nega—

tive over time for all states. In fact total cotton acre—

ages decreased in some states and increased in others;

deSpite this, cotton yields increased in all states—-thus

some states had both increased yields and increased acreage.

However, in most Southeastern States, namely North  
Carolina, South Carolina, and Alabama, where cotton acreages

have substantially decreased over time, the resulting coef—
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ficientS for this variable were negative. One of these

coefficients was statistically significant (for South Car—

olina).

In all Delta and Southwestern States, these regression

coefficients were positive, and statistically Significant

for Arkansas. The positive coefficients for all Delta and

Southwestern States may at first seem somewhat surprising

Since it is known that cotton acreages have substantially

decreased over time in most of these states. However, this

can be interpreted in this way: there have been shifts in

cotton production within each of these states from low—yielding

counties with very large cotton acreages to high—yielding

counties with relatively small cotton acreages, so that the

total cotton acreages have decreased within the state, but

increased in high—yielding counties. Further, there is a

possibility that many of the latter counties were included

in this study to represent these states.18 Then, the ratio

of cotton acreages to that in 1939, has increased in these

states and higher cotton yields per acre were obtained.

However, on the basis of the result of this variable,

it appears that the reduction in cotton acreages has had

a major effect on average cotton yields per acre.

18There is a possibility that cotton acreages in those

very low—yielding counties (with large cotton acres) have

substantially decreased to be less than 1,000 acres in 1959.

If so, these counties were not included in the population

from which the counties were selected for this study.
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{glue of land and buildings per acre of cropland harvested:

The estimated coefficients for this variable were positive

for all non-irrigated states. Most of these coefficients

Jere statistically significant, but their sizes were quite

small, ranging from 0.2 for South Carolina to 1.3 for Ten—

1essee. Since it was assumed that the value of land reflected

:he potential productivity of land, then, if this is true, it

appears that the use of highly valuable land in cotton pro-

iuction has some positive relation with cotton yields per

acre.

[gather variables: In State Model I, the weather variables
 

were used in such a way as to be equivalent to forcing the

regression coefficients for nine months on each set of ori—

19 to fit a quadratic function of time. Theginal variables

individual coefficients for each month of these original

veather variables were derived from the coefficients reported

in Table 2, and are listed in Tables 3, 4, and 5.

In Table 3, it is noted that the signs of estimated

regression coefficients for monthly total rainfall were

iegative in all Southeastern and Delta States except South

Zarolina and Missouri. This means that the increase in rain—

fall over the average——by itself—-has decreased cotton yields

19Monthly total rainfall, squared monthly total rainfall,

nonthly average temperature.
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n these states. This negative effect of rainfall on cotton

ields in Southeastern and Delta States may at first seem

omewhat surprising. However, it is well known that in rela-

ively humid areas, there may be too much rainfall, and this

ight have a deleterious effect on cotton yields. This

eleterious effect might occur, since too much rainfall

uring the growing season causes the development of surface

oots at the expense of the deeper roots. This results in

ilting and shedding of leaves and bolls, particularly if

 

e weather turns dry in the summer.20 The nature of nega—

ive effect of rainfall in all these states, namely North

arolina, Georgia, Alabama, Arkansas, Tennessee, Mississippi,

nd Louisiana was relatively similar. The least damage from

n increase in rainfall on cotton yields was during the

lanting and harvesting periods, while the most damage was

t the middle of the growing season. In other words, the

egative effect of increase in rainfall over the average

n cotton yields per acre was during March to April and Sep~

ember to November, while the most negative effect was dur—

ng June to August. The most damage from rainfall on cotton

ields occurred in summer months in these states; it is known

hat a wet summer induces excessive vegetative growth, retards

ruiting, and favors rapid increase of the boll weevil in

otton crOp.

 

20

U.S.D.A., 1941 Yearbook of Agriculture: Man and

limate.
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In Tables 3 and 4, it is observed that the resulting

fficients for rainfall in all Southwestern States, i.e.,

ahoma, East Texas, and West Texas, and also in South

olina and Missouri were highly positive during the whole

wing season. This means that the increase in rainfall

r the average in these states has increased cotton yields.

the case of Oklahoma, East Texas, and West Texas, the

hly positive effect of rainfall does not seem surprising,

ce it is known that rainfall in such a relatively arid

la is generally lower than Optimum. More surprising is

r highly positive effect of rainfall in the case of South

“olina and Missouri, especially since the effect in all

Ler relatively humid states was highly negative, as men~

.ned above.

In Table 5, it is apparent that the temperature effect

cotton yields per acre in the Southwestern area was

,ghtly negative (in Oklahoma and East Texas) or slightly

itive (in West Texas) during the first few months of the

wing season and relatively positive (in all three states)

r the end of the growing season. The other type of tem—

ature effect was in the humid area, particularly North

olina, Alabama, Mississippi, and Louisiana, where the

ect was positive at the beginning of the growing season,

then reduced gradually to become highly negative near

end of the season.

However, the sizes of the regression coefficients for
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her rainfall or temperature variables have only given

e indication for the relative importance of these wea—

r factors on cotton yields. To examine the joint effect

rainfall or temperature variables on cotton yields, the

.est has been used for all state analyses and the results

a reported in Table 6.21

Table 6 shows that the joint effects of rainfall var—

>les22 on cotton yields were statistically significant

all non—irrigated states except Missouri, Louisiana, and

at Texas. However, the joint effects of temperature var—

>les23 were statistically significant in only six states,

:ably, North Carolina, South Carolina, Missouri, Mississippi,

lisiana and Oklahoma.

21To test the significance of a set of variables in a

yression model, let the variables to be tested be repre—

1ted by Xp+l...X , and let the remaining variables in the

iel be represented by X "'Xp° Obtain R2 from the regres—

l P+l Then under the null hypotheses

e., B = B = ... Bq = O) and the assumption that

>n on X ...X , X ...X

P

H
Q

r
4

P+l P+2

2 disturbances are normally distributed; F(q—p, N—q—l) =

— R N— —1p q

- R q-p

:erence: R. L. Gustafson, Procedure for Testing the Sig—

m______ . _______. where N is the number of observations.

 

gcance of a Subset of Regression Coefficients, mimeo,

higan State University, October 27, 1960.

 

2 . .

2Monthly total rainfall, squared monthly total rainfall,

thly rainfall—temperature interaction, and successive

th rainfall interaction.

3Monthly average temperature, and monthly temperature—

nfall interaction.
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On the basis of these results, it appears that rainfall

s had more effect than temperature on cotton yields in

n-irrigated states.

:ate Model II
 

By applying the previous State Model I, to the weather

1d non—weather data associated with each of the irrigated

tates, i.e., New Mexico, Arizona, and California, it was

ound that many weather variables were very highly correlated

ith each other. This has led to non—significant coeffi—

ients for many variables built into the model. Then, by

unning the State Model I, alternately dropping (or adding)

wome weather variables and observing how the estimated coef-

Ticient was affected by the presence or absence of any other

'ariables, it was decided to drOp seven weather variables

From State Model I to improve the estimates of coefficients

For non—weather variables. This modified model — State

[odel II — was as follows:

th = bO + lel +...+ b7X7 + b13X13 + b19X19

+ b22X22 + Vct.

if course, the definition of all variables involved in the

.bove model is as defined before as a part of State Model I.24

24The weather variables (X7, X13, X19, and X22) are the

eason total for monthly total rainfall, monthly average tem—

erature, monthly rainfall—temperature interaction, and suc—

essive month rainfall interaction.
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glts for State Model II
 

The results from applying State Model II for the three

igated states are summarized in Table 7. It seems appro—

ate to discuss the resulting coefficients for each var—

le separately.

_1ars Spent on gas and oil per acre of cropland: The

:ulting coefficients for this variable were positive in

 

irrigated states. They were highly positive in New

:ico, and Arizona (15.5 and 15.7, reSpectively) and slightly

sitive (1.4) in California. All coefficients were statis—

:a11y significant.

Thus, it appears that this variable has had more effect

cotton yield increases in the irrigated states than in

non—irrigated states. The heavy use of gas and oil

ch was associated with an increase in cotton yields per

e in the irrigated states is associated with the expansion

irrigation in these states.

—hours of labor used per cotton acre: While the estimated

fficients for this variable were negative in only two

ates of the non-irrigated states, they were negative in  
L irrigated states. Moreover, the sizes of these coeffi—

ents were relatively large in most of the irrigated states

compared with those in non—irrigated states. The coeffi-

ants were fairly significant in California, but not at all



ble 7. The Regression Results for State Analyses of

Cotton Yields, Irrigated States

 

 

 

 

 

 
 

:planatory States

iriables New Mexico Arizona California

(b) a (b) (b)

l: Gas—oil 15.5 15.7 1.4

(5.2)b (6.2) (0.4)

2: Man—hours —0.9 -3.8 —4.4

(5.3) (4.0) (1.2)

3: Nutrients 3.7 2.7 0.1

(2.4) (3.1) (0.6)

4: Size 0.1 0.8 0.1

(0.8) (0.2) (0.2)

.5: Ratio —0.1 —0.4 0.02

(0.1) (0.3) (0.02)

:6: Value —5.0 -0.1 0.2

(5.5) (0.4) (0.1)

:7: TRC —7.4 47.5 0.1

(55.8) (85.0) (53.8)

:13: TT 0.4 2.4 -O.7

(1.5) (1.4) (0.6)

'19‘ TRT '0=3 -O.6 —0.5

(0.8) (1.0) (0.8)

22: TRR 5.8 2.0 7.1

(3.5) (3.3) (9.8)

__ 2 d

R 0.7160 0.7826 0.7552

a(b) is the estimated regression coefficient.  
Standard errors are given in parentheses.

CTR, TT, TRT, and TRR are as defined in State Model II.

dR2 is the multiple coefficient of determination.
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nificant in New Mexico or Arizona.

gds of fertilizer nutrients per cotton acre: The result—
 

coefficients for this variable were positive in all

igated states. And, the sizes of these coefficients in

se states were relatively larger than in non—irrigated

tes. Still, none of these coefficients was significant

any irrigated state.

The amount of fertilizer nutrients applied per cotton

e is higher in irrigated states than in non—irrigated

tes. Thus, it was expected that this variable was posi—

e and significant in all irrigated states. This non—

nificance could be the result of the high correlation

ween this variable and the variable of man—hours of labor

d per cotton acre in these states. The simple correlation

ween these two variables, for instance, in New Mexico and

zona was —O.95 and —0.96, respectively.

rage size of cotton enterprise in acres: This variable
 

included to determine if there were any economies or

economies of scale in cotton production in the irrigated

tes. The resulting coefficients for this variable in

se irrigated states were more consistent with each other

a in the case of non—irrigated states. They were posi—

a in all irrigated states but significant only in Arizona.

magnitude of these coefficients was very small, ranging
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n 0.1 for New Mexico and California to 0.4 for Arizona.

io of cotton acreage in a year to that in base year
 

32); None of the coefficients for this variable in all

igated states was statistically significant. Moreover,

absolute values of these coefficients were less than

and these were small compared with those in non—irrigated

tes.25 Thus, it appears that this variable has not had

 

effect on cotton yields per acre in the irrigated states.

5 perhaps is because of (a) the true effect of this var—

‘le was zero or, (b) some other variables included in the

.el may mask its effect. The latter possibility may be

‘e likely, since the coefficient of this variable was

nificant in some non—irrigated states.

'ue of land and buildings per acre: The results for this
 

 iable in irrigated states were very surprising. While

coefficients for this variable were positive in all non—

igated states and highly significant in most of them,

y were negative and non—significant in two of the irri—

ed states (New Mexico, Arizona). Only in California was

s variable's coefficient positive and significant. Thus,

value of land does not have a major relationship with

5For example, the regression coefficient for this var—

le in Arkansas was 75.9.
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>tton yields per acre in most of the irrigated states, while

: has had a significant and positive relationship with cot-

3n yields in the non—irrigated states. This conclusion

as also valid based on the results for this variable in

. 26
3e regional analyses.

eather variables: The results from the F-test have shown
 

hat the joint effects of either rainfall or temperature

28

ariables27 were not significant in New Mexico and Arizona.

ut, these effects were significant in California.29 These

esults could lead to the conclusion that the joint effect

f rainfall or temperature has generally had a minor effect

n cotton yields per acre in irrigated states, while they

26The regional analyses will be discussed in the next

hapter.

7Rainfall variables are monthly total rainfall, monthly

ainfall~temperature interaction, and successive month rain—

all interaction. And, temperature variables are monthly

verage temperature and monthly temperature—rainfall inter—

ction.

28New Mexico: F—value for testing the joint effect of

ainfall = 1.03 and significance level = 0.40. F-value for

esting the joint effect of temperature = 0.09 and signifi—

ance level = 0.91.

rizona: F—value for testing the joint effect of rainfall

0.31 and significance level = 0.81. F-value for testing

he joint effect of temperature = 2.10 and significance

evel = 0.14.

29 . . . . .

California: F—value for testing the jOint effect of

ainfall = 2.31; and significance level = 0.10. F—value

or testing the joint effect of temperature = 3.48; and

ignificance level = 0.04.
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7e had a major effect in non-irrigated states.

gcluding Points
 

The selected variables used in either State Model I

II generally eXplained a major part of the variation in

:ton yield increases in different states. The results

r state analyses have shown that there were considerable

Eferences among states30 in the cotton yield increases

:ributable to different variables. In case of the tech—

:al and economic factors, for instance, mechanization

1ded to be more important in the Southwestern and Western

:igated States than in the Southeastern and Delta States.

1, fertilizer tended to have a major effect in the Western

:igated States, but a minor effect in the Southwestern

ates, namely, Oklahoma, East Texas, and West Texas. In

a case of the weather variables, e.g., the monthly total

-nfall during the growing season has had a highly negative

fect in most of the relatively humid states, but a highly

sitive effect in most of the relatively arid states, i.e.,

_ahoma, East Texas and West Texas. And, the monthly aver—

‘3 temperature during growing season has had more effect

_ther negative or positive) in the Southeastern and Delta

an in the Southwestern area.

3OParticularly
among those states within different

gions.
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However, the results for technical and economic fac—

5 used in the state analyses have shown that the signs

all significant coefficients were generally consistent

h the usual economic expectations. But, all coefficients

h signs not consistent with a priori expectations were

—significant.

Generally, the basic problem in the results from state

lyses was the different signs and sizes of estimated

fficients for the same variable in different states.

5 problem perhaps was caused by the following factors:

 

(a) The existence of multicollinearity problem

among some variables used in the analyses.

(b) The aggregative nature of the values used

for some technical factors, e.g., the values

used for fertilizer and labor variables were

state averages rather than county averages

(which were not available).

(C) The variation among observations associated

with a state perhaps was too small to provide

reliable estimates. In other words, some

states might have a great homogeneity which

tends to result in insufficient variability

among the observations for each variable to

permit reliable estimates.

3]'Johnson and Gustafson, op. cit., p. 63.
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However, some of these difficulties were generally

reduced by making the analyses for regional level. These

regional analyses will be discussed in the following chap-

:er.

 



 

CHAPTER V

REGIONAL ANALYSES

Grouping the counties, which presumably have a rela—

,ive homogeneity of production techniques, weather, soil,

.opography and climate, into a region increases the observa—

 

ions associated with each analysis substantially, and this

ncrease in degrees of freedom might lead to more reliable

stimates. Thus, this aggregative attribute of regional

nalyses might result in sufficient variability among the

bservations within a region to permit making reliable

stimates.

Four regional analyses were made, one each for the

outheastern, the Delta, the Southwestern, and Western

egions. The analysis for the Southeastern Region, i.e.,

orth Carolina, South Carolina, Georgia, and Alabama, in-

luded ninety-one counties.1 For the Delta Region, namely,

issouri, Arkansas, Tennessee, Mississippi, and Louisiana,

eventy—nine counties were involved. In the Southwestern

egion, including Oklahoma, East Texas, and West Texas,

ixty—four counties were used. Only twenty—four counties

1The sampling method for selecting these counties was

escribed in Chapter III.
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were involved in the analysis of the Western Irrigated Re—

gion, i.e., New Mexico, Arizona and California.

Regional Model
 

The model used for each regional analysis was as follows:

24

th : bo + iEl bi Xict + Vct'

The definition of all variables in the above model is

as defined earlier for the state models. But, in this re—  
gional model, there were seven new weather variables, i.e.,

K X and X The definition of

18’ X20' X21' X23' 24'

these new weather variables is as follows:

16' X17'

 

9

X 2 TT2 = 2 T2, where T 2 . T 2, ..., T 2
16 p 1 2 9

p=l

are squared monthly average temperature, i.e.,

T12 is squared average temperature for the

first month of the growing season (March),

2 . . 2 .

and T2 is for April, and so on..., T9 is

for November.

2

In the analysis of the Western Irrigated Region, seven

veather variables were dropped because they were highly cor—

related with each other in this region. These variables

were TTZ, LTZ, QT2, LRT, QRT, LRR, and QRR. With this, the

model for this region was exactly like State Model I.

 



 

17

18

20

21

23
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2 9 2
LT = Z pr, where p=l, 2, . . ., 9, i.e.,

p=l

p21 is for the first month of growing season

(March), p=2 is for April, and so on . . .,

p=9 is for November.

9
2 2 2

OT = E p T .

19:1 p

9

LRT = p21 pRpr, where RlTl' R2T2, . . . ,

 

R9T9 are monthly rainfall—temperature inter-

action, i.e., RlTl is March rainfall temperature

interaction, and R2T2 is April interaction, and

so on . . . , R9T9 is November interaction.

9 2
QRT= ZpRT

p=l P P

8

LRR = Z pRpRp+l, where R1 2, R2R3, . . . ,

R8R9 are successive month rainfall interaction

of growing season, i.e., R1R2 is March—April

rainfall interaction, and R2R3 is April—May

interaction, and so on . . . , R8R9 is October-

November interaction. And p=l, 2, . . . , 8,

where p=l for March—April interaction, and

p=8 for October—November interaction.

 

 

 



 

Results for Regional Model

The results from applying the regional model for each

of the four cotton regions are presented in Table 8. These

results show that the estimated coefficients for the tech-

nical and economic factors Xl (dollars spent on gas and

oil), X (fertilizer nutrients), X4 (size of cotton enter-

3

prise), and X6 (value of land) were positive in all regions.

The coefficients estimated for the other two technical fac—

 

tors X2 (man—hours of labor) and X5 (ratio of cotton acreages

in a year to that in 1939) differed over different regions.

For the man-hours variable, the coefficients were positive

in the Southeastern and Delta Regions, and negative in the

other two regions. Comparative cotton acreage ratio coeffi—

cients were positive in the Southeastern and Western Regions,

but negative in the Delta and Southwestern Regions.

More Specifically, the fertilizer nutrients variable

(X3) was statistically significant3 in all regions except

in the Southwestern Region. Since, the levels of fertilizer

nutrients applied per cotton acre during the whole period

of study in the Southeastern, Delta, and Western Regions

3In this Chapter statistical significance refers to

10 percent level of significance.
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Table 8. The Regression Results for Regional Analyses of

Changes in Cotton Yields

I II III IV

Explanatory South— Delta South- Western

Variables eastern Region western Irrigated

Region Region Region

X1: Gas—oil 1.593b 2.56 39.81 1.73

(2.91) (2.34) (4.51) (.48)

X2: Man—hours 1.61 1.22 —0.75 —4.93

(0.37) (0.40) (0.97) (1.01)

X3: Nutrients 1.06 0.81 0.04 0.84

(0.17) (0.14) (0.25) (0.49)

X4: Size 0.84 0.27 0.41 0.33

(0.87) (0.29) (0.16) (0.14)

X5: Ratio —0.29 —1.63 —0.02 0.01

(1.64) (1.64) (0.17) (0.01)

X6: Value 0.44 1.41 0.49 0.06

(0.12) (0.14) (0.10) (0.09)

x7: TRC 76.42 40.01 81.91 47.66

(21.41) (26.42) (32.46) (59.91)

X8: LR —25.67 —32.58 —36.25 -24.11

(10.53) (13.56) (16.74) (18.41)

X9: OR 1.84 3.43 3.35 1.95

(1.03) (1.36) (1.63) (1.64)

K10: TR2 —0.73 -1.26 -2.61 —5.79

(0.45) (0.70) (1.32) (14.63)

K11: LR2 0.20 0.69 0.90 2.06

(0.20) (0.33) (0.59) (4.86)

<12: QR2 —0.02 -0.08 —0.07 ~0.15

(0.02) (0.03) (0.06) (0.40)

(13: TT 3.55 —5.86 4.51 —4.73

(6.34) (21.67) (26.09) (5.18)

(14: LT 0.27 —0.53 3.88 2.53

(3.34) (7.89) (14.71) (2.10)

(15: QT —0.14 0.12 —0.49 —0.26

(0.42) (0.64) (1.37) (0.19)

(16: TT2 —0.01 0.05 —0.02 d

(0.05) (0.18) (0.18)

 

continued
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Table 8 continued.

I II III IV

Explanatory South- Delta South— Western

Variables eastern Region western Irrigated

Region Region Region

x17: LT2 0.001 0.001 —0.03 _—_—

(0.03) (0.06) (0.10)

X18: 0T2 —0.0001 —0.001 0.003 ————

(0.01) (0.01) (0.01)

X19: TRT —1.06 —0.38 -1.59 —0.08

(0.36) (0.45) (0.54) (0.45)

X20: LRT 0.34 0.35 0.66 --——

(0.16) (0.21) (0.25)

X21: QRT —0.02 —0.03 -0.06 -—-—

(0.02) (0.02) (0.02)

X22: TRR 0.83 1.38 0.12 3.99

(0.56) (0.96) (1.48) (2.26)

X23: LRR -0.48 —l.0 —0.31 —-—-

(0.31) (0.58) (0.82)

X24: QRR 0.05 0.1 0.05 ____

(0.04) (0.09) (0.09)

2 0.5296 0.5846 0.5609 0.6776

aThis value is the estimated regression coefficient.

CTR, LR, QR, TRZ, 0R2.

TRT, LRT] QRTIQT

in regional model.

LR ,

2

b . .

Standard errors are given in parentheses.

2 2

TT, LT, QT, TT , LT I

LRR, and QRR are as defined

dIn the Western Irrigated Region, these weather var—

iables (TT ,

2

LT , QT2 LRT, QRT,

dropped from the analysis.

eR2

 

LRR, and QRR) were

is the multiple coefficient of determination.
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were very high compared with those in the Southwestern

Region,4 it is not too surprising that fertilizer has had

a minor effect on cotton yields in the latter region, but

a major effect in the other regions. However, the sizes

of the coefficients were smaller than expected. None was

more than 1.1. This means that a one pound increase in

fertilizer nutrients applied per cotton acre has increased

the cotton yields per acre in different cotton regions by

about one pound.

Moreover, the estimated coefficients for the fertilizer

variable were generally smaller than found in other studies,

particularly those based on experimental plots.5 However,

Johnson and Gustafson in their study of grain yields used

technical variables in a way similar to the present study

and concluded:

To the extent that the regression coeffi—

cient estimates are comparable with the

results of other studies, particularly

those based on experimental plot or field—

trial results, the comparisons are generally

consistent with what one would expect: the

effects estimated here, based on actual

average farm experience, are somewhat smaller

than those obtained in experiments carried

out under more or less ideal conditions. 6

4The average pounds of fertilizer nutrients applied per

cotton acre for the whole period of study in the Southeastern,

Delta, and Western Regions were 106, 70, and 76 reSpectively,

While in the Southwestern were only 27.

5Fulmer and Botts, op. cit.

6Johnson and Gustafson, op. cit., p. 79.
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The variable of dollars spent on gas and oil (X was1)

statistically significant in the Southwestern and Western

Regions with positive coefficients in all regions. The

size of the coefficients in the Southwestern Region was

large (39.8) compared with those in the other regions (1.6

to 2.6). Man—hours of labor (X2) was significant in all

regions except in the Western Region, with positive coeffi-

cients in the Southeastern and Delta Regions, and negative

coefficients in the other two regions. However, the results

for these two variables (X and X2) indicate that mechaniza—

1

tion has been primarily a substitute for labor in cotton

production, with positive net effects on yields per acre in

most cotton regions.

Average size of the cotton enterprise (X4) was statis—

tically significant in the Southwestern and Western Regions,

and not significant in the other regions. The results for

this variable (X4) were quite similar to those obtained for

the variable Xl (dollars Spent on gas and oil). Since (X4)

was included to measure the effect of a Shift to more special—

ized equipment, and (X1) to measure the effect of increased

mechanization, and if these are valid, then it appears that

the extent of mechanization in cotton production was associated

with a shift to more Specialized equipment, and these have

positively affected the cotton yields per acre.

The coefficients for the ratio of cotton acreages in

a year compared with 1939 (X5) were not significant in any
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‘egion, with negative Signs in the Southeastern, Delta, and

:outhwestern Regions, and positive in the Western Irrigated

Legion. Furthermore, the coefficients of this variable in

111 regions were smaller than expected. None was more than

-l.63.

Value of land and buildings per acre (X6) was Signifi—  
:ant in all regions except the Western Region, with positive

:oefficients in all regions. On the basis of the signifi-

:ant results for this variable in most regional and state  
1nalyses, it appears that the changes in land values over

:ime have had positive relationships with cotton yields in

lOSt of the United States Cotton Belt.

Weather variables, rainfall in particular, were con—

;istent over different regions. Each of the twelve rain—

?all variables has estimated regression coefficients with

:he same Sign in the four different regions.7 The rainfall

'ariables X X X X and X have positive signs,

7' X9' 11' 20' 22' 24

nd the variables X ,

8 X10' X12' X19' X
21, and X23 have nega—

   

 

  

  

  
   

ive signs in the different regions.

Moreover, the results for weather variables as reported

 
n Table 8, have explicitly indicated the seasonal effects

f the weather factors on cotton yields. To Show the distribu—

ion of these weather effects over the growing season, and

  7 . .

All rainfall variables X7, . . . , X12, X19, . . . ,

24 were defined before as a part of regional model.
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determine which, if any, weather factor was limiting pro—

duction, the individual coefficients for each month of the

weather variables8 were derived from the coefficients for

weather variables reported in Table 8, and are presented

in Table 9.

The estimated coefficients for monthly total rainfall

variable in different cotton regions indicated that the

effects of this variable were most beneficial to cotton

yields in the early part of the season. But, these effects

of monthly total rainfall were most injurious at the middle

of the season, particularly June to September, then came to

be slightly damaging or relatively beneficial in November.

The Sizes of this variable's coefficients in all regions

were larger than expected. For instance, in the South-

eastern Region they ranged from —13.1 in September to 52.3

in March.

The results of monthly rainfall—temperature interaction

were generally similar for different regions. These rain—

fall—temperature interactions were slightly injurious to

cotton yields at the beginning of the season and changed

gradually to be relatively beneficial at the end of the

season. In the Delta Region, for example, the coefficient

 

8Monthly total rainfall, squared monthly total rain—

fall, monthly average temperature, squared monthly average

temperature, monthly rainfall—temperature interaction, and

successive month rainfall interaction.
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able 9. The Estimated Regression Coefficients for Weather

Variables, in Regional Analyses

I II III IV

eather South- Delta South— Western

ariables eastern Region western Irrigated

Region Region Region

Qtal Rainfall a

March 52.3 10.9 49.0 25.5

April 32.4 —11.4 22.8 7.2

May 16.0 —26.9 3.3 —7.1

June 3.2 —35.4 —9.5 —l7.6

July —5.9 ~37.1 -15.6 —24.1

August -1l.4 -32.0 —15.0 —26.8

September -13.1 —20.0 —7.7 —25.6

October —11.2 —l.l 6.3 —20.4

November —5.6 24.6 27.0 —11.4

guared Total Rainfall

March —0.50 —0.65 —l.80 —3.88

April —0.40 —0.20 —1.10 —2.27

May -0.30 0.09 -0.50 -0.96

June —0.20 0.22 —0.10 0.05

July —0.20 0.19 0.15 0.76

August -0.20 0.00 0.28 1.17

September —0.30 —0.35 0.27 1.28

October —0.40 -0.86 0.12 1.09

‘November —0.50 —1.53 —0.17 0.60

verage Temperature

March 3.7 -6.3 7.9 —2.5

April 3.5 —6.4 10.3 ~-0.7

May 3.1 -6.4 11.7 0.5

June 2.4 —6.1 12.2 1.2

July 1.4 —5.5 11.7 1.4

August 0.1 —4.7 10.2 1.1

September -l.4 —3.7 7.7 0.2

October -3.3 -2.4 4.2 —1.1

November —5.4 —0.9 —0.3 —3.0

Average Temperature

March —0.01 0.05 —0.05 b

April -0.01 0.05 —0.07 ———

May ~0.01 0.04 -0.08 ——-

continued
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1b1e 9 continued

 

I II III IV

eather South- Delta South— Western

iriables eastern Region western Irrigated

Region Region Region

 

1, Average Temperature (cont.) 
June —0.01 0.04 —0.09 -——

July —0.01 0.03 —O.10 ———

August —0.01 0.02 —0.09 ---

September —0.01 0.01 —0.08 —-—

October —0.01 —0.01 —0.07 ———

November -0.01 ~0.02 0.05 -—-

 

ain and Temperature Interaction 
March —0.74 —0.06 -0.96 —0.08

April -0.46 0.20 —0.44 -0.08

May —O.22 0.40 —0.04 —0.08

June —0.02 0.54 0.24 —0.08

July 0.14 0.62 0.40 —0.08

August 0.26 0.64 0.44 -0.08

September 0.34 0.60 0.36 —0.08

October 0.38 0.50 0.16 —0.08

November 0.38 0.34 -0.16 -0.08

 

ain Interaction

March—April 0.40 0.48 —0.10 3.99

April-May 0.07 —0.22 -0.30 3.99

May-June -0.16 ~0.72 —0.40 3.99

June—July -0.29 —1.02 —0.30 3.99

July—August —0.32 —l.12 —0.20 3.99

August—Sept. —0.25 —1.02 0.10 3.99

Sept.~Oct. —0.08 —O.72 0.50 3.99

Oct.—Nov. 0.19 —O.22 0.90 3.99

 

aThese are the estimated regression coeffi—

cients and were obtained by the same procedure

mentioned in the last chapter.

bIn the Western Irrigated Region, these var—

iables were dropped from analysis.  

 



 

-81-

for March rainfall-temperature interaction was —0.06 and

then changed upward to 0.34 at November.

The results for successive month rainfall interaction

indicated that these interactions have positively affected

cotton yields during the beginning of the season in the

Southeastern and Delta Regions, and become negative as the

season advances. In the Southwestern Region, the pattern

of these effects was the opposite, i.e., these effects were

Slightly negative at the beginning of the season and became

 

positive at the end of the season. In the West, the effects

of these interactions were positive throughout the whole

season.

Thus, on the basis of the results for regional analyses,

it appears that the results for rainfall variables were

generally consistent in the different cotton regions. More—

over, the results for temperature variables were relatively

consistent from one region to the other, but were not as

consistent as the results obtained for the rainfall variables.

The coefficients for the monthly average temperature var—

iable were negative throughout the whole season in the Delta

Region, with large values for the planting period and smaller

values at the end of the season. In the Southeast, these

coefficients were highly positive at the early part of the

season, and then reduced gradually to become negative for

September to November. In the Southwestern Region, these

effects of monthly average temperature were positive during
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the whole season with the largest values in June. But, in

the Western Region, these coefficients have a different pat-

tern. They were relatively negative for March and April

(—2.5 and —0.7 reSpectively), then slightly positive during

five months, and became negative for October and November.

However, the above results for weather variables show

the effect of rainfall or temperature variables taken in—

dividually, rather than the effect of either all rainfall

or all temperature variables. Hence, to Show the effect

 

of rainfall or temperature on cotton yields per acre, the

marginal effects of rainfall or temperature in each month

of the season were derived from the coefficients reported

in Table 9, and are represented in Figures 2 and 3. The

marginal effect at the mean for rainfall (or temperature)

is the effect of a one—inch increase in rainfall (or a one

degree F. increase in temperature) on the cotton yields

in pounds per acre. The marginal effects for monthly total

rainfall were estimated for each month by the following

equation:

€1.35 = bl + 2152 (R) +65 (T) +b6 (R“)

where AY is the change in cotton yields in pounds per acre

b b
due to the change in rainfall in inches (11R). 1’ 2,

b5 and b6 are the estimated coefficients for monthly rain—

fall, squared monthly rainfall, monthly rainfall-temperature
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Figure 2: The Marginal Effect At The Mean For Monthly
Total Rainfall 0n Cotton Yields Per Acre
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Figure 3: The Marginal Effect At The Mean For Monthly

Average Temperature 0n Cotton Yields Per Acre
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interaction, and successive month rainfall interaction

respectively, as shown in Table 9. ”R is monthly mean rain-

fall, T is monthly mean temperature, and R" is the mean

rainfall for the preceding and following months10 for the

whole period of study.

The marginal effects for monthly average temperature

were estimated for each month by the following equation:

23; = b3+2b4 (‘1') +16 (E)

 

where AY'iS the change in cotton yields in pounds per acre

due to the change in temperature in degrees F. (ZXT). b3,

b4, and b5 are the estimated coefficients for monthly tem—

perature, squared monthly temperature, and monthly rainfall—

temperature interaction respectively, as Shown in Table 9.

T-is monthly mean temperature and R is monthly mean rainfall

for the whole period of study.

 

b6 for March is actually the estimated coefficient

for March-April rainfall interaction, and for November is

the estimated coefficient for October—November rainfall

interaction as shown in Table 9. But for other months, b6

is the average value of estimated coefficients for that

month and following month, i.e., b6 for April, for example,

is the average value of estimated coefficients for March-

April rainfall interaction and April-May rainfall inter-

action.

lovR' for March is actually the mean rainfall for March

and April, and for November R' is the mean rainfall for

October and November. But for other months, R‘ is the mean

rainfall for preceding and following months, i.e.,‘R' for

April, for example, is the mean rainfall for March and May.
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Figure 2 shows that the pattern of the marginal effects

for rainfall was generally similar in all non-irrigated

regions. These marginal effects for rainfall in March were

positive in the Southeastern and Delta Regions and negative

in the Southwestern Region, and became negative in all non-

irrigated regions during the following two months. In July,

these marginal effects for rainfall turned up to become

positive in all non—irrigated regions, and increased as

the season advanced to have largest values at the end of

the season. The marginal effects for rainfall, for example,

were 1.9, 11.0, and 11.9 in July in the Southeastern, Delta

and Southwestern Regions respectively, and increased grad-

ually to be 12.7, 33.2, and 20.3 at the end of the season

(November) in the Southeastern, Delta, and Southwestern

Regions reSpectively. This means that an increase of one

inch in rainfall in the Southeastern Region in July increased

the regional average yield per acre by 1.9, while such in-

crease in rainfall in November increased the regional aver-

age yield by 12.9 pounds. The pattern of the marginal

effects for rainfall in the Western Irrigated Region was

much different from that in the non—irrigated regions. In

the Western Region, the marginal effects for rainfall were

most beneficial at the beginning of the season, reduced

gradually to become highly negative for July and August

and turned up to become relatively negative in November.

Figure 3 indicates that the marginal effects for tem—
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perature on cotton yields were generally similar in the

Southeastern, Delta and Western Regions. In these three

regions, the marginal effects for temperature were unfavor-

able during the planting and harvesting time, and were

favorable in the middle of the season with largest values

in June. In the Delta Region, for example, the marginal

effects for temperature on cotton yields in pounds per acre

were -1.2, 2.1, and —2.1 for March, June and November re—

spectively. This means that a one degree F. increase in

temperature in March or November decreased the regional

average yield per cotton acre by 1.2 and 2.1 pounds reSpec-

tively, while such an increase in temperature in June in—

creased the regional average yield per acre by 2.1 pounds.

In the Southwest, the marginal effects for temperature were

Slightly positive for March, and reduced gradually to be

highly negative at the end of the season.

However, to test the significance of the joint effect

of either rainfall or temperature variables, the F—test

was applied to all regional analyses and the results are

reported in Table 10.

It should be noted that the set of rainfall variables

X and the set

11

21'

tested was X7, . .

of temperature variables was X

19' ° ' ° ' X24'

X

' X12'

13’ ’ ' ' '

11See Table 8.
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Table 10. The F-Test Results Indicating the Significance

of Weather Effects on Cotton Yields in Differ—

ent Regions

 

 

 

Rainfall Temperature

Degrees Level Degrees Level

Regions of of of of

Freedom F Signif— Freedom F Signif—

(N1,N2)a Value icance (Nl,N2)a Value icance

South—

east (12,430) 9.4 .01 (9,43Q). 3.3 .01

Delta (12,370) 6.4 .01 (9,370) 2.1 .03

South—

west (12,295) 1.2 .29 (9,295) 4.6 .01

West (8,102) 3.2 .01 (4,102) 0.5 .72      
 

aN is degree of freedom for the numerator of the

F—ratio, and N2 is degree of freedom for the denom—

inator of the F—ratio.

 

Table 10 shows that the joint effects of rainfall variables

on cotton yields were statistically Significant in all regions

except in the Southwestern Region, while the joint effects

of temperature variables were significant in all regions

except in the Western Region.

Concluding Points 

The regression results for technical and economic fac-

tors obtained from regional analyses were generally more

internally consistent and statistically meaningful in terms

of the technical and economic expectations than those ob—

tained from state analyses. Moreover, the results for
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weather variables, particularly rainfall variables, obtained

from regional analyses were consistent from region to region.

But, one question concerning the results for technical

and economic variables obtained from the regional analyses

is that the estimated effects of these explanatory variables

on the regional average yield were generally smaller in

magnitude than was expected. This might generally be caused

by the lack of appropriate data or the poor measure of some

of the explanatory variables,12 and the existence of a multi—

collinearity problem among some of these variables.13

In this reSpect, Johnson and Gustafson argued that:

"It appears likely that much of this inadequacy will be

remediable by the future accumulation of more complete and

more accurate data. On the other hand, the problems caused

by high intercorrelations among some of the explanatory

variables are probably to some extent an unavoidable char-

. . 14
acteristic of the procedure."

12Particularly the measure of technical variables X3

(fertilizer nutrients) and X2 (man—hours of labor).

13See Appendix D.

14Johnson and Gustafson, 0p. cit., p. 90.

 



CHAPTER VI

NATIONAL ANALYSES

The prime motivation for the national analyses was

the potential improvement of the estimates through taking

into account a wider range of variation in the variables

as well as the gain in degrees of freedom. At the same

time, an economic and policy justification for doing these

analyses was to understand better the relationships (between

yields and related factors on the national level) so that

an appropriate policy can be undertaken.

In the national analyses two sets of dummy variables

were added. One set was concerned with time and the other

was concerned with location of production.

Dummy variables for time were used to measure the effect

of those factors that changed over time and were not expli-

citly considered in the model such as: improvement in seed

varieties, production techniques, and insect control. The

second set of dummy variables for location was included to

measure the effect of shifts in location of production among

counties.

The value of these dummy variables is either one or

zero. A one is used if the observation belongs to the class

represented by the variable; otherwise a zero is used. For

_90_
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example, consider the first dummy variable for location.

The value one is assigned to this variable for each county

of sub—region 1, while the value zero is assigned to each

county of all other sub-regions.l

A detailed discussion for the national model is in the

following section.

National Model

The model used for national analyses was as follows:

6 24 28

t = b + Z b.X. t + Z bixict + Z bixict

c 0 i=1 1 1C i=7 1:25

58

Z .X. +
1229 l ict ct

C = 1, 2, ..., 258 (counties in each year with a total

of 1290 counties for all 5 years of the study).

t = 1939, 1944, 1949, 1954, 1959 (years).

i = l, 2, ..., 58 (independent variables); and

= 1, 2, ..., 6 (technical and economic variables),

= 7, 8, ..., 24 (weather variables),

= 25, ..., 28 (dummy variables for time),

= 29, ..., 58 (dummy variables for location).

 

Economic

1The definition of these sub—regions is in:

19, June

sub-regions of the U. S., Series Census— BAE, No.

1953.
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b0 (constant term), V (error term), Yc (dependent

ct t

variable), ., X6ct (technical and economic var-
cht’

iables), and X (weather variables) are
7ct’ "" X24ct

as defined in the previous chapters.

The definition of each of the other independent vari—

ables is as follows:

X25 2 l for all counties in 1944, and

= 0 for all counties in all other years.

X26 = 1 for all counties in 1949, and

= 0 for all counties in all other years.

X27 = 1 for all counties in 1954, and

= 0 for all counties in all other years.

X28 = 1 for all counties in 1959, and

= 0 for all other counties.

X29 = 1 for counties in subregion l (N.C., county no. 2,

4, 11)2 and

= 0 for all other counties.

X30 = 1 for counties in subregion 2 (N.C., 5, 13 and

S.C., 7, 8, l4), and

for all other counties.H O

X = 1 for counties in subregion 3 (N.C., 6, 7, 10, 12,

31

14, 16, 17), and

 

2See Appendix B.



 



32

33

34

35

36

37

38

39

for

for

for

for

for

for

for

for

for

for

for

for

for

for

for

for
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all other counties.

counties in subregion 4 (N.C., 1, 3, 8,

15 and S.C., 5, 9, 17, 18), and

all other counties.

counties in subregion 5 (S.C., 2, 3, 6,

12, 13, 15, and Ga., 15, 30), and

all other counties.

10,

counties in subregion 6 (S.C., 4, 11, and Ga.,

18), and

all other counties.

all counties in subregion 7 (S.C., 1, l6, and

Ga., 8, 13, 21, 23, 24, 25, 26, 28, and Ala.,

5, ll, 19, 24) and

all other counties.

all counties in subregion 8 (Ga., 1, 5,

10, 11, 12, 19, 29), and

all other counties.

all counties in subregion 9 (Ga., 2, 4, l4,

l6, 17, 27, and Ala., 2, 4, 8, 9, 10, 15, 17),

and

all other counties.

all counties in subregion 10 (Ga., 3, 9, 20,

22, and Ala., 18, 25), and

all other counties.

counties in subregion ll (Ala., 1, 6, 14, 20,

23), and
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= 0 for all other counties.

X40 = 1 for counties in subregion 12 (Ala., 3, 12, 16, 22,

26, and Miss., 6, 20), and

= 0 for all other counties.

X41 = 1 for counties in subregion 13 (Ala., 13, 21, Miss.,

15, and La., 10), and

= 0 for all other counties.

X42 = l for counties in subregion 14 (Ala., 7, and Miss.,

2, 5, 7, 12, 13, 14, 19, 23, 24, 27, 28), and

= 0 for all other counties.  
X43 = l for counties in subregion 15 (Miss., 1, 21, 26,

and Tenn., 1, 2, 4, 7, 9, 11), and

= 0 for all other counties.

X44 : 1 for counties in subregion 173 (Ark., 9, 17, 18),

and

= 0 for all other counties.

X45 2 1 for counties in subregion 18 (Ark., 1, 3, 7, 8,

10, ll, 13, 15), and

= 0 for all other counties.

X46 = 1 for counties in subregion 19 (Ark., 5, 6, 14, 16,

Miss., 3, ll, 16, 22, 25, Mo., 1, 2, ..., 8,

and La., 2, 3, 4, 6, 7, 9, 11, 12, 13), and

 

3Dummy variable for subregion 16 (Miss., 4, 8, 9, 10,.

17, 18, 29, and Tenn., 3, 5, 6, 8, 10) was dropped to obtain

non—singular matrix and allow estimation of parameters built

into the model.
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48

49

50

52

53

54

for

for

for

for

for

for

for

for

for

for

for

for

for

for

for

for
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all other counties.

counties in subregion 20 (La., 1,

11, 18, 29), and

all other counties.

and E. Tex.,

 

counties in subregion 21 (La., 5, 8, Okla.,

17, Ark., 2, 4, 12, and E. Tex., 1, 4, 6, 7,

8, 19, 22, 24, 27), and

all other counties.

counties in subregion 22 (Okla., 1, 10, 18),

and

all other counties.

counties in subregion 23 (Okla., 4, 14, l6,

l9, and E. Tex., 12, 14, 23, 25), and

all other counties.

counties in subregion 24 (E. Tex., 9, 13, 16,

17, 21, 28),and

all other counties.

counties in subregion 25 (E. Tex., 2, 3, 5,

15, 20, 26, 30, 31, 32), and

all other counties.

counties in subregion 26 (Okla., 2, 5, 7, 8,

ll, 12, 13, 15, E. Tex., 10, and W. Tex., l,

6, 10, 13), and

all other counties.

counties in subregion 27 (W. Tex., 4, 9, 12),

and
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: 0 for all other counties.

X55 = 1 for counties in subregion 28 (Okla., 3, 6, 9, and

W. Tex., 2, 3, 5, 8, 11), and

= 0 for all other counties.

X56 = 1 for counties in subregion 29 (N. Mex., l, 2, 11,

8, and W. Tex., 7), and

= 0 for all other counties.

X57 = 1 for counties in subregion 30 (Ariz., l, 2, ...,

8, and Calif., 2), and

= 0 for all other counties.

X58 = l for counties in subregion 31 (Ca1if., 1, 3, 4,

..., 8), and

= 0 for all other counties.

The results from applying the above model for all 258

counties included in this study4 are reported in Table 11.

The results for each group of technical and economic, weather,

time, and location factors will be discussed respectively

in the following four sections.

Results for Technical and Economic Factors

Table 11 indicates that the technical and economic

factors Xl (dollars Spent on gas and oil per acre), X2 (man—

4The total number of observations for the whole period

Of five census years was 1290.
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hours of labor per cotton acre), X3 (pounds of fertilizer

nutrients applied per cotton acre), X (average size of
4

cotton enterprise in acres), and X6 (value of land and

buildings per acre) have positive relations with cotton

yields per acre. Meanwhile, the effect of X5 (ratio of

cotton acreage in a year to that in 1939) was virtually

zero.

National average cotton yield per acre has substan—

tially increased over the period of study (1939-59). A

word of caution should be added, particularly in the inter—

pretation the positive relationship between the different

technology factors and cotton yields. This positive rela—

tionship does not necessarily mean that the increase in

the levels of those factors over time has increased the

cotton yields, but it might also mean that a decrease in

the level of some factor of these has decreased——by itself-—

the yields.

The extent of mechanization, more use of fertilizer

nutrients, larger size of cotton farm, and increase in values

of land over the period of study are associated with increased

cotton yields per acre. The factor X , man—hours of labor
2

per cotton acre, has decreased, while the effect of X a
6’

decrease in the ratio of cotton acreage in a year to that

in year 1939, was virtually zero.

More Specifically, the estimated regression coefficients,

as shown in Table 11, indicate that an increase of one dollar
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Spent on gas and oil per acre (over average) has increased

the yields by about 1.6 pounds, while a decrease of each

one man—hour of labor per acre has decreased such yields

by about 0.7 pound. This implies that mechanization has

been primarily just a substitute for labor in cotton pro—

duction, with positive net effects on the yields. In other

words, a substitution of mechanization (as measured by dol—

lars spent on gas and oil) for labor has increased the yields.

Also, the use of an additional pound of fertilizer nutri—

ents per acre (above average) has increased the yields by

0.6 pound. A one acre increase in the average size of a

cotton farm increased the yields by 0.5 pound. And, an

increase of one dollar in values of land per acre is asso—

ciated with a positive yield increase of 0.3 pound. This

increase in the yields related to the increase in values of

land seems quite meaningful in terms of the economic expecta—

tions. The traditional economic theory argues that an in—

crease or decrease in yields and economic value will be

capitalized into higher or lower land values.

In general, the above results seem meaningful in terms

of the economic and technical expectations. Even so, these

results for different technical and economic factors and

particularly for X1 (dollars spent on gas and oil), and

X3 (pounds of fertilizer nutrients) provide estimated co-

efficients smaller than expected. This may result from

high correlation between each of these Xl (gas and oil),
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X3 (fertilizer) and the time factors (X25, ..., X28).

However, Table ll indicates that the estimated regres—

sion coefficients for most technical and economic factors

were large relative to their standard errors. For Xl (gas

and oil), X (fertilizer), X4 (farm size), and X6 (land

3

value) the estimated coefficients were significantly dif—

ferent from zero at less than the 10 percent level. But,

(labor) or X (ratio) were not sta—the coefficients for X 5

2

tistically significant.

In the last section of this chapter, the relative im—

portance of each of these factors in explaining national

average yield will be discussed in detail.

Results for Weather Factors

In the national model, the weather factors (X7, ...,

X24) were used in such a way as to be equivalent to forcing

the regression coefficients over the whole growing season

(nine months) for each set of original factors6 to fit a

quadratic function of time. However, these regression co—

efficients only indicate the effect of different weather

5The significance levels for the coefficients for X2

(labor) and X5 (ratio) were .19 and .94, reSpectively.

6Monthly total rainfall, squared total rainfall, monthly

average temperature, squared average temperature, monthly

rainfall-temperature interaction, and successive month rain—

fall interaction.
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factors on the yields over the entire growing season; they

do not explicitly show the distribution of these weather

factor effects within the season. Hence, the individual

coefficients for each month of these original weather fac-

tors were derived from the coefficients reported in Table

ll, and are listed in Table 12.

The estimated regression coefficients for monthly total

rainfall variable, as shown in Table 12, indicate that the

increase in rainfall above average was most beneficial to

cotton yields in the early part of the season. Then, as

the season advanced, the effects of an increase in rainfall

above average became less and less to become relatively in—

jurious late in the season.

Concerning the monthly average temperature variable,

their estimated coefficients indicate that an increase in

temperature over the average in the early and late parts

of the season have unfavorably affected yields. During

the middle of the season, that is, May through August, a

higher temperature favorably affected yields.

Table 12 also shows that the effect of rainfall—tem-

perature interaction was negative at the beginning of the

season and changed gradually to be slightly positive in

August and September, then turned down to become slightly

negative.

The estimated coefficients for successive month rain—

fall interactions, as listed in Table 12, indicate that
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these interactions negatively affected yields at the begin—

ning of the season, became less important as the season

advanced, and turned positive in November.

The above results for weather variables show the effect

of individual rainfall or temperature variables rather than

the effect of rainfall or temperature as a whole on the

national yields. To show the effect of rainfall or tempera—

ture in general on the national yields, the marginal effects

for rainfall and temperature in each month of the season

were derived from the coefficients listed in Table 12, and

are reported in Table 13. These marginal effects for either

rainfall or temperature were estimated as defined in the

previous chapter. The marginal effects for rainfall were

most beneficial for the first month of the season (March)

and slightly beneficial throughout June to August. But

these marginal effects for rainfall were injurious during

April—May and October—November. The marginal effects for

temperature unfavorably affected yields during the planting

and harvesting time, and favorably affected yields in the

middle, i.e., during the period of late vegetative growth

and the early part of fruiting growth.

To test the significance of the joint effect of rain—

fall or temperature variables on the national average yield,

the Futest was used. The results for the F—test indicated

that the joint effect of rainfall variables was statisti—

cally significant, while the joint effect of temperature
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Table 13. The Marginal Effects at the Mean for Monthly

Total Rainfall and Monthly Average Temperature

 

 

Marginal Effects Marginal Effects

Months for Rainfall a for Temperatureb

March 1.9 —4.2

April -0.2 -2.2

May -1.9 —l.3

June 0.4 0.1

July 1.0 0.7

August 0.9 1.1

September 0.6 1.0

October —3.6 0.4

November -7.3 —0.9

 

 

aThese are the effects of a one-inch increase in rain—

fall on cotton yields in pounds per acre. These effects

were estimated for each month by the following equation:

(in)AZ. = b +2b2('fi)+b (T)+b
13R 1 65

where [KY is the change in cotton yields in pounds per acre

due to the change in rainfall in inches (11R). b1

and b6 are the estimated coefficients for monthlylrainfall,

squared monthly rainfall, monthly rainfall——temperature inter-

action, and successive month rainfall interaction reSpect—

ively, as shown in Table 12. R’is_monthly mean rainfall,

T is monthly mean temperature and R8 is the mean rainfall

for the preceding and following months for the whole period

of study.

 

bThese are the effects of a one degree F. increase in

temperature on cotton yields in pounds per acre. These

effects were estimated for each month by the following equa-

tion:

AI. = b +2b (T)+b (R)
AT 3 4 5

where (KY is the change in cotton yields in pounds per acre

due to the changes in temperature in degrees F. (ZXT). b3,

b4, and b5 are the estimated coefficients for monthly tem—

perature, squared monthly temperature, and monthly rainfall-

temperature interaction respectively, as shown in Table 12.

T'is monthly mean temperature, and R is monthly mean rainfall

for the whole period of study. 
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variables was not significant.

However, it seems interesting to show not only how each

of the mentioned weather factors has affected yields, but

also how much of the change in yields was attributable to

changes in weather as a whole over the period of study.

Therefore, the net effect of changes in weather conditions

as a whole on the national average yield over time was cal—

culated and will be discussed in detail in the last section

of this chapter.

Results for Time Factors
 

As mentioned, the four dummy variables for time (X25,

... , X28) were used to measure the effect of changes in

time—related factors. In other words, these dummy variables

were included to measure the effect of those factors which

presumably affected yields over time and were not explicitly

included in the analyses. These factors include improvement

in seed varieties, production techniques, and insect control.

Moreover, these dummy variables for time may also pick up

7The set of rainfall variables tested was X , ..., X12,

X19. ..., X24, and the set of temperature variab es was

X13, ..., X21, as shown in Table 11. The degrees of freedom

for numerator (N1) and denominator (N2) of the F—ratio for

testing rainfall variables were 12 and 1231, reSpectively,

and the F—value and significance level (CK) obtained were

2.027 and 0.02, reSpectively, while for the testing tempera-

ture variables, N1 = 9, N2 = 1231, the F—value = 1.193 and

(<X) was 0.20.
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year to year variations in weather that were not otherwise

accounted for.

One of these dummy variables was used for each year of

the study, except that 1939 was dropped to obtain a non—

singular matrix. Then, the estimated coefficients for these

variables actually measure the consistent differences in

the national average yield between 1939 and indicated sub-

sequent years. For example, Table 11 indicates that the

estimated coefficient for the first dummy variable X25 (1944)  was positive with the size equal to 33.8. This means that

the changes in these time related factors over the period

of 1939—44 have increased the national average yield by 33.8

pounds. These 33.8 pounds are actually the net effect of

changes in other technical and economic factors, weather,

and location of production over the period of 1939-44.

Moreover, Table 11 shows that the estimated coefficient for

the last dummy variable X (1959) was also positive with

28

a much larger size (101.9). This implies that an increase

 
of 101.9 pounds in the national average yield per acre over

the period of 1954-59 was attributable to changes in these

 
time related factors.

Since, the more rapid improvement in those time related

factors (particularly seed varieties and insect control)

have occurred in the later years of the study, it was expected

that time related factors have the largest effect on yields

in the last period (1954—59) relative to earlier periods.
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The results obtained for time factors are generally

consistent with the above expectation. However, the result

for time factor X26 (1949) is not in agreement with such

a priori expectation. The estimated coefficient for factor

X26’ as shown in Table 11, was —l7.5. Statistically, the

negative sign of this time factor X26 can be interpreted as

the result of unfavorable weather for that year that was

not picked up in the weather variables (X7, ..., X24).

However, the investigation of the relative importance

of these time factors among other factors influencing the

national average yield will be discussed in the last sec-

tion of this chapter.

Results for Location Factors

It was expected that the shifts in location of produc—

tion toward higher yielding areas would have substantially

increased the national average yield. Therefore, two dif—

ferent methods were used to measure the effect of these

shifts over time. One method was concerned with the shifts

in location of production among counties, and the other

was concerned with the shifts in location among states.

Both methods can be described in detail as follows:

Shifts in location of production among counties: the

estimated regression coefficients for location factors X

29'

..., X58 as shown in Table 11, were used to measure the
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effect of shifts in location among counties on the national

average yield. The way in which these coefficients for

location factors were used is represented in the following

equations:

where Z

rt

 

R

2 br Art

r=1 , and

R

rEl Art

R R

E b A E b A
r r1 r ro

L _. L : r=1 _ r=1

]. O R R

Z Ar1 Z Aro

r=1 r=1

the summation overall subregions, r=1, 2, ...,

R, and R=31.

the estimated regression coefficient for the

dummy variable representing subregion r, as

shown in Table 11.

the cotton acreage harvested in subregion r in

year t, where t is 1939 or 1944, 1949, 1954,

1959.

the weighted average location effect on the yield

in year t, by adopting the following two assump—

tions:

(1) changes in yield due to technology and weather

are those due to changes in the average levels

of technology and weather.
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(2) Furthermore, these average levels of tech—

nology and weather are held constant in

estimating yield changes due to changes in

location.8

 

8To show the reason for adopting these assumptions in

estimating changes in yield due to changes in location, let

subregion average yield (Yrt) = br + (th) b, where br is

the estimated coefficient for a dummy variable represent—

ing subregion r, Xft is average level of technology or weather

variable for subregion r, b is the estimated coefficient for

this variable, (disturbance term was omitted for simplicity).

 

 

 
 

R R _ At

Then, L = Z P b + Z P x b, where P = r
t rt r rt rt rt

r=1 r=1 R

Z A
rt

r=1

R R _ _
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and by having the above two assumptions, the second

term on the right side becomes zero, and then:
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Alq' = the change in the weighted average location

effect over t, where t = 1939 or 1944, 1949,

1956, 1959.

The results for the weighted average effects of shifts

in location over time on the national average yield are

summarized in Table 14.

The second column in Table 14 indicates that these

weighted average effects of changes in location of produc—

tion over successive years were positive. These positive

effects of shifts in the location of production on national

average yield imply that cotton acreages have been moving

toward higher yielding areas over the period of 1939 to

1959. More specifically, the third column in Table 14 in—

dicates that the shifts in location of production over the

period (1939—59) have increased the national average yield

per acre by 42 pounds. Since the actual increase in the

national average yield per acre over the same period (1939—

59) was 223 pounds, then 19 percent of this increase in the

national average yield was due to the shifts in the location

of production toward higher yielding counties.

For comparative purposes, another method was used to

measure the effect of shifts in the location of production

among states rather than among counties.

Shifts in location of production among states: The

method used here was independent of the previous multiple
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Table 14. The Weighted Average Effects Upon Cotton Yields

of Shifts in Production Among Counties a

(in pounds per acre)

.(Lt) (ALt = Ll‘Lo) (L1959-Ll939)

Weighted Average Changes in Changes in

Year Location Weighted Average Weighted Average

Effects Location Effect Location Effect

Over Succes- Over 1939—59

sive Years

1939 -26.7

4.8

1944 —2l.9

17.6

1949 —4.3 42.0

10.8

1954 6.5

8.8

1959 15.3

aThese were estimated by using the following equations:

R

2 br Art

L = r=1 , and

t R

Z A

r=1 rt

R R

Z brArl rglbr Ar0

AL =L—L= z - ‘
t l o R R

Z A Z A

r=1 r1 r=1 ro

Where b = the estimated regression coefficient for the dummy

r variable representing subregion r as shown in

Table 11, and r=1, 2, ..., 31.

A t = the cotton acreage harvested in subregion r in year t.

r

Lt = the weighted average location effect in year t.

AI%;= change in the weighted average location effect over

time.
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regression models.9 Data on cotton acreages and yields

by states from 1937 to 1961 were used as source material

for this method.10 These data were used to obtain weighted

averages for 1939, 1944, 1949, 1954, and 1959 (1937—41

averaged for 1939, and 1942—46 averaged for 1944, etc.).

Thus, there were available, by states, five sets of aver—

ages for acreage, and five for yield. State by state, each

of the five acreage figures was multiplied by each of the

five yield averages—-a total of twenty—five combinations.

The results for each of these twenty-five combinations were

summed and standardized by being divided by the sum of cor—

reSponding acreages. It is obvious that the effect of shifts

in the location of production by using this method was con—

founded with the effects of all other factors influencing

yields, particularly weather factors. Therefore, five year

averages for yield were used to smooth out (approximately)

the annual weather effect.

The method used here to measure the effect of shifts

in location of production among states can be summarized in

the following equation:

9This method has been used by Johnson and Gustafson

in their study, op. cit.

10Data on Cotton acres and yields by states were obtained

from: U.S.D.A., Agriculture Statistics, 1938—1962.  
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S

. Z Y A ’
* st

Yt,t=s= St

S

2 A’
t

s=l s

S

2

8:1 = the summation over all states, s=l, 2, ...,

S, and S=15.

Yst = yield per acre in state s in period t.

A ’ . . . ’
st = acreage in state s in period t.

t,t = census years; 1939 or 1944, 1949, 1954, 1959——

t represents census years for state yield

figures, and t represents census years for

state acreage figures.

y* » , . .

t,t = calculated national average yield, assuming

no change in state acreage distribution over

time-—by moving across the columns of Table

15-A or assuming no change in state yield

over time——by moving across the rows of the

same table.

The results of using the above method are reported in

Table l5—A. By moving across a row in Table 15-A, yield is

held constant and the differences in the national average

yield are due to different acreage distributions. These

differences are listed in Table 15—B.

Each of the different rows in Table 15—A and 15—B indi—

cates that the change in distribution of cotton acreage among  
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Table 15—A. The Calculated National Average Yielda of

Cotton Using Different Acreage Distributions

for Weights, 1939-59.

(in pounds per acre)

 

 

 

 

Yields Acreage distribution used

Used 1939 1944 1949 1954 1959

1939 246 250 257 264 267

1944 258 262 265 269 270

1949 269 272 280 289 292

1954 329 333 343 354 359

1959 399 403 419 433 440

  
aThe calculated national average yield is what the

average yield in year t would have been if acreage distribu—

tion in year t had prevailed. The calculated national aver-

age yield is:

 

S

Z Y A ’
7k ,

Y t,t 2 s=l st st

S

E A ’

s=l st

s = l, 2, ..., 15 states; t,t = 1939, 1944, 1949,

1954, or 1959.

Ast = acreages in state s year t; YSt 2 yield in

state 8 year t.

Y*t,t — calculated national average yield.
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Table 15-B. The Estimated Effect of Shifts in Location

of Production Among States on the National

Average Yield of Cotton Per Acre Over Time,

1939—59. a

(in pounds per acre)

 

 

 

 

Yields ' Interval

Used 1939—44 1944-49 1949-54 1954—59 - 1939459

1939 4 7 7 3 21

1944 4 3 4 1 12

1949 3 8 9 3 23

1954 4 10 11 5 30

1959 4 l6 l4 7 41

  
aDerived from Table 15—A.

the states.had the effect of increasing the national aver—

age yield. In the fifth row in Table 15—A, for example,

yield is held constant at the 1959 level and the state acre-

age distributions change over time. This shift in acreages

among states has resulted in an increase in the national

average yield from 399 pounds in 1939 to 440 pounds in 1959.

(Note however, that the actual yield using the actual acre—

age distribution was 246 pounds for the five year period

centering on 1939.)

Thus, on the basis of the calculations used in this

method, it appears that the change in the distribution of

cotton acreages among the states had the effect of increasing
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the national average yield over the period 1939—59 by 41

pounds compared with average yield in 1959. Since the actual

increase in the national average yield over the same period

was 223 pounds, then about 18 percent of this increase in

the national average yield was due to the shifts in the

location of production toward higher yielding states. Need-

less to say, this figure (18.4 percent) is almost equal to

that (18.8 percent) obtained from the other procedure for

estimating the consequences of shifts among counties.

 

An additional purpose for using the above method of

measuring the effects of shifts in the location of production

among states was to show how the national average yield would

have changed due to the influences that affected yields in

each of the states if the distribution of acreages among

various states had not changed over time. In other words,

if cotton acreages had remained constant in each and every

state, how much effect would the other factors (technical,

economic, and weather factors) have had on the national aver~

age yield? The information relevant to this question is

also found in Table 15-A. By moving across a column in

Table 15—A, acreage is held constant so that the differences

in the national average yield are due to all factors (affect—

ing yields) other than the shifts in location of production.

These differences are listed in Table lS-C. In the first

column (Table 15—C), the acreage distribution is held con—

stant at the 1939 acreages by states while the yields are
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Table 15—C. The Estimated Effects of Factors (Influencing

Yields) on the National Average Yield of Cot—

ton, Holding Acreage Constant, 1939—59. a

(in pounds per acre)

 

 

 

 

Interval Acreage distribution used

1939 1944 1949 1954 1959

1939-1944 12 12 8 5 3

1944—1949 11 10 15 20 22

1949-1954 60 61 63 65 67

1954-1959 70 70 76 79 81

1939—1959 153 153 162 169 173  
aDerived from Table 15—A.

allowed to change in each state in accordance with the actual

changes that did occur. Then, if the 1939 acreage distribu-

tion had been maintained, the national average yield would

have increased by 153 pounds. This is a smaller increase,

by 70 pounds, than the actual increase. If the 1959 acreage

distribution had existed throughout the whole period, the

national average yield would have increased by 173 pounds,

which is less than the actual increase. Also, if 1944 or

1949, 1954 acreage distribution had existed throughout the

whole period, the national average yield would have increased

by less than the actual increase.

Thus, on the basis of the above calculations, it is
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quite obvious that the shifts in location of production

among states over time have generally increased the national

average yield.

In the next section of this chapter, the relative im—

portance of this increase in the national average yield,

due to the shifts in location of production toward higher

yielding areas, will be considered in some more detail.

Summary

After the above long presentation of the results, factor

by factor influencing cotton yields, it seems helpful to

put them together to show the relative importance of these

factors on past changes in the national average yield. In

other words, it is useful to show how much of the increases

in the national average yield over time were attributed to

technology advance, how much to favorable weather, and how

much to the shifts in location of production toward higher

yielding areas.

The estimated regression coefficients for all differ—

ent technical, economic, weather, time, and location factors,

as shown in Tables 11 and 12, were used to answer the above

questions. The way in which these coefficients were used

was as follows: the average levels of each factor by years

were estimated. Then, by multiplying this average for each

factor in a Specific year by its estimated coefficient, the
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calculated average effect of that factor on the national

average yield in that year was obtained. These calculated

average effects for all different factors are presented in

Table 16. Moreover, by subtracting the calculated average

effect of a factor in a specific year from that in the fol—

lowing year, the calculated average effects of change in

the level of such factor over time on the national average

yield were obtained. These calculated average effects of

changes in the levels of factors, over time, on the national

 

average yield are reported in Table 17.

Table 17 indicates that changes in all technical and

economic factors (except man—hours of labor) over the whole

period of study (1939—59) had positive effects on the na-

tional average yield. Particularly, fertilizer and changes

in value of land had fairly large positive relationships.

An increase of 51.7 pounds in the national average yield

 
was imputed to more use of fertilizer and 19.6 pounds is

associated with the changes in land value. Also, an increase

of 5.1 pounds was attributed to the extent of mechanization

(as measured by dollars Spent on gas and oil), and 7.5 pounds

to economies of scale (as measured by the average size of

cotton farm).

Man—hours of labor used per cotton acre was the only

technical factor which had a negative effect on the national

average yield. This negative effect was related with a

substantial decrease in the amount of man-hours of labor

 



   

 

—121—

The Calculated Average Effects of Factors on the

 

 

 

  

 

Table 16.
a

National Average Yield of Cotton Per Acre, 1939—59.

(in pounds per acre)

F t Years

ac ors 1939 1944 1949 1954 1959

A. Technology—

Economic

1. Gas—oil 1.4 2.2 5.5 5.2 6.5

2. Man—hours 70.9 62.6 54.6 51.1 48.0

3. Nutrients 20.9 26.7 32.7 55.5 72.6

4. Size 10.7 12.1 19.8 17.4 18.2

5. Ratio —0.001 —0.001 -0.001 —0.001 —0.001

6. Value 16.1 17.1 21.1 25.7 35.7

Total 120.0 120.7 133.7 154.9 181.0

B. Time -—— 33.8 —l7.5 10.5 101.9

C. Weather —159.0 —151.5 ~159.9 ~144.2 —167.9

D. Location —26.7 —21.9 —4.3 6.5 15.3 
 

aThese calculated average effects for all factors (except

location factor) are actually products of the average level of

each of these factors in a Specific year and its estimated

regression coefficient (as shown in Table 11, 12). For the

 

location factor, they are:

R

2 br Art

Lt = r=1

R

Z A

r=1 rt

r = l, 2, ..., 31 subregions; t = 1939, 1944, 1949, 1954,

or 1959

A = acreages in subregion r year t; br = estimated coeffi-
rt

cient in subregion r (as shown in Table 11).
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The Calculated Average Effects on Cotton Yields

of Changes in the Levels of Factors, for Indicated

 

 

 

 

 

Periods, 1939-59. a

(in pounds per acre)

Interval

1939-44 1944—49 1949-54 1954—59 1939-59

A. Technology—

Economic

1. Gas—oil 0.8 3.3 —0.3 1.3 5.1

2. Man-hours -8.3 -8.0 -3.5 —3.1 —22.9

3. Nutrients 5.8 6.0 22.8 17.1 51.7

4. Size 1.4 7.7 —2.4 0.8 7.5

5. Ratio 0.0 0.0 0.0 0.0 0.0

6. Value 1.0 4.0 4.6 10.0 19.6

Total 0.7 13.0 21.2 26.1 61.0

B. Years 33.8 —l7.5 10.5 101.9 128.7

C. Weather 7.5 —8.4 15.7 -24.7 —9.9

D. Location 4.8 17.6 10.8 8.8 42.0

Total 46.8 4.7 58.2 113.1 221.8     
 

aDerived from Table 16.
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used per cotton acre. A decrease of 22.9 pounds in the

national average yield was imputed to the decrease in man—

hours of labor used per cotton acre over time.

Table 17 also indicates that the net effects of tech-

nology as a whole have increased the national average yield

over time (1939—59) by 61.0 pounds. This represents 27.4  
percent of the actual increase in the national average yield

over the same period. Moreover, it is apparent that the

major increase in the national average yield as the results

 of the technology advance has occurred after 1949. In other

words, over the period (1939-49) the technology advance

increased the national average yield by only 13.7 pounds,

while over the following period (1949—59) it increased such

yields by 47.3 pounds.

Concerning the effect of shifts in the location of

production, Table 17 shows that this effect has been posi-

tive over time, indicating that acreages have been moving

toward higher yielding areas. Also, an increase of 42 pounds

in the national average yield was imputed to the shifts in

 the location of production toward higher yielding areas.

This increase of 42 pounds in the national average yield

due to the shifts in location of production represents about

19 percent of the actual increase.

For weather factors, the net effect of changes in these

factors as a whole over time had a minor influence on the

national average yield. Over the period 1939—59, a decrease
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of only 9.9 pounds in the national average yield was attri—

buted to unfavorable weather.

By considering the calculated effects of time factors,

i.e., the effects of those which were not explicitly included

in the regression analyses and were related to time, Table

17 indicates that a 128.7 pound increase in the national

average yield was associated with changes in time. A word

of caution should be added in the interpretation of these

calculated time effects. Time is actually a residual. It

represents an increase in the national average yield which

was not explained by the regression equations. Then, the

explained variation (increase) in the national average yield

by the regression equations was less than 50 percent of the

actual variation (increase) in yields. Moreover, the unex—

plained variation measured by time factors cannot be attri—

buted to Specific factors. This may be the result not only

of other technical and economic factors but also of other

weather factors or any other factor not explicitly considered

in the regression analyses.

In short, the actual increase in the national average

yield over the period 1939—59 was 223 pounds. The explained

variation (increase) in the national average yield by the

regression equations is as follows: sixty—one pounds of

the increase was imputed to changes in the levels of tech—

nical and economic factors. Forty—two pounds of the increase

was attributed to the shifts in location of production toward
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higher yielding areas. Measured weather factors by them-

selves accounted for a 9.9 pound reduction in the national

average yield. On the other hand, a 129.9 pound increase

in the national average yield was left unexplained in the

national regression model. However, it appears that a major

 prOportion of this unexplained variation (increase) in the

national average yield was associated with changes in the

levels of factors related with time such as price of cotton,

improvement in seed varieties and insect control.

 

 

 



CHAPTER VII

SUMMARY AND CONCLUSIONS

The main objective of this study was to analyze the

relative importance of factors related to past changes

(1939—59) in cotton yields. The factors considered were

weather, fertilizer, mechanization, labor, value of land

and buildings, shifts in location of production, irrigation

and the price of cotton.

Regression techniques employing a quadratic function

of time to represent monthly weather data were the tools

for the analyses. A combination of time series and cross—

sectional data were used, with the basic unit of observation

being the county in census years 1939, 1944, 1949, 1954 and

1959. A sample of 258 counties was randomly selected to

represent the entire U. S. cotton area. Three levels of

analyses were applied, i.e., state, regional and national

levels.

Generally, the statistical analyses yielded coefficient

signs which would be expected, from an economic and technical

point of view. However, the regional analyses were generally

1The last two factors were dropped from the analyses

because of certain statistical problems. These problems were

discussed earlier in Chapter III.
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superior to those at the state level and at the national

level from the standpoint of the size and the statistical

significance of the estimated coefficients. Moreover, the

regression results for technical and economic factors ob-

tained from the regional analyses were more consistent

internally and more meaningful in terms of the technical

and economic expectations than those obtained from either

state or national analyses. The results for weather var-

iables, particularly for rainfall, from regional analyses

were consistent region to region.

In the state analyses‘ results, the main problem was

the different signs and sizes of estimated coefficients for

the same factor in different states. This problem appears

to have been caused by the following factors: (a) the

existence of a multicollinearity problem among some var—

iables used in the analyses, (b) the aggregative nature of

the values used for some technical factors, and (c) too

small a variation among observations associated with a state

to provide reliable estimates. In other words, some states

might have substantial homogeneity such as to prevent suffi—

cient variability among observations for each variable,

this tending to reduce the possibility of making reliable

estimates.

For the national analysis, the coefficient of multiple

determination was smaller2 than that for regional or state

 

2R2 for the national analysis is 0.3658.
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analyses,3 indicating some heterogeneity in relationships

among the cross—sectionally combined states.

At the state level, fifteen analyses were made. The

variables used in the state regression models explained

46 to 84 percent of the variation in cotton yield increases.

The results from the state analyses show that there were

substantial differences among states in the cotton yield

increases attributable to different factors. For technical

and economic factors, the effects of mechanization on yields

tended to be more pronounced in the Southwestern and Western

Irrigated States than in the other states. At the same time,

the size of cotton farms had more effect on yields in the

Southwestern and Western Irrigated States. In contrast,

labor was less used in the Southwestern and Western Irrigated

States than in the other states. The results are consistent

with the hypothesis that mechanization is a substitute for

labor in the Southwestern and Western states to a greater

degree than in other states. Fertilizer tended to have a

major effect on yields in all states except Oklahoma and

Texas. And, higher values of land and buildings were more

associated with yield increases in all non-irrigated states

than in the irrigated states. In the case of weather fac—

tors, monthly total rainfall during the growing season had

 

3

R2 for the regional analyses is ranged from 0.5296

to 0.6776, and for the state analyses is ranged from 0.5240

to 0.8418 (except for E. Texas is 0.4553).
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a high negative effect in most of the relatively humid states,

particularly North Carolina and Tennessee, but a highly

positive effect in most of the relatively arid states which

are not irrigated, namely Oklahoma and Texas. Monthly aver-

age temperature had more effect (either negative or positive)

in the Southeastern and Delta states than in the other states.

Four regional analyses were made, one each for the

Southeastern, the Delta, the Southwestern, and Western Regions.

Grouping the counties which presumably have a relative homo—

geneity of production techniques, weather, soil, topography

and climate, into a region, increases the observations asso—

ciated with each analysis substantially, and this increase

in degrees of freedom could lead to more reliable estimates.

Thus, this aggregative attribute of regional analyses might

result in sufficient variability among the observations within

a region to permit making reliable estimates.

However, the results of regional analyses did not com—

pletely conform to these expectations. Among regions, there

were substantial differences in the cotton yield increases

attributable to different factors. For technical and economic

factors, mechanization had more effect in the Western and

Southwestern Regions than in the Southeastern and Delta

Regions. Similarly, the larger size of cotton farm was

more related with an increase in yields in the former regions

than in the latter regions. Since, the variable of cotton

farm size was used to measure the effect of a Shift to more
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specialized equipment, it appears that the extent of mech-

anization in the Southwestern and Western Regions was asso—

ciated with shift to more Specialized equipment. In con-

trast, labor had less influence in the Southwestern and

Western Regions than in the other two regions. Fertilizer

had a major effect in all regions except the Southwest.

And, the value of land and buildings was more closely re-

lated to an increase in yields in the Southeastern, Delta

and Southwestern Regions than in the Western Irrigated

Region. But, the effect on yields of a relative change in

cotton acreage in a year compared to 1939 was virtually zero

for all regions.

The results for weather variables, rainfall in particu—

lar, were consistent among different regions. The analyses

show that monthly total rainfall variable was most beneficial

in all regions in the early part of the season, was most

injurious in the middle of the season, particularly June to

September, then was slightly damaging in November in the

Southeastern and Western Regions, and relatively beneficial

in the Delta and Southwestern Regions. Monthly rainfall-

temperature interactions were slightly injurious to cotton

yields in all regions at the beginning of the season and

changed gradually to become relatively beneficial at the

end of the season, according to the statistical analysis.

Successive month rainfall interactions positively affected

cotton yields during the beginning of the season in the
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Southeastern and Western Regions, and turned negative as

the season advanced. In the Southwestern Region, these

successive month rainfall interactions were slightly nega—

tive at the beginning of the season and turned positive at

the end of the season. In the West, the effects of these

interactions were positive throughout the whole season.

The calculation of marginal effects for rainfall on cotton

yields indicates that these effects were generally similar

in all non-irrigated regions. The marginal effects for

rainfall in March were positive in the Southeastern and

Delta Regions and negative in the Southwestern Region, and

became negative in all non—irrigated regions during the

following two months. In July, these marginal effects for

rainfall turned positive in all non-irrigated regions, and

increased as the season advanced to have the largest values

at the end of the season. The pattern of the marginal effects

for rainfall in the Western Irrigated Region was very dif—

ferent from that in the non—irrigated regions. In the West-

ern Irrigated Region, the marginal effects for rainfall were

most beneficial at the beginning of the season, reduced

gradually to be highly negative for July-August, and turned

up to become relatively negative in November. Moreover, the

results for the temperature variables were relatively con—

sistent from one region to the other, but were not as con~

sistent as the results obtained for rainfall variables.

The coefficients for monthly average temperature variable
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were negative throughout the entire season in the Delta

Region, with large values for the planting period and smaller

values at the end of the season. In the Southeast, these

coefficients were highly positive for the early part of the

season, and then reduced gradually to become negative for

September to November. In the Southwest, these effects of

monthly average temperature were positive during the whole

season with largest values for June. But, in the Western

Region these effects have a different pattern. They were

relatively negative for March and April, then slightly posi-

tive during five months, and became negative for October

and November. The marginal effects for temperature on cotton

yields were generally similar in the Southeastern, Delta,

and Western Regions. In these three regions, the marginal

effects for temperature were unfavorable during the plant—

ing and harvesting time, and were favorable in the middle

of the season with largest values for June. In the South-

western Region, the marginal effects for temperature were

slightly positive in March, and reduced gradually to be

highly negative at the end of the season.

At the national level, data for 258 counties were

included into the analyses. Statistically, the prime moti—

vation for the national analyses was the potential improve-

ment of the estimates through taking into account a wider

range of variation in the variables as well as the gain

in degrees of freedom. At the same time, an economic and
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policy justification for making the national analyses is

to understand better the relationships (between cotton yields

and related factors on the national level) so that appro—

priate policy can be undertaken.4

The results for the national analyses imply that changes

in all technical and economic factors (except man-hours of

labor) over the period 1939—1959 had positive effects on

the national average yield.

Fertilizer in particular, and the change in the value

of land and buildings had fairly large positive relation—

ships with the increase in yields. An increase of 51.7

pounds in the national average yield was imputed to more

use of fertilizer and 19.6 pounds was associated with the

changes in land value. These results for the effect of

fertilizer on the national average yield are somewhat con-

sistent with those obtained by Heady and Auer in their study

of the imputation of production to technologies. Heady

and Auer found that an increase of 41.8 pounds in the na—

tional average yield per cotton acre over the period 1930—

1960 was imputed to more use of fertilizer.5 Concerning

the results for land value, the high positive relationships

between the increase in land value and the increase in

4Also, as a citizen of Egypt, the writer has an interest

in understanding better the macro—economic relationships

that exist within the cotton sector of a major competing

nation.

5Heady and Auer, op. cit., p. 319.
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cotton yields indicate that the better yielding cotton land

has benefitted with higher prices. Moreover, an increase

of 5.1 pounds was attributed to the extent of mechanization,

and 7.5 pounds to economies of scale. Decreases in man-

hours of labor used per cotton acre were the only changes

in technical and economic factors which had a negative effect

on the national average yield. Actually, this negative

effect was related with a substantial decrease in the amount

of man—hours of labor used per cotton acre. A decrease of

 

22.9 pounds in the national average yield was imputed to

the decrease in man—hours of labor used per cotton acre over

time.

The shifts in location of production positively affected

the national average yield indicating that acreage has been

moving toward higher producing areas. An increase of 42

pounds in the national average yield was imputed to the shifts

in the location of production toward higher yielding areas.

 
The measured effect of changes in weather factors as

a whole over time had a minor influence on the yields. Over

the period 1939—59, a decrease of only 9.9 pounds in the

national average yield was attributed to unfavorable weather.

Furthermore, for time related factors, i.e., the factors

which presumably affected the yields and were related to

changes in time, a 128.7 pound increase in the national

average yield was indicated.

Actually, these findings on past changes in yield have
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implications for future policy decisions. Also, the pos—

sibilities for a further increase in cotton yields can be

assessed from the results of these analyses of past increases,

and, these possibilities may provide important implications

for agricultural policy.

On the basis of the results obtained from this study,

it is apparent that the increase in cotton yields over the

period 1939—59 was mainly imputed to three major factors.

These factors are: (a) increased use of fertilizer, (b)

shifts in location of production toward higher yielding

areas, i.e., toward irrigated areas, and (c) time related

factors.

The greater use of fertilizer in cotton production

or for other crops, in the last three decades could be the

result of a growing awareness by farmers of using this input.6

Moreover, Griliches in his study of the demand for fertili—

zer, concluded that the increased use of fertilizer in U.S.

agriculture could be largely explained by the decline in the

real price of fertilizer.7 The real price of fertilizer

is simply the price of fertilizer divided by the price of

farm crOps.

 

6 . . . . .
M. I. Petit, "Econometric AnalySis of Feed—Grain Live—

stock Economy," (unpublished Ph.D. Thesis, Michigan State

University, 1964).

7 . . . . .

Z. Griliches, "The Demand for Fertilizer: An Economic

Interpretation of a Technical Change," Journal of Farm

Economics, Vol. 40 (August, 1958), 591—606.

   



-136-

Over the period (1920—29) to (1950—59), the absolute

price of fertilizer has risen by less than 14 percent, and

the price of fertilizer relative to the price of cotton has

fallen by more than 30 percent.8 Then, if the decline in

the relative price of fertilizer to cotton continues, one

could expect more increase in fertilizer use, or the same  
result may occur if farmers continue to learn more about the

use of fertilizer, even if the relative price of fertilizer

does not decline further.

Concerning the shift in the location of production,

this was mostly toward Western irrigated areas with high

yielding land. If this shift in location of cotton produc-

tion continues toward these Western irrigated lands, and if

some of the new irrigated lands are devoted to cotton, one

can expect that the expansion of irrigation will lead to a

further increase in cotton yields. But, the expansion of

the irrigated land will generally depend on a number of

political and economic factors. In other words, the govern—

mental development of the irrigated land will mainly be

determined by political factors, but the private develOp—

ment will mostly be determined by economic factors and policy

decisions on allotments. Wooten and Anderson, for example,

have estimated that about 6 million acres of new irrigated

  
8These figures were derived from data obtained from:

U.S.D.A., Agriculture Statistics, 1945 and 1966.
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land might be develOped between 1954 and 1975.9 Again, if

the location of cotton production continues to Shift toward

these western areas, and if some part of these new expected

irrigated lands are devoted to cotton, one could expect a

further increase in cotton yields.

Furthermore, time related factors, particularly changes

in cotton prices, improvement in production techniques,

improvement in seed varieties and insect control seem likely

to continue to have major effects. For cotton prices, changes

in these prices may lie behind changes in technology and

some changes in the location of production. Over the period

1930-39 to 1950—59 the absolute price of cotton rose by about

255 percent.10 For other related factors, i.e., improvement

in production techniques, seed varieties and insect control,

one can expect further improvement in these factors as the

result of continuing research activities of the federal and

state governments and of private firms.

The major part of past increase in cotton yields can

be attributed to changes in some technical and economic

factors. Since it seems probable that such relationships

will continue and dominate, then, to keep cotton production

 

9H. H. Wooten and J. R. Anderson, Agricultural Land

Resources in the United States, U.S.D.A., Agr. Inf. Bul.

No. 140, 1955.

 

10This figure was derived from data obtained from:

U.S.D.A., Agriculture Statistics, 1955 and 1966.
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at the present level, further consideration should be given

to different policies of production control. The use of

policies which cut back cotton acreage is likely to require

progressively more acreage reduction to attain the same

production cutback. Moreover, even past acreage reductions

as a form of production control do not seem to have been

very effective. Allotment programs do not always control

production. With acreage restricted, farmers tend to step

up the use of yield—increasing practices. In this respect,

Hathaway argues:

The inability of acreage reductions to control

the output of the specific crop rests largely

upon the fact that land is only one input, and

not a major one at that, for most crOps. There

are other inputs which are substitutes for land

in crOp production. Moreover, for most of these

substitutes--fertilizers, irrigation, improved

seed, insecticide, etc.--their marginal value

product already exceeds their acquisition cost

at recent price levels. Therefore, with acre—

age allotments and unlimited price supports

there is a powerful dual incentive to use new

inputs to maintain or increase crop output on

the reduced acreage. 11

In spite of these problems, acreage reductions as a

form of production control have persisted; further proce—

dures to make acreage reduction more effective seem to be

required. Analytically, it seems clear that other forms

of production control need further consideration. Some

 

11D. E. Hathaway, Government and Agriculture, Public

 

 
Policy in Democratic Society (New York: The MacMillan

Company, 1963), pp. 297—298.
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possibilities include rationing of yield-increasing inputs

(such as fertilizer) or a reduction in public—supported,

yield~increasing expenditures (such as reclamation projects,

fertilizer, lime, tiling and irrigation). Another possi-

 
bility is direct volume control, i.e., specific level of

yield per acre. This yield control might be different from

state to state according to the historical yield level of

each state. The writer recognizes that a variety of politi—

cal forces are involved in each of the above alternatives.

 

It is not apprOpriate to discuss them. Moreover they are

beyond the scope of this thesis.

At this point, it should be pointed out that, as this

study progressed, the need for further research in several

areas became evident. For instance, further research is

required to analyze the effect of different forms of pro-

duction control on cotton yields, the effect of these forms

of control on yields of other crops, and the effect of other

 factors which may lie behind this dynamic increase in cotton

yields, such as the improvement in seed varieties and insect

control.

Moreover, the results for national analyses in this

study call attention to the deed for further analysis in

which only non—irrigated states would be included, rather

than joining together all non-irrigated and irrigated states.

The national analysis presented in this thesis has indicated

some heterogeneity in relationships among these states,
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probably because of combining non—irrigated and irrigated

states.

The results obtained in attempting to use prices as

a factor affecting yields were not satisfactory because of

certain statistical problems. Research is needed which

would resolve these problems and thus provide a better under—

standing of the relationships between cotton prices, cotton

yields and the aggregate level of production.
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APPENDIX,A

THE DATA: SOURCES AND ESTIMATION METHODS

OF MISSING-DATA

The Dependent Variable:
 

A. County Average Yield per Harvested Acre (in Pounds):

The values for this variable were obtained by mul-

tiplying the ratio of cotton production (in bales)

for a county to the total acres of cotton harvested

 
in that county by 478 pounds. The data for cotton

production and acreage were obtained from U.S.D.A.,

Census of Agriculture 1939, 1944, 1949, 1954, and

1959, as shown in Table A—1.

The Independent Variables:

A. Technology Variables:

a. Dollars Spent on Gas and Oil per Acre:

These values were obtained as the ratio of total

dollars spent on gas and oil in a county to the

total acres of crOpland harvested in that county.

And then, these values were deflated by the index

of average prices paid by farmers for motor sup—

plies. The sources of data for dollars spent

on gas and oil, and for total acres of crOpland

harvested, are shown in Table A—1. The data for

index of average prices paid by farmers for motor
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supplies were obtained from U.S.D.A. Stat. Bul—

letin No. 319 (1962) and are listed in Table

A—2.

Table A-2: Index of Average Prices Paid by

Farmers for Motor Supplies a

 

Index of Average Prices Paid by

Years Farmers for Motor Supplies,

1910—14 = 100
 

 

1939 102

1944 115

1949 146

1954 162

1959 173      
aSource: U.S-D.A. Stat. Bul. No.

319, 1962.

As shown in Table A—1, the data for this var—

iable were not available on either county or

state level in 1944. However, the data for this

variable on the national level have indicated

that of the total change in dollars (current)

spent on gas and oil over 1939—49, 22.93 percent

have occurred by 1944.1 By assuming that the

change in dollars (current) Spent on gas and

 

lU,s,D,A., ERS, Farm Income Situation, Table l7—H, p. 53,

July, 1964.
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oil in each county has changed in proportion to

the change at the national level, then dollars

(current) Spent on gas and oil in a county for

1944 were estimated as follows: the dollars

(current) Spent on gas and oil in a county plus

.2293 times the change in dollars (current) Spent

on gas and oil over 1939—49 in that county.

Man—Hours of Labor Used Per Cotton Acre:

The state average of pre—harvest and harvest

man work units used per cotton acre was the value

used for this variable, Since the county average

was not available. However, the data for this

variable were obtained from the following sources:

For 1939: M. R. Cooper, W. C. Holley, H. W.

Hawthorne, and R. S. Washburn, Labor Requirements

for CrOps and Livestock, U.S.D.A., Agrl. Econ.,

F.M. 40 (processed, 1943).

For 1949: R. W. Hecht and K. R. Vice, Labor
 

Used for Field CrOps, U.S.D.A., Stat. Bul. No.

144, 1954.

For 1959: Labor Used to Produce Field CrOps,
 

Estimates by States, U.S.D.A. Stat. Bul. No.

346, May, 1964.

Since the data for this variable for 1944 and
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1954 were not available, then the average of

1939—49 was used for 1944, and the average of

1949—59 was used for 1954.

Pounds of Fertilizer Nutrients Applied per Cotton

Agra:
i

The state average of fertilizer nutrients in

pounds was the values used for this variable,

since such data were not available on a county

basis. However, the data for this variable were

 

obtained from the following sources:

For 1949: Fertilizer Use and Crgp Yields in the

U. S., 1950 Estimates, U.S.D.A. Agrl. Handbook

No. 68.

For 1954: Fertilizer Used on Crops and Pastures

in the U. S.: 1954 Estimates, U.S.D,A., Stat.

Bul. No. 216, 1957.

For 1959: Commercial Fertilizer Used on Crops
 

and Pasture in the U.S.: 1959 Estimates, U.S.D.A.,

Stat. Bul. No. 348, 1964.

Since the data for this variable in 1939 and

1944 were not available, then the estimation

method for obtaining these data can be summarized

as follows:
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Let the pounds of nutrients per cotton acre

in state s in year 1949 = Ns,49. And the

pounds of fertilizer per cotton acre in state

S in year 1949 = Fs,49. Then, the ratio of

N 49 .
F§L__. gives the pounds of nutrients per

s,49

pound of fertilizer as used on cotton in

1949.

Let the ratio of pounds of nutrients per

 

pound of all fertilizer in state s in 1939
 

_N N

“ X§4§2—- and in 1949 = Xgéég—a

5,39 s,49

By assuming that in each state, the change

in pounds of nutrients per pound of cotton

fertilizer was prOportional to the change

 
in pounds of nutrients per pound of all fer-

tilizer over the period of 1939—49, i.e.,

 

  

 

Ns,49 Ns,49

Fs,49 AFs,49

Ns,39 N5,39

F5,39 AF5,39

N5,39

F N . AFs,39
 

 

£13.49 Elsie.

AFs,49
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4. And by the same procedure in case of 1944,

then

Ns,44

AF
s,44

Ns,49

F
5149 NS,49

AFs,49

5,44 = Fs,44 -

Average Size of Cotton Entepprise in Acres:

These values were obtained by taking the ratio

of total number of cotton acres in a county to

the total number of farms harvesting cotton in

that county. The sources of data for cotton

acres and number of farms are as shown in Table

A—l.

Ratio of Cotton Acreage in a Year to that in 1939:

The total acres of cotton harvested in a partic—

ular year in a county to that in the base year

(1939) in that county were the values used for

this variable.

Value of Land and Buildings per Acre:

The values of land and buildings per acre (in

current dollars) were obtained as reported in

the U. S. Census of Agriculture. And then, these

values were deflated by the consumer price index.

The data for consumer price index were obtained

from Business Statistics, 1961 Biennial Edition
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of the U.S.D. of Labor, Bureau of Labor Statis—

tics, and are listed in Table A—3.

 
 

 

 

Table A—3: Consumer Price Indexa

Consumer Price Index

years (1947-49 = 100)

1939 59.4

1944 75.2

1949 101.8

1954 114.8

1959 124.6

   
 

aSource: Business Statistics, 1961 Biennial

Edition of U.S.D.L., Bureau of

Labor Statistics.  
9. Number of Tractorsgper 1000 Acres of Harvested

CrOpland:

The values for this variable were obtained by

taking the ratio of total number of tractors in

a county to 1000 acres of harvested crOpland.

The sources of data for total number of tractors

 
and acres of harvested cropland are as Shown in

Table A—1.

h. Proportion of Cotton Acreage Irrigated:

The values for this variable were obtained by

taking the ratio of cotton acreage irrigated in

 
 





 
 

 

 

 

—161—

a county to the total cotton acreage in that

county. The sources of data on cotton acreage

irrigated are reported in Table A—4.

AS shown in Table A—4, the data for cotton

acreage irrigated in 1944 by counties were not

available. However, state totals of irrigated

land were obtained from the 1949 U. S. Census

of Agriculture, Vol. 1, Parts 30 for New Mexico,

31 for Arizona, and 33 for California. By assum—

ing that the change in cotton acreage irrigated

in each county had changed in the same propor—

tion as the change in total acreage irrigated

in the state, estimated cotton acreage irrigated

in 1944 for a county was obtained as follows:

1. Let total acreage irrigated in 1939, 1944,

and 1949 for the state = 5,39 , s,44 ,

and Is,49 reSpectively. And let cotton acre—

age irrigated in 1939, 1944, and 1949 for

the county = Ic,39 , Ic,44 , and Ic,49 re—

spectively.

2. Let Is,49 — I5,39 = w

and Is,44 — IS,39 = z.

3. Then, on the basis of the above assumption:

I

c,44 = Ic,39 + (z/w) - (Ic,49 — Ic,39).
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i. Percentage of Cropland Harvested in Cotton:

The values of this variable were obtained by

taking the ratio of cotton acreage in a county

to total cropland harvested in that county and

multiplying this ratio by 100. The sources of

data on cotton acreage and crOpland acres are

Shown in Table A—1.

j. Prices of Cotton for Previous Season:
 

The values of this variable were obtained as

reported in U.S.D.A., Agriculture Statistics,

1941, 1946, 1951, 1956, and 1961.

Weather Variables:

The data for monthly total rainfall in inches and

monthly average temperature in degrees of F. for

selected weather stations were obtained from: .ELE:

matological Data, by States, by Months, Weather

Bureau, U. S. Commerce Department, 1939, 1944, 1949,

1954, and 1959. The weather stations were selected

according to the following criteria:

1. If there were more than one weather station

in a county reporting rainfall and tempera—

ture, then the one at or near the center

was selected for use in this study.

2. If there was only one weather station in a
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county, then it was selected.

If there was none in a county, then the

nearest weather station to that county was

selected.

 





A
P
P
E
N
D
I
X

B

S
E
L
E
C
T
I
O
N

C
O
U
N
T
I
E
S
A
N
D
W
E
A
T
H
E
R

S
T
A
T
I
O
N
S

T
a
b
l
e

B
=
1
.

S
e
l
e
c
t
i
o
n
C
o
u
n
t
i
e
s

a
n
d
‘
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

i
n

E
a
c
h

S
t
a
t
e

I
n
c
l
u
d
e
d

i
n

T
h
i
s

S
t
u
d
y
1

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s
z

I
.

N
o
r
t
h

C
a
r
o
l
i
n
a
:

1
.
A
n
s
o
n

2
.

B
e
r
t
i
e

3
.
C
a
t
a
w
b
a

4
.
C
h
o
w
a
n

5
.

C
o
l
u
m
b
u
s

6
.

D
u
p
l
i
n

7
.

E
d
g
e
c
o
m
b
e

8
.

I
r
e
d
e
l
l

9
.

L
i
n
c
o
l
i
n

1
0
.

N
a
s
h

1
1
.

N
o
r
t
h
a
m
p
t
o
n

1
2
.

P
i
t
t

1
3
.

R
i
c
h
m
o
n
d

1
4
.

S
a
m
p
o
n

1 1 L
_

__
__

_
__

__
__

__

1
9
5
9

W
a
d
e
s
b
o
r
o

L
e
w
s
t
o
n

H
i
c
k
o
r
y

E
d
e
n
t
o
n

W
h
i
t
e
v
i
l
l
e

F
a
s
i
o
n

R
o
c
k
y
‘
M
o
u
n
t

8
E
S
E

S
t
a
t
e
s
v
i
l
l
e

‘
2
N
N
E

L
i
n
c
o
l
n
t
o
n

4
W

N
a
s
h
v
i
l
l
e

J
a
c
k
s
o
n

G
r
e
e
n
v
i
l
l
e

H
a
m
l
e
t

C
l
i
n
t
o
n

2
S

“
1
9
5
4

W
a
d
e
a
b
o
r
o

L
e
w
e
t
o
n

H
i
c
k
o
r
y

E
d
e
n
t
o
n

W
h
i
t
e
v
i
l
l
e

F
a
s
i
o
n

R
o
c
k
y
M
o
u
n
t

8
E
S
E

S
t
a
t
e
s
v
i
l
l
e

Z
N
N
E

L
i
n
c
o
l
n
t
o
n

4
W

N
a
s
h
v
i
l
l
e

J
a
c
k
s
o
n

G
r
e
e
n
v
i
l
l
e

H
a
m
l
e
t

C
l
i
n
t
o
n

2
S

1
9
4
9

W
a
d
e
s
b
o
r
o

J
a
c
k
s
o
n
i
o
f

N
o
r
t
h
a
m
p
t
o
n

H
i
c
k
o
r
y

E
d
e
n
t
o
n

W
h
i
t
e
v
i
l
l
e

S
l
o
a
n

3
S

T
a
r
b
o
r
o

S
t
a
t
e
s
v
i
l
l
e

l
W

H
i
c
k
o
r
y

o
f

C
a
t
a
W
b
a

N
a
s
h
v
i
l
l
e

J
a
c
k
s
o
n

G
r
e
e
n
v
i
l
l
e

2

C
o
g
n
a
c

E
x
p
.

F
a
r
m

C
l
i
n
t
o
n

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

A
l
b
e
r
m
a
r
l
e

o
f

S
t
a
n
l
y

S
c
o
t
l
a
n
d
N
e
c
k

o
f
H
a
l
i
f
a
x

H
i
c
k
o
r
y

E
d
e
n
t
o
n

S
o
u
t
h
p
o
r
t

o
f

B
r
u
n
s
w
i
c
k

S
l
o
a
n

T
a
r
b
o
r
o

S
t
a
t
e
s
v
i
l
l
e

H
i
c
k
o
r
y

o
f

C
a
t
a
w
b
a

N
a
s
h
v
i
l
l
e

E
n
f
i
e
l
d

(
n
e
a
r
)

o
f

H
a
l
i
f
a
x

G
r
e
e
n
v
i
l
l
e

W
e
l
d
o
n
r
o
f

“
H
a
l
i
f
a
x

C
l
i
n
t
o
n

1
9
3
9

A
l
b
e
m
a
r
l
e

o
f

S
t
a
n
t
l
y

S
c
o
t
l
a
n
d
N
e
c
k

o
f

H
a
l
i
f
a
x

H
i
c
k
o
r
y

E
d
e
n
t
o
n

S
o
u
t
h
p
o
r
t

o
f

B
r
u
n
s
w
i
c
k

S
l
o
a
n

-165-

T
a
r
b
o
r
o

S
t
a
t
e
s
v
i
l
l
e

H
i
c
k
o
r
y

o
f

C
a
t
a
w
b
a

N
a
s
h
v
i
l
l
e

E
n
f
i
e
l
d

(
n
e
a
r

o
f
H
a
l
i
f
a
x

G
r
e
e
n
v
i
l
l
e

W
e
l
d
o
n

o
f

H
a
l
i
f
a
x

C
l
i
n
t
o
n

.
.
.
.
c
o
n
t
i
n
u
e
d

 



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
5
.
_
S
t
a
n
l
y

1
6
.

V
a
n
c
e

1
7
.
W
i
l
s
o
n

I
I
.
S
o
u
t
h

C
a
r
o
l
i
n
a
:

1
.
A
b
b
e
v
i
l
l
e

2
.

A
l
l
e
n
d
a
l
l
e

3
.

B
a
m
b
e
r
g

4
.

B
e
r
k
e
l
e
y

5
.

C
h
e
s
t
e
r

6
.
D
a
r
l
i
n
g
t
o
n

7
.

D
i
l
l
o
n

8
.

F
l
o
r
e
n
c
e

9
.

C
r
e
e
n
v
i
l
l
e

H
a
m
p
t
o
n

J
a
s
p
e
r

1
9
5
9

A
l
b
e
r
m
a
r
l
e

H
e
n
d
e
r
s
o
n

2
S
w

W
i
l
s
o
n
.
2
W

C
a
l
h
o
u
n

F
a
l
l
s

G
r
e
e
n
w
o
o
d

B
a
m
b
e
r
g

P
i
n
0
p
o
l
i
s

D
a
m

C
h
e
s
t
e
r

2
W
S
W

D
a
r
l
i
n
g
t
o
n

D
i
l
l
o
n
4

S
W

F
l
o
r
e
n
c
e
-
2
N

C
a
e
s
a
r
s

H
e
a
d

H
a
m
p
t
o
n

R
i
d
g
e
l
a
n
d

2
S
E

1
9
5
4

A
l
b
e
m
a
r
l
e
'

H
e
n
d
e
r
s
o
n
-
2
.
S
w

W
i
l
s
o
n

2
W

C
a
l
h
o
u
n

F
a
l
l
s

G
r
e
e
n
w
o
o
d

B
a
m
b
e
r
g

P
i
n
o
p
o
l
i
s

D
a
m

C
h
e
s
t
e
r

2
W
S
W

D
a
r
l
i
n
g
t
o
n

D
i
l
l
o
n

4
S
W

F
l
o
r
e
n
c
e

2
N

C
a
e
s
a
r
s

H
e
a
d

H
a
m
p
t
o
n

R
i
d
g
e
l
a
n
d

2
S
E

1
9
4
9

A
l
b
e
m
a
r
l
e

-

H
e
n
d
e
r
s
o
n

2
S
w

W
i
l
s
o
n

C
a
l
h
o
u
n

F
a
l
l
s

G
r
e
e
n
w
o
o
d

O
r
a
n
g
e
b
u
r
g

2
S
E
.

o
f

O
r
a
n
g
e
b
u
r
g

P
i
n
o
p
o
l
i
s

D
a
m

C
h
e
s
t
e
r

D
a
r
l
i
n
g
t
o
n

D
i
l
l
o
n
4

S
W

F
l
o
r
e
n
c
e

2
N

C
a
e
s
a
r
s

H
e
a
d
-

Y
e
m
a
s
s
e
e

4
W

R
i
d
g
e
l
a
n
d

2
S
E

 

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

O
f

t
h
e

S
t
u
d
y

1
9
4
4

A
l
b
e
m
a
r
l
e

H
e
n
d
e
r
s
o
n

W
i
l
s
o
n

C
a
l
h
o
u
n
F
a
l
l
s

G
r
e
e
n
w
o
o
d

O
r
a
n
g
e
b
u
r
g

2
S
E

o
f

O
r
a
n
g
e
b
u
r
g

P
i
n
o
p
o
l
i
s

D
a
m

C
h
e
s
t
e
r

D
a
r
l
i
n
g
t
o
n

D
i
l
l
o
n

F
l
o
r
e
n
c
e
A
P

C
a
e
s
a
r
s

H
e
a
d

Y
e
m
a
s
s
e
e

R
i
d
g
e
l
a
n
d

1
9
3
9

A
l
b
e
m
a
r
l
e

H
e
n
d
e
r
s
o
n

W
i
l
s
o
n

C
a
l
h
o
u
n

F
a
l
l
s

G
r
e
e
n
w
o
o
d

O
r
a
n
g
e
b
u
r
g

o
f

O
r
a
n
g
e
b
u
r
g

K
i
n
g
s
t
r
e
e

o
f

W
i
l
l
i
a
m
a
b
u
r
g

C
h
e
s
t
e
r

—166—

D
a
r
l
i
n
g
t
o
n

D
i
l
l
o
n

F
l
o
r
e
n
c
e

1

C
a
e
s
a
r
s

H
e
a
d

Y
e
m
a
s
s
e
e

Y
e
m
a
s
s
e
e

o
f

H
a
m
p
t
o
n

.
.
.
.
c
o
n
t
i
n
u
e
d



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
2
.

K
e
r
s
h
a
w

1
3
.

L
e
e

1
4
.
M
a
r
i
o
n

1
5
.

O
r
a
n
g
e
b
u
r
g

l
6
.

S
a
l
a
d
s

1
7
.

S
p
a
r
t
a
n
b
u
r
g

1
8
.

U
n
i
o
n

I
I
I
.
C
e
o
r
g
i

:

1
.

A
p
p
l
i
n
g

2
.
B
a
k
e
r

3
.
B
a
r
t
o
w

4
.

B
e
n

H
i
l
l

5
.

B
r
o
o
k
s

6
.

B
u
l
l
o
c
h

7
.

C
a
n
d
l
e
r

8
.

C
a
r
r
o
l
l

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r
E
a
c
h

1
9
5
9

K
e
r
s
h
a
w

B
i
s
h
o
p
v
i
l
l
e

M
a
r
i
o
n

O
r
a
n
g
e
b
u
r
g

2

S
a
l
u
d
a

S
p
a
r
t
a
n
b
u
r
g

W
B
,

A
P

U
n
i
o
n

7
S
W

L
u
m
b
e
r
C
i
t
y

o
f

T
e
l
f
a
i
r

B
l
a
k
l
e
y

o
f

E
a
r
l
y

A
l
l
a
t
o
o
n
a
D
a
m

2

F
i
t
z
g
e
r
a
l
d

Q
u
i
u
m
a
n

B
r
o
o
k
l
e
t

1
W

S
w
a
i
n
S
b
o
r
o

o
f

E
m
a
n
u
e
l

C
a
r
r
o
l
l
t
o
n

1
9
5
4

K
e
r
s
h
a
w

B
i
s
h
o
p
v
i
l
l
e

M
a
r
i
o
n

O
r
a
n
g
e
b
u
r
g

2

S
a
l
u
d
a

S
p
a
r
t
a
n
b
u
r
g

W
3
.

A
P

U
n
i
o
n

7
S
W

L
u
m
b
e
r

C
i
t
y

o
f

T
e
l
f
a
i
r

H
o
g
g
a
r
d
s

M
i
l
l

A
l
l
a
t
o
o
n
a
D
a
m

2

F
i
t
z
g
e
r
a
l
d

Q
u
i
t
m
a
n

B
r
o
o
k
l
e
t

1
W

S
w
a
i
n
s
b
o
r
o

o
f

E
m
a
n
u
e
l

C
a
r
r
o
l
l
t
o
n

1
9
4
9

K
e
r
s
h
a
w

B
i
s
h
o
p
v
i
l
l
e

M
a
r
i
o
n

Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

K
e
r
s
h
a
w

B
i
s
h
o
p
v
i
l
l
e

0

M
a
r
i
o
n

O
r
a
n
g
e
b
u
r
g

2
S
E

O
r
a
n
g
e
b
u
r
g

2
S
E

S
a
l
u
d
a

S
p
a
r
t
a
n
b
u
r
g

-
W
B
,

A
?

U
n
i
o
n

7
S
W

S
a
l
u
d
a

S
p
a
r
t
a
n
b
u
r
g

S
t
a
n
t
u
c
k

L
u
m
b
e
r

C
i
t
y

o
f

L
u
m
b
e
r

C
i
t
y

o
f

T
e
l
f
a
i
r

H
o
g
g
a
r
d
s
i
M
i
l
l

A
l
l
a
t
o
o
n
a

D
a
m

F
i
t
z
g
e
r
a
l
d

Q
u
i
t
m
a
n

B
r
o
o
k
l
e
t

l
W

S
w
a
i
n
s
b
o
r
o

o
f

E
m
a
n
u
e
l

C
a
r
r
o
l
l
t
o
n

T
e
l
f
a
i
r

H
o
g
g
a
r
d
s

M
i
l
l

C
a
r
t
e
r
s
v
i
l
l
e

F
i
t
z
g
e
r
a
l
d

Q
u
i
t
m
a
n

B
r
o
o
k
l
e
t

S
t
i
l
l
m
o
r
e

o
f

E
m
a
n
u
e
l

C
a
r
r
o
l
l
t
o
n

1
9
3
9

K
e
r
s
h
a
w

B
i
s
h
o
p
v
i
l
l
e

M
a
r
i
o
n

O
r
a
n
g
e
b
u
r
g

S
a
l
u
d
a

S
p
a
r
t
a
n
b
u
r
g

S
t
a
n
t
u
c
k

~167—

H
a
z
e
l
e
h
u
r
s
t

o
f

J
e
f
f
a
b
a
v
i
s

B
l
a
k
l
e
y

o
f

E
a
r
l
y

C
a
r
t
e
r
s
v
i
l
l
e

F
i
t
z
g
e
r
a
l
d

Q
u
i
t
m
a
n

B
r
o
o
k
l
e
t

S
t
i
l
l
m
o
r
e

o
f

E
m
a
n
u
e
l

C
a
r
r
o
l
l
t
o
n

.
.
.
.
c
o
n
t
i
n
u
e
d

 



a
f
t

“ES

\1) s13
fl

4:9 69"}

Cf)

00

Q

n

m .319

L.

f

z
.
a

C
a
f
f
e
e

C
o
l
q
u
i
t
t

C
o
O
k

C
o
w
e
t
a

E
m
a
n
u
e
l

F
l
o
y
d

F
r
a
n
k
l
i
n

G
o
r
d
o
n

G
r
e
e
n
e

D
o
u
g
l
a
s

M
o
u
l
t
r
i
e
r

2
E
S
E

Q
u
i
t
m
a
n

o
f

B
r
o
o
k
e

N
e
w
m
a
n

C
o
r
d
e
l
e

E
a
e
t
m
a
a

‘LH

‘53

C
o
r
d
e
l
e

C
r
i
s
p

B
l
a
k
l
e
y

S
w
a
i
n
s
b
o
r
o

o
f

E
m
a
n
u
e
l

S
w
a
i
n
e
b
o
r
o

R
o
m
e

H
a
r
t
w
e
l
l

o
f

H
a
r
t

C
a
l
h
o
u
n

E
x
p
.

S
t
a
.

G
r
e
e
n
s
b
o
r
o

S
e

1
m
.

n

1
9
5
4

R
o
m
e

o
f

F
l
o
y
d

A
l
m
a

C
A
A
,

A
?

o
f

B
a
c
o
n

M
o
u
l
t
r
i
e

2
E
S
E

O
u
i
t
m
a
n

o
f

B
r
o
o
k
s

N
e
w
m
a
n

C
o
r
d
e
l
e

E
a
s
t
m
a
n

C
o
r
o
e
l
e

o
f

C
r
i
s
p

B
l
a
k
l
e
y

S
w
a
i
a
s
b
o
r
o

o
f

E
m
a
n
u
e
l

S
w
a
i
n
s
b
o
r
o

R
o
m
e

H
a
r
t
w
e
l
l

o
f

H
a
r
t

C
a
l
h
o
u
n

E
x
p
;

S
t
a
.

G
r
e
e
n
s
b
o
r
o

1
9
4
9

R
o
m
e

o
f
F
l
o
y
d

A
l
m
a

5
A
A
.

A
?

o
f

B
a
c
o
n

M
o
u
l
t
r
i
e

2
E
S
E

Q
u
i
t
m
a
n

o
f

B
r
o
o
k
s

N
e
w
m
a
n

C
o
r
d
e
l
e

E
a
s
t
m
a
n

C
o
r
d
e
l
e

o
f

C
r
i
s
p

B
l
a
k
l
e
y

S
w
a
i
a
e
b
o
r
o

o
f

E
m
a
n
u
e
l

S
w
a
i
n
s
b
o
r
o

R
o
m
e

H
a
r
t
w
e
l
l

S
W

o
f

H
a
r
t

A
l
l
a
t
o
o
n
a
D
a
m

o
f

B
a
r
r
o
w

G
r
e
e
n
s
b
o
r
o

e
q
fi
e
d
'
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

B
a
a
l
Y
e
a
r

o
f

t
h
e

S
t
e
e
r

1
9
4
4

‘

R
o
m
e

o
f
F
l
o
y
d

A
l
a
m
a

o
f

B
a
c
o
n

M
o
u
l
t
r
i
e

Q
u
i
t
m
a
n

o
f

B
r
o
o
k
e

N
e
w
m
a
n

C
o
r
d
e
l
e

E
a
s
t
m
a
n

C
o
r
d
e
l
e

o
f

C
r
i
s
p

B
l
a
k
l
e
y

S
t
i
l
l
m
o
r
e

o
f

E
m
a
n
u
e
l

S
t
i
l
l
m
o
r
e

R
o
m
e

H
a
r
t
w
e
l
l

(
n
e
a
r
)

o
f
H
a
r
t

C
a
r
t
e
r
s
v
i
l
l
e

o
f

B
a
r
t
o
w

G
e
e
e
n
s
b
o
r
o

1
9
3
9

R
o
m
e

o
f

F
l
o
y
d

A
l
a
m
a

o
f

B
a
c
o
n

M
o
u
l
t
r
i
e

Q
u
i
t
m
a
n

o
f

B
r
o
o
k
s

N
e
w
m
a
n

C
o
r
d
e
l
e

E
a
s
t
m
a
n

C
o
r
d
e
l
e

o
f

C
r
i
s
p

B
l
a
k
l
e
y

S
t
i
l
h
m
o
r
e

o
f

E
m
a
n
u
e
l

S
t
i
l
l
m
o
r
e

R
o
m
e

H
a
r
t
w
e
l
l

(
n
e
a
r
)

o
f
H
a
r
t

C
a
r
t
e
r
s
v
i
l
l
e

o
f

B
a
r
t
o
w

G
r
e
e
n
b
o
r
o

.
.
.
.
o
o
n
t
i
n
u
e
d

—l68—



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
9
5
9

2
4
.

H
a
n
c
o
c
k

G
r
e
e
n
s
b
o
r
o

o
f

G
r
e
e
n
e

2
5
.

H
a
r
t
w
e
l
l

H
a
r
t

2
6
.

H
e
n
r
y

C
o
v
i
n
g
t
o
n

o
f

N
e
w
t
o
n

D
o
u
g
l
a
s

o
f

C
o
f
f
e
e

H
a
r
t
w
e
l
l

o
f

H
a
r
t

D
o
u
g
l
a
s

o
f

C
o
f
f
e
e

L
o
u
s
v
i
l
l
e

2
7
.

I
r
w
i
n

2
8
.

J
a
c
k
s
o
n

2
9
.

J
e
f
f
a
D
a
v
i
s

3
0
.

J
e
f
f
e
r
s
o
n

A
l
a
b
a
m
a
:

 

A
u
t
a
n
g
a

P
r
a
t
t
v
i
l
l
e

B
a
r
b
o
u
r

C
l
a
y
t
o
n

B
u
l
l
o
c
k

U
n
i
o
n

S
p
r
i
n
g
s

—
5

S

B
u
t
l
e
r

C
r
e
e
n
v
i
l
l
e

C
h
a
m
b
e
r
s

L
a
f
a
y
e
t
t
e

C
h
i
l
t
o
n

C
l
a
n
t
o
n

C
l
a
r
k
e

W
h
a
t
e
l
y

C
o
f
f
e
e

E
n
t
e
r
p
r
i
s
e

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
5
4

G
r
e
e
n
s
b
o
r
o

o
f

G
r
e
e
n
e

H
a
r
t
w
e
l
l

C
o
v
i
n
g
t
o
n

o
f

N
e
w
t
o
n
_

A
l
m
a

C
A
A
,

A
?

o
f

B
a
c
o
n

H
a
r
t
w
e
l
l

o
f

H
a
r
t

A
l
m
a

C
A
A
,

A
P

o
f

B
a
c
o
n

L
o
u
i
s
v
i
l
l
e

P
r
a
t
t
v
i
l
l
e

C
l
a
y
t
o
n

T
r
o
y

o
f
P
i
k
e

G
r
e
e
n
v
i
l
l
e

L
a
f
a
y
e
t
t
e

C
l
a
n
t
o
n

T
h
o
m
a
s
v
i
l
l
e

H
i
g
h

l
a
n
d
h
o
m
e

o
f
G
r
e
n
s
h
a
w

1
9
4
9

G
r
e
e
n
s
b
o
r
o

o
f

G
r
e
e
n
e

H
a
r
t
w
e
l
l

3
W

C
o
v
i
n
g
t
o
n

o
f

N
e
w
t
o
n

A
l
m
a

0
A
A
,

A
P

o
f

B
a
c
o
n

H
a
r
t
w
e
l
l

3
W

o
f

H
a
r
t

A
h
m
a

C
A
A
,

A
P

o
f

B
a
c
o
n

L
o
u
i
s
v
i
l
l
e

P
r
a
t
t
v
i
l
l
e

T
r
o
y

o
f

P
i
k
e

U
n
i
o
n

S
p
r
i
n
g
s

G
r
e
e
n
v
i
l
l
e

L
a
f
a
y
e
t
t
e

C
l
a
n
t
o
n

T
h
o
m
a
s
v
i
l
l
e

H
i
g
h

l
a
n
d
h
o
m
e

o
f
C
r
e
n
s
h
a
w

 

1
9
4
4

-

G
r
e
e
n
s
b
o
r
o

o
f

G
r
e
e
n
e

H
a
r
t
w
e
l
l

(
n
e
a
r
)

C
o
v
i
n
g
t
o
n

o
f

N
e
w
t
o
n

A
l
m
a

o
f
B
a
c
o
n

H
a
r
t
w
e
l
l

(
n
e
a
r
)

o
f
H
a
r
t

A
h
m
a

o
f
B
a
c
o
n

L
o
u
i
s
v
i
l
l
e

P
r
a
t
t
v
i
l
l
e

T
r
o
y

o
f
-
P
i
k
e

U
n
i
o
n

S
p
r
i
n
g
s

G
r
e
e
n
v
i
l
l
e

A
u
b
u
r
n

o
f
L
e
e

C
l
a
n
t
o
n

T
h
o
m
a
s
v
i
l
l
e

H
i
g
h

l
a
n
d
h
o
m
e

o
f
C
r
e
n
s
h
a
w

1
9
3
9

G
r
e
e
n
s
b
o
r
o

o
f

G
r
e
e
n
e

H
a
r
t
w
e
l
l

(
n
e
a
r
)

C
o
v
i
n
g
t
o
n

o
f

N
e
w
t
o
n

A
l
m
a

o
f

B
a
c
o
n

H
a
r
t
w
e
l
l

(
n
e
a
r
)

o
f
H
a
r
t

A
b
m
a

o
f

B
a
c
o
n

L
o
u
i
s
v
i
l
l
e

P
r
a
t
t
v
i
l
l
e

-l69—

E
u
f
a
u
l
a

U
n
i
o
n

S
p
r
i
n
g
s

G
r
e
e
n
v
i
l
l
e

A
u
b
u
r
n

o
f

L
e
e

C
l
a
n
t
o
n

T
h
o
m
a
s
v
i
l
l
e

H
i
g
h

l
a
n
d
h
o
m
e

o
f

C
r
e
n
s
h
a
w

.
.
.
.
c
o
n
t
i
n
u
e
d





T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

9
.

C
o
n
e
c
u
h

 

1
0
.

C
r
e
n
s
h
a
w

l
l
.

C
u
l
l
m
a
n

1
2
.

D
a
l
l
a
s

1
3
.

E
s
c
a
m
b
i
a

1
4
.

F
a
y
e
t
t
e

1
5
.

G
e
n
e
v
a

1
6
.

H
a
l
e

1
7
.

H
o
u
t
s
o
n

1
8
.

J
e
f
f
e
r
s
o
n

1
9
.

L
a
w
r
e
n
c
e

2
0
.

M
a
c
o
n

2
1
.

M
o
b
i
l
e

2
2
.

P
e
r
r
y

2
3
.

P
i
c
k
e
n
s

 

1
9
5
9

E
v
e
r
g
r
e
e
n

C
A
A

A
P

H
i
g
h
l
a
n
d

h
o
m
e

S
t
.

B
e
r
n
a
r
d

M
a
r
r
i
o
n

J
u
n
c
t
i
o
n

V
A
t
m
o
r
e

S
t
a
t
e

F
a
r
m

2
N
E

F
a
y
e
t
t
e

G
e
n
e
v
a

G
r
e
e
n
s
b
o
r
o

D
o
t
h
a
n

C
A
A
,

A
P

B
e
s
s
e
m
e
r

4
S
S
W

M
o
u
l
t
o
n

2

T
u
s
k
e
g
g
e

2

M
o
b
i
l
e

G
r
e
e
s
n
b
o
r
o

o
f

H
a
l
e

F
a
y
e
t
t
e

o
f

F
a
y
e
t
t
e

1
9
5
4

E
v
e
r
g
r
e
e
n

0
A
A

A
P

H
i
g
h
l
a
n
d

h
o
m
e

S
t
°

B
e
r
n
a
r
d

M
a
r
r
i
o
n

J
u
n
c
t
i
o
n

A
t
m
o
r
e

S
t
a
t
e

F
a
r
m

2
N
E

F
a
y
e
t
t
e

G
e
n
e
v
a

G
r
e
e
n
s
b
o
r
o

D
o
t
h
a
n
_
C
A
A
,

A
P

B
e
s
s
e
m
e
r

4
S
S
W

D
e
c
a
t
u
r

o
f

M
o
r
g
a
n

T
u
s
k
e
g
e
e

M
o
b
i
l
e

G
r
e
e
n
s
b
o
r
o

o
f

H
a
l
e

F
a
y
e
t
t
e

o
f

F
a
y
e
t
t
e

E
v
e
r
g
r
e
e
n

C
A
A

A
P

H
i
g
h
l
a
n
d

h
o
m
e

S
t
.

B
e
r
n
a
r
d

S
e
l
m
a

A
t
m
o
r
e

S
t
a
t
e

F
a
r
m

2
N
E

F
a
y
e
t
t
e

G
e
n
e
v
a

G
r
e
e
n
s
b
o
r
o

D
o
t
h
a
n

C
A
A
,

A
P

B
i
r
m
i
n
g
h
a
m
W
B

A
P
T

D
e
c
a
t
u
r

o
f

M
o
r
g
a
n

T
u
s
k
e
g
e
e

M
o
b
i
l
e

W
B
,

A
P
R

G
r
e
e
n
s
b
o
r
o

o
f

H
a
l
e

F
a
y
e
t
t
e

o
f

F
a
y
e
t
t
e

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

F
o
r
E
a
c
h
r
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

E
v
e
r
g
r
e
e
n

H
i
g
h
l
a
n
d

h
o
m
e

S
t
.

B
e
r
n
a
r
d

S
e
l
m
a

A
t
m
o
r
e

S
t
a
t
e

F
a
r
m

2
N
E

F
a
y
e
t
t
e

G
e
n
e
v
a

G
r
e
e
n
s
b
o
r
o

D
a
o
t
h
a
n

B
i
r
m
i
n
g
h
a
m
A
P

D
e
c
a
t
u
r

o
f

M
o
r
g
a
n

T
u
s
k
e
g
e
e

M
o
b
i
l
e

A
P

G
r
e
e
n
s
b
o
r
o

o
f

H
a
l
e

F
a
y
e
t
t
e

o
f

F
a
y
e
t
t
e

    

 

1
9
3
2

E
v
e
r
g
r
e
e
n

H
i
g
h
l
a
n
d

h
o
m
e

S
t
.

B
e
r
n
a
r
d

S
e
l
m
a

B
r
e
w
t
o
n

(
n
e
a
r
)

T
u
s
c
a
l
o
o
s
a

o
f

T
u
s
c
a
l
.

G
e
n
e
v
a

G
r
e
e
n
s
b
o
r
o

D
o
t
h
a
n

B
i
r
m
i
n
g
h
a
m
A
P

D
e
c
a
t
u
r

o
f

M
o
r
g
a
n

T
u
s
k
e
g
e
e

M
o
b
i
l
e

A
P

G
r
e
e
n
s
b
o
r
o

o
f

H
a
l
e

T
u
s
c
a
l
o
o
s
a

o
f

T
u
s
c
a
l
o
o
s
a

.
.
.
.
c
o
n
t
i
n
u
e
d

—l70—

 



T
a
b
l
e

B
~
1

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

2
4
.

R
a
n
d
o
l
p
h

2
5
.

T
a
l
l
a
d
e
g
a

2
6
.
‘
W
i
l
c
o
x

V
.
M
i
s
s
o
u
r
i
:

1
.

B
u
t
l
e
r

 

2
.

D
u
n
k
l
i
n

3
.

M
i
s
s
i
s
s
i
p
p
i

4
.

N
e
w
M
a
d
r
i
d

5
.

P
e
m
i
s
c
o
t

6
.

R
i
p
l
e
y

7
.

S
c
o
t
t

8
.

S
t
o
d
d
a
r
d

V
I

.
A
r
k
a
n
s
a
s

:

1
.

A
r
k
a
n
s
a
s

 

2
.

C
a
l
h
o
u
n

'
1
9
5
9

R
o
c
k
.
M
i
l
l
s

C
h
i
l
d
e
r
b
u
r
g
W
T
R

P
l
a
n
t

C
a
m
d
e
n

3
N
N
W

P
O
p
l
a
r

B
l
u
f
f

M
a
i
d
e
n

F
A
A
,

A
P

C
h
a
r
l
e
s
t
o
n

P
o
r
t
a
g
e
v
i
l
l
e

C
a
r
u
t
h
e
r
s
v
i
l
l
e

D
o
n
i
p
h
a
n

C
h
a
r
l
e
s
t
o
n

o
f

M
i
s
s
i
s
s
i
p
p
i

A
d
v
a
n
c
e
.
5

E
S
E

S
t
u
t
t
g
a
r
t

C
a
m
d
e
n

1
o
f

O
u
a
c
h
i
t
a

1
9
5
4

R
o
c
k

M
i
l
l
s

T
a
l
l
a
d
e
g
a

C
a
m
d
e
n

3
N
N
W

P
O
p
l
a
r

B
l
u
f
f

M
a
i
d
e
n

3
N

C
h
a
r
l
e
s
t
o
n

P
o
r
t
a
g
e
v
i
l
l
e

C
a
r
u
t
h
e
r
s
v
i
l
l
e

D
o
n
i
p
h
a
n

C
h
a
r
l
e
s
t
o
n

o
f

M
i
s
s
i
s
s
i
p
p
i

A
d
v
a
n
c
e

5
E
S
E

S
t
u
t
t
g
a
r
t

C
a
m
d
e
n

1
o
f

O
u
a
c
h
i
t
a

1
9
4
9

—

R
o
c
k
M
i
l
l
s

T
a
l
l
a
d
e
g
a

S
e
l
m
a

o
f

D
a
l
l
a
s

P
o
p
l
a
r

B
l
u
f
f

C
a
m
p
b
e
l
l

M
a
r
b
l
e

H
i
l
l

o
f

B
a
l
l
i
n
g
e
r

W
a
p
p
a
p
e
l
l
s

D
a
m

o
f

B
u
t
l
e
r

C
a
r
u
t
h
e
r
s
v
i
l
l
e

D
o
n
i
p
h
a
n

S
i
k
e
s
t
o
n

A
d
v
a
n
c
e

S
t
u
t
t
g
a
r
t

C
a
m
d
e
n

1
o
f

O
u
a
c
h
i
t
a

 

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

R
o
c
k
M
i
l
l
s

T
a
l
l
a
d
e
g
a

S
e
l
m
a

o
f

D
a
l
l
a
s

P
e
p
l
a
r

B
l
u
f
f

C
a
m
p
b
e
l
l

M
a
r
b
l
e

H
i
l
l

o
f

"
B
e
l
l
i
n
g
e
r

W
a
p
p
a
p
e
l
l
s

D
a
m

o
f
B
u
t
l
e
r

C
a
r
u
t
h
e
r
s
v
i
l
l
e

D
o
n
i
p
h
a
n

S
i
k
e
s
t
o
n

A
d
v
a
n
c
e

S
t
u
t
t
g
a
r
t

C
a
m
d
e
n

o
f

O
u
a
c
h
i
t
a

1
9
3
9

U
n
i
v
e
r
s
i
t
y

o
f

T
u
s
c
a
l
o
o
s
a

T
a
l
l
a
d
e
g
a

S
e
l
m
a

o
f

D
a
l
l
a
s

P
o
p
l
a
r

B
l
u
f
f

C
a
m
p
b
e
l
l

M
a
r
b
l
e

H
i
l
l

o
f

B
a
l
l
i
n
g
e
r

W
a
p
p
a
p
e
l
l
s

D
a
m

o
f
B
u
t
l
e
r

C
a
r
u
t
h
e
r
s
v
i
l
l
e

D
o
n
i
p
h
a
n

S
i
k
e
s
t
o
n

A
d
v
a
n
c
e

S
t
u
t
t
g
a
r
t

C
a
m
d
e
n

o
f

O
u
a
c
h
i
t
a

.
.
.
.

c
o
n
t
i
n
u
e
d

 



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

3
.

C
l
a
y

4
.

C
o
l
u
m
b
i
a

5
.
V
C
r
i
t
t
e
n
d
e
n

6
.

D
e
s
h
a

7
.

G
r
e
e
n
e

8
.

J
a
c
k
s
o
n

9
.

J
o
h
n
s
o
n

1
0
.

L
a
w
r
e
n
c
e

1
1
.

L
o
n
o
k
e

1
2
.

M
i
l
l
e
r

1
3
.

M
o
n
r
o
e

1
4
.

P
h
i
l
l
i
p
s

1
5
.

P
r
a
i
r
i
e

1
6
.

S
t
.

F
r
a
n
c
e
s

1
7
.

W
h
i
t
e

1
9
5
9

C
o
r
n
i
n
g

M
a
g
n
o
l
i
a

3
N

W
y
n
n
e

o
f

C
r
o
s
s

D
u
m
a
s

l

C
o
r
n
i
n
g

o
f
C
l
a
y

N
e
w
p
o
r
t

O
z
a
r
k

o
f

F
r
a
n
k
l
i
n

W
a
l
n
u
t

R
i
d
g
e

C
A
A
9

A
P

K
e
o

T
e
x
a
r
k
a
n
a

W
B
,

'
A
P

H
e
l
e
n
a

o
f

P
h
i
l
l
i
p
s

H
e
l
e
n
a

D
e
s

A
r
c

W
y
n
n
e

o
f

C
r
o
s
s

S
e
a
r
c
y

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r
E
a
c
t
h
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
5
4

C
o
r
n
i
n
g

M
a
g
n
o
l
i
a

3
N

w
y
n
n
e

o
f

C
r
o
s
s

D
u
m
a
s

l

C
o
r
n
i
n
g

o
f

C
l
a
y

_
N
e
w
p
o
r
t

O
s
a
r
k
o
f

F
r
a
n
k
l
i
n

W
a
l
n
u
t

R
i
g
e

C
A
A
,

A
P

K
e
o

T
e
x
a
r
k
a
n
a

H
e
l
e
n
a

o
f

'
P
h
i
l
l
i
p
s

H
e
l
e
n
a

'

D
e
s

A
r
c

W
y
n
n
e

o
f

C
r
o
s
S
‘

S
e
a
r
c
y

1
9
4
9

C
o
r
n
i
n
g

M
a
g
n
o
l
i
a

W
y
n
n
e

o
f

C
r
o
s
s

D
u
m
a
s

l

C
o
r
n
i
n
g

o
f

C
l
a
y

N
e
w
p
o
r
t

O
z
a
r
k

o
f

F
r
a
n
k
l
i
n

W
a
l
n
u
t

R
i
d
g
e

0
A
A
.

A
P

K
e
o

T
e
x
a
r
k
a
n
a

H
e
l
e
n
a

o
f

P
h
i
l
l
i
p
s

H
e
l
e
n
a

D
e
s
‘
A
r
c

W
y
n
n
e

o
f

C
r
o
s
s

S
e
a
r
c
y

 

1
9
4
4

C
o
r
n
i
n
g

M
a
g
n
o
l
i
a

W
y
n
n
e

o
f

C
r
o
s
s

D
u
m
a
s

C
o
r
n
i
n
g

o
f

C
l
a
y

N
e
w
p
o
r
t

O
z
a
r
k

o
f

F
r
a
n
k
l
i
n

B
a
t
e
s
v
i
l
l
e

o
f

I
n
d
e
p
e
n
d
e
n
c
e

E
n
g
l
a
n
d

T
e
x
a
r
k
a
n
a

H
e
l
e
n
a

o
f

-
P
h
i
l
l
i
p
s

H
e
l
e
n
a

D
e
s

A
r
c

W
y
n
n
e

o
f

C
r
o
s
s

S
e
a
r
c
y

1
9
3
9

C
o
r
n
i
n
g

M
a
g
n
o
l
i
a

w
y
n
n
e

o
f

C
r
o
s
s

D
u
m
a
s

C
o
r
n
i
n
g

o
f

C
l
a
y

N
e
w
p
o
r
t

O
z
a
r
k

o
f

F
r
a
n
k
l
i
n

B
a
t
e
s
v
i
l
l
e

o
f

I
n
d
e
p
e
n
d
e
n
c
e

—l72—

E
n
g
l
a
n
d

T
e
x
a
r
k
a
n
a

H
e
l
e
n
a

o
f

P
h
i
l
l
i
p
s

H
e
l
e
n
a

E
n
g
l
a
n
d

o
f

L
o
n
o
k
e

w
y
n
n
e

o
f

C
r
o
s
s

S
e
a
r
c
y

.
.
.
.
c
o
n
t
i
n
u
e
d

 

 

 



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
8
.

Y
e
l
l

V
I
I
.

T
e
n
n
e
s
s
e
e
:

1
.

C
a
r
r
o
l
l

 

2
.

C
h
e
s
t
e
r

3
.

C
r
o
c
k
e
t
t

D
e
c
a
t
u
r

5
.

D
y
e
r

6
.

F
a
y
e
t
t
e

7
.

F
r
a
n
k
l
i
n

8
.

G
i
b
s
o
n

9
.

G
i
l
e
s

1
0
.

H
e
r
d
s
m
a
n

1
1
.

H
a
r
d
i
n

V
I
I
I
.
M
i
s
s
i
s
s
i
p
p
i
:

1
.

A
l
c
o
r
n

1
9
5
9

F“!

e--!

(D

D
a
r
d
a
n

e

M
i
l
a
n

o
f
G
i
b
s
o
n

B
o
l
i
v
a
r

2
o
f

H
a
r
d
e
m
a
n

M
i
l
a
n

o
f
G
i
b
s
o
n

B
o
l
i
v
a
r

2
o
f

H
e
r
d
s
m
a
n

D
y
e
r
b
r
u
g

F
A
A
.

A
P

M
o
s
c
o
w

P
a
L
m
e
t
t
o

o
f

B
e
d
f
o
r
d

M
i
l
a
n

L
y
n
n
v
i
l
l
e

4
S
W

B
o
l
i
v
a
r

2

S
a
v
a
n
n
a
h

C
o
r
n
i
t
h

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
5
4

D
a
r
d
a
n
e
l
l
e

M
i
l
a
n

o
f
G
i
b
s
o
n

B
o
l
i
v
a
r

2
o
f

H
a
r
d
e
m
a
n

‘
M
i
l
a
n

o
f
G
i
b
s
o
n

B
o
l
i
v
a
r

2
o
f

H
a
r
d
e
m
a
n

D
y
e
r
b
n
r
g

F
A
A
.

A
P

M
o
s
c
o
w

P
a
b
m
e
t
t
o

o
r

R
e
d
f
o
r
d

‘
M
i
l
a
n

L
y
n
n
v
i
l
l
e

4
S
W

B
o
l
i
v
a
r

2

S
a
v
a
n
n
a
h

C
o
r
n
i
t
h

1
9
4
9

D
a
r
d
a
n
e
l
l
e

P
a
r
i
s

o
f
H
e
n
r
y

J
a
c
k
s
o
n

2
S
E

o
f

M
a
d
i
s
o
n

M
i
l
a
n

o
f

G
i
b
s
o
n

W
a
y
n
e
s
b
o
r
o

o
f

W
a
y
n
e

D
y
e
r
b
u
r
g

C
A
A
.

A
P

M
o
s
c
o
w

P
a
h
m
e
t
t
o

o
f

B
e
d
f
o
r
d

M
i
l
a
n

L
y
n
n
v
i
l
l
e

4
S
W

B
o
l
i
v
a
r

2

S
a
v
a
n
n
a
h

C
o
r
n
i
t
h

 

1
9
4
4

D
a
r
d
a
n
e
l
l
e

P
a
r
i
s

o
f

H
e
n
r
y

J
a
c
k
s
o
n

2
o
f

M
a
d
i
s
o
n

M
i
l
a
n

b
f
G
i
b
s
o
n

W
a
y
n
e
s
b
o
r
o

o
f

W
a
y
n
e

N
e
w
b
e
r
n

M
o
s
c
o
w

P
a
l
m
e
t
t
o

o
f

R
e
d
f
o
r
d

M
i
l
a
n

L
y
n
n
v
i
l
l
e

4
S
W

B
o
l
i
v
a
r

2

S
a
v
a
n
n
a
h

C
o
r
n
i
t
h

1
9
3
9

D
a
r
d
a
n
e
l
l
e

P
a
r
i
s

o
f
H
e
n
r
y

J
a
c
k
s
o
n

2
o
f

M
a
d
i
s
o
n

M
i
l
a
n

o
f

G
i
b
s
o
n

W
a
y
n
e
s
b
o
r
o

o
f

W
a
y
n
e

N
e
w
b
e
r
n

M
o
s
c
o
w

-l73—

P
a
h
m
e
t
t
o

o
f

‘
B
e
d
f
o
r
d

M
i
l
a
n

L
y
n
n
e
v
i
l
l
e

(
n
e
a
r
)

B
o
l
i
v
a
r

2

S
a
v
a
n
n
a
h

C
o
r
n
i
t
h

.
.
.
.
c
o
n
t
i
n
u
e
d





T
a
b
l
e

B
-
1

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
0
.

1
1
.

1
2
.

1
3
.

1
4
.

1
5
.

1
6
.

1
7
.A
t
t
a
l
a

B
o
l
i
v
a
r

C
a
r
r
o
l
l

C
h
o
c
t
a
w

C
l
a
y

C
o
v
i
n
g
t
o
n

D
e

S
o
t
o

G
r
e
n
a
d
a

H
o
l
m
e
s

I
s
s
a
q
u
e
n
a

J
a
s
p
e
r

J
e
f
f
e
D
a
v
i
s

K
e
m
p
e
r

L
a
m
a
r

L
e
f
l
o
r
e

M
a
d
i
s
o
n

1
9
5
9

L
e
x
i
n
g
t
o
n

2
N
N
W

o
f
H
o
l
m
e
s

C
l
e
v
e
l
a
n
d

W
i
n
o
n

4
E
N
E

o
f

M
o
n
t
g
o
m
e
r
y

W
e
s
t

P
o
i
n
t

3

W
W
W

o
f

C
l
a
y

W
e
s
t

P
o
i
n
t

C
o
l
l
i
n
s

H
e
r
n
a
n
d
o

G
r
e
n
a
d
a

L
e
x
i
n
g
t
o
n

2
N
N
W

Y
a
z
o
o

C
i
t
y

o
f

Y
a
z
o
o

B
a
y

S
p
r
i
n
g
s

C
o
l
l
i
n
s

o
f

C
o
v
i
n
g
t
o
n

K
i
p
l
i
n
g

a
n
b
e
r
t
o
n

G
r
e
e
n
w
o
o
d

C
A
A
,

A
P

C
a
n
t
o
n

1
9
5
4

1
9
4
9

“
‘

L
e
x
i
n
g
t
o
n

2
N
N
W

K
o
s
c
i
u
s
k
o

o
f

H
o
l
m
e
s

C
l
e
v
e
l
a
n
d

W
i
n
o
n

4
E
N
E

o
f

M
o
n
t
g
o
m
e
r
y

A
c
h
e
r
m
a
n

W
e
s
t

P
o
i
n
t

C
o
l
l
i
n
s

H
e
r
n
a
n
d
o

G
r
e
n
a
d
a

L
e
x
i
n
g
t
o
n

2
N
N
W

Y
a
a
o
o

C
i
t
y

o
f

Y
a
z
o
o

B
a
y

S
p
r
i
n
g
s

C
o
l
l
i
n
s

o
f

C
o
v
i
n
g
t
o
n

K
i
p
l
i
n
g

L
u
m
b
e
r
t
o
n

G
r
e
e
n
w
o
o
d

C
A
A
.

A
P

C
a
n
t
o
n

C
l
e
v
e
l
a
n
d

D
u
c
k

H
i
l
l

I
W
S
E

o
f
M
o
n
t
g
o
m
e
r
y

W
e
s
t

P
o
i
n
t

E
x
p
.

S
t
.

o
f
C
l
a
y

W
e
s
t

P
o
i
n
t

B
a
y

S
p
r
i
n
g
s

o
f

J
a
s
p
e
r

H
e
r
n
a
n
d
o

G
r
e
e
n
w
o
o
d

C
A
A
.

A
P

o
f

L
e
f
l
o
r
e

P
i
c
k
e
n
s

Y
a
a
o
o

C
i
t
y

o
f

Y
a
z
o
o

B
a
y

S
p
r
i
n
g
s

M
e
n
t
i
c
e
l
l
o

o
f

L
a
w
r
e
n
c
e

K
i
p
l
i
n
g

P
i
c
a
y
u
n
e

o
f

P
e
a
r

R
i
v
e
r

G
r
e
e
n
w
o
o
d
,

C
A
A
.

A
P

C
a
n
t
o
n

 

S
e
l
e
c
t
e
d
w
r
a
t
h
e
r
-
S
t
a
t
i
o
n
s
_
i
o
r
.
E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

K
o
s
c
i
u
s
k
o

R
o
c
h
d
a
l
e

D
u
c
k

H
i
l
l

o
f

M
o
n
t
g
o
m
e
r
y

W
e
s
t

P
o
i
n
t

E
x
p
.

S
t
.
“
o
f
C
l
a
y

W
e
s
t

P
o
i
n
t

B
a
y

S
p
r
i
n
g
s

o
f

J
a
s
p
e
r

H
e
r
n
a
n
d
o

G
r
e
e
n
w
o
o
d

o
f

L
e
f
l
o
r
e

Y
a
z
o
o

C
i
t
y

o
f

Y
a
z
o
o

Y
a
z
o
o

C
i
t
y

o
f

Y
a
z
o
o

B
a
y

S
p
r
i
n
g
s

M
o
n
t
i
c
e
l
l
o

o
f

L
a
w
r
e
n
c
e

M
a
c
o
n

o
f

N
o
x
u
b
e
e

P
o
p
l
a
r
v
i
l
l
e

o
f

P
e
a
r

R
i
v
e
r

G
r
e
e
n
w
o
o
d

C
a
n
t
o
n

1
9
3
9

K
o
s
c
i
u
s
k
o

R
o
c
h
d
a
l
e

D
u
c
k

H
i
l
l

o
f

M
o
n
t
g
o
m
e
r
y

W
e
s
t

P
o
i
n
t

E
x
p
.

S
t
.

o
f
C
l
a
y

W
e
s
t

P
o
i
n
t

B
a
y

S
p
r
i
n
g
s

o
f

J
a
s
p
e
r

H
e
r
n
a
n
d
o

G
r
e
e
n
w
o
o
d

o
f

L
e
f
l
o
r
e

Y
a
s
o
o

C
i
t
y

o
f

Y
a
z
o
o

Y
a
z
o
o
C
i
t
y

o
f

Y
a
z
o
o

B
a
y

S
p
r
i
n
g
s

M
o
n
t
i
c
e
l
l
o

o
f

L
a
w
r
e
n
c
e

M
a
c
o
n

o
f

N
o
x
u
b
e
e

P
o
p
l
a
r
v
i
l
l
e

o
f

P
e
a
r

R
i
v
e
r

G
r
e
e
n
w
o
o
d

C
a
n
t
o
n

.
.
.
.
.
c
o
n
t
i
n
u
e
d

—174-

  



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d

 

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
8
.

M
a
r
s
h
a
l
l

1
9

.
M
o
n
t
g
o
m
e
r
y

2
0
.

N
o
x
u
b
e
e

2
1
.

P
o
n
t
o
t
o
c

2
2
.

Q
u
i
t
m
a
n

2
3
.

S
c
o
t
t

2
4
.

S
i
m
p
s
o
n

2
5
.

S
u
n
f
l
o
w
e
r

2
6
.

T
i
p
p
a
h

2
7
.

W
a
l
t
h
a
l
l

2
8
.

W
e
b
s
t
e
r

2
9
.

Y
a
z
o
o

I
X
.

L
o
u
i
s
i
a
n
a
:

 

l
.
A
c
a
d
i
a

2
.

A
v
o
y
e
l
l
e
s

 

H
o
l
l
y

S
p
r
i
n
g
s

2
N

W
i
n
o
n
a

4
E
N
E

M
a
c
o
n

2
N
E

P
o
n
t
o
t
o
c

E
x
p
.

S
t
a
.

C
l
e
v
e
l
a
n
d

o
f

B
o
l
i
v
a
r

F
o
r
e
s
t

D
l
o

M
o
o
r
h
e
a
d

R
i
p
l
e
y

L
u
m
b
e
r
t
o
n

o
f

L
a
m
a
r

E
u
p
o
r
a

Y
a
a
o
o

C
i
t
y

J
e
n
n
i
n
g
s

o
f

J
e
f
f
=
D
a
v
i
s

A
l
e
x
a
n
d
r
i
a

o
f

R
a
p
i
d
s

1
9
5
4

.
B
o
l
l
y
S
p
r
i
n
g
s

2
N

W
i
n
o
n
a

4
E
N
E

M
a
c
o
n

2
N
E

P
o
n
t
o
t
o
c

E
x
p
.

S
t
a
.

C
l
e
v
e
l
a
n
d

o
f

B
o
l
i
v
a
r

F
o
r
e
s
t

D
l
o

M
o
o
r
h
e
a
d

R
i
p
l
e
y

L
u
m
b
e
r
t
o
n
_
o
f

L
a
m
a
r

E
u
p
o
r
a

Y
a
z
o
o

C
i
t
y

C
r
o
w
l
e
y

E
x
p
.

_
S
t
a
.

A
l
e
x
a
n
d
r
i
a

o
f

R
a
p
i
d
s

1
9
4
9

H
o
l
l
y

S
p
r
i
n
g
s

D
u
c
k

H
i
l
l

1
S
E

M
a
c
o
n

2
N
E

P
o
n
t
o
t
o
c

C
l
e
v
e
l
a
n
d

o
f

B
o
l
i
v
a
r

F
o
r
e
s
t

C
r
y
s
t
a
l

S
p
r
i
n
g
s

o
f
C
o
p
i
a
h

M
o
o
r
h
e
a
d

C
o
r
i
n
t
h

o
f

A
l
c
o
r
n

M
C
C
o
m
b

C
A
A
.

A
P

o
f
P
i
k
e

E
u
p
o
r
a

‘
Y
a
z
o
o

C
i
t
y

C
r
o
w
l
e
y

E
x
p
.

S
t
a
.

A
l
e
x
a
n
d
r
i
a

C
A
A
.

A
P

o
f
R
a
p
i
d
s

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

H
o
l
l
y

S
p
r
i
n
g
s

D
o
c
k

H
i
l
l

M
a
c
o
n

P
o
n
t
o
t
o
c

R
o
c
h
d
a
l
e

o
f

B
o
l
i
v
a
r

F
o
r
e
s
t

C
r
y
s
t
a
l

S
p
r
i
n
g
s

o
f

C
o
p
i
a
h

'
M
o
o
r
h
e
a
d

C
o
r
i
n
t
h

o
f

“
”
A
l
c
o
r
n

M
a
g
n
o
l
i
a

o
f

P
i
k
e

E
u
p
o
r
a

Y
a
z
o
o

C
i
t
y

C
r
o
w
l
e
y

E
x
p
.

S
t
a
.

E
s
l
e
r
F
i
e
l
d

o
f

R
a
p
i
d
s

1
9
3
9

H
o
l
l
y

S
p
r
i
n
g
s

D
u
c
k

H
i
l
l

M
a
c
o
n

P
o
n
t
o
t
o
c

R
o
c
h
d
a
l
e

o
f

B
o
l
i
v
a
r

F
o
r
e
s
t

C
r
y
s
t
a
l

S
p
r
i
n
g
s

o
f
C
o
p
i
a
h

M
o
o
r
h
e
a
d

C
o
r
i
n
t
h

o
f

A
l
c
o
r
n

M
a
g
n
o
l
i
a

o
f

P
i
k
e

E
u
p
o
r
a

Y
a
z
o
o

C
i
t
y

C
r
o
w
l
e
y

E
x
p
.

S
t
a
.

C
h
e
n
y
v
i
l
l
e

o
f

R
a
p
i
d
s

.
.
.
.
.
c
o
n
t
i
n
u
e
d

 

~175—



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

3
.

B
o
n
i
e
r

4
.

C
a
d
d
o

5
.

C
a
l
d
w
e
l
l

6
.

C
a
t
a
h
o
u
l
a

7
.

C
o
n
c
o
r
d

8
.

D
e
S
o
t
o

9
.

E
a
s
t

C
a
r
r
o
l
l

1
0
.

E
a
s
t

F
e
l
i
a

c
i
a
n
c
e

l
l
.

E
v
a
n
g
e
l
i
n
e

1
2
.

F
r
a
n
k
l
i
n

1
3
.

L
a
f
a
y
e
t
t
e

X
.

O
k
l
a
h
o
i
n
a
:

l
.
A
t
o
k
a

 

2
.

B
e
c
k
h
a
m

3
.

B
l
a
i
n
e

—
-
S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
5
9

P
l
a
i
n
D
e
a
l
i
n
g

S
h
r
e
v
e
r
p
o
r
t

W
B
9

A
P

C
a
l
h
o
u
n

E
x
p
.
S
t
a
.

o
f

O
u
a
t
h
i
t
a

A
l
e
x
a
n
d
r
i
a

o
f

R
a
p
i
d
s

W
i
n
s
b
o
r
o

o
f

‘
F
r
a
n
k
l
i
n
g

L
o
n
g
a
n
s
p
o
r
t

L
a
k
e

P
r
o
v
i
d
e
n
c
e

C
l
i
n
t
o
n

V
i
l
l
e
P
l
a
t
t
e

2
S
W

W
i
n
s
b
o
r
o

L
a
f
a
y
e
t
t
e

C
A
A
.

A
P

A
t
o
k
a
_
3

S
W

E
r
i
c
k

4
E

C
a
n
t
e
n

D
a
m

1
9
5
4

P
l
a
i
n

D
e
a
l
i
n
g

S
h
r
e
v
e
r
p
o
r
t

W
B
,

A
P

C
a
l
h
o
u
n

E
x
p
.
S
t
a
.

o
f

O
u
a
t
h
i
t
a

A
l
e
x
a
n
d
r
i
a

o
f

R
a
p
i
d
s

W
i
n
s
b
o
r
o

F
r
a
n
k
l
i
n

D
e
S
o
t
o

o
f

F
i
r
e

T
o
w
e
r

L
a
k
e

P
r
o
v
i
d
e
n
c
e

C
l
i
n
t
o
n

V
i
l
l
e

P
l
a
t
t
e

2
S
W

W
i
n
s
h
o
r
o

L
a
f
a
y
e
t
t
e

C
A
A
,

A
P

A
t
o
k
a

3
S
W

E
r
i
c
k

4
E

C
a
n
t
e
n

D
a
m

1
9
4
9

P
l
a
i
n

D
e
a
l
i
n
g

S
h
r
e
v
e
r
p
o
r
t

W
B
,

A
P

C
a
l
h
o
u
n

E
x
p
.
S
t
a
.

o
f

O
u
a
t
h
i
t
a

A
l
e
x
a
n
d
r
i
a

C
A
A
.

A
P

o
f
R
a
p
i
d
s

S
t
.
J
o
s
e
p
h

E
x
p
.

S
t
a
.
o
f
T
e
n
s
a
s

L
o
n
g
a
n
s
p
o
r
t

L
a
k
e

P
r
o
v
i
d
e
n
c
e

C
l
i
n
t
o
n

1

V
i
l
l
e

P
l
a
t
t
e

2
8
W

W
i
n
s
b
o
r
o

L
a
f
a
y
e
t
t
e

C
A
A
.

A
P

A
t
o
k
a

E
r
i
c
k

D
a
n
t
e
n
D
a
m

1
9
4
4

P
l
a
i
n

D
e
a
l
i
n
g

S
h
r
e
v
e
r
p
o
r
t

C
a
l
h
o
u
n

o
f

O
u
a
t
h
i
t
a

C
h
e
n
e
y
v
i
l
l
e

o
f

R
a
p
i
d
s

S
t
.
J
o
s
e
p
h

o
f

T
e
n
s
e
s

G
r
a
n
d

C
a
n
e

L
a
k
e

P
r
o
v
i
d
e
n
c
e

C
l
i
n
t
o
n

V
i
l
l
e
P
l
a
t
t
e

2
S
W

W
i
n
s
b
o
r
o

L
a
f
a
y
e
t
t
e

A
t
o
k
a

E
r
i
c
k

O
k
e
e
n
a

1
9
3
9

P
l
a
i
n
D
e
a
l
i
n
g

S
h
r
e
v
e
r
p
o
r
t

C
a
l
h
o
u
n

o
f

O
u
a
t
h
i
t
a

.
C
h
e
n
e
y
v
i
l
l
e

o
f

R
a
p
i
d
s

S
t
.
J
o
s
e
p
h

o
f

T
e
n
s
e
s

G
r
a
n
d

C
a
n
e

L
a
k
e

P
r
o
v
i
d
e
n
c
e

C
l
i
n
t
o
n

V
i
l
l
e

P
l
a
t
t
e

2
S
W

'
W
i
n
s
b
o
r
o

L
a
f
a
y
e
t
t
e

A
t
o
k
a

E
r
i
c
k

O
k
e
e
n
a

.
.
.
.
c
o
n
t
i
n
u
e
d

 
-l76—



T
a
b
l
e

B
w
l

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r
E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
0

l
l

1
2

1
3

1
4

1
5C
o
u
n
t
i
e
s

B
r
y
a
n

C
a
d
d
o

C
a
n
a
d
i
a
n

C
o
m
a
o
h
e

C
o
t
t
o
n

C
u
s
t
e
r

G
a
r
v
i
n

G
r
a
d
y

H
a
r
m
o
n

J
a
c
k
s
o
n

J
e
f
f
e
r
s
o
n

K
i
o
w
a

L
o
v
e

M
m
C
u
r
t
a
i
n

M
e
l
n
t
o
s
h

1
9
5
9

D
u
r
a
n
t

s
e

S
t
a
t
e

C
o
l
l
e
g
e

A
n
a
d
a
r
b
o

E
l

R
e
n
o

4
N
E

C
h
a
t
t
a
n
o
o
g
a

W
a
l
t
e
r
s

C
l
i
n
t
o
n

P
a
u
l
a

V
l
l
e
y

C
h
i
c
k
a
a
h
a

H
o
l
l
i
s

A
l
t
u
a

W
a
u
r
i
o
k
a

H
o
b
a
r
t

F
A
A
.

A
P

M
a
r
i
e
t
t
a

B
e
a
r

M
o
u
n
t
a
i
n

E
u
f
a
u
l
a

1
9
5
$

1
9
4
9

-

D
u
r
a
n
t

s
e

S
t
a
t
e

D
u
r
a
n
t

C
o
l
l
e
g
e

A
n
a
d
a
r
b
o

E
l

K
a
n
e

4
N
E

C
h
a
t
t
a
n
o
o
g
a

W
a
l
t
e
r
s

C
l
i
n
t
o
n

P
a
u
l
a

V
a
l
l
e
y

C
h
i
e
k
a
s
h
a

H
o
l
l
i
s

A
l
t
u
a

W
a
u
r
i
c
k
a

H
o
b
a
r
t

F
A
A
9
A
P

‘
M
a
r
i
e
t
t
a

B
e
a
r
'
M
o
u
n
t
a
i
n

E
u
f
a
u
l
a

A
n
a
d
a
r
b
o

F
o
r
t

R
e
n
o

C
h
a
t
t
a
n
o
o
g
a

W
a
l
t
e
r
s

C
l
i
n
t
o
n

P
a
u
l
a

V
a
l
l
e
y

C
h
i
o
k
a
e
h
a

H
o
l
l
i
e

A
l
t
n
a

W
a
u
r
i
o
k
a

H
o
b
a
r
t

C
A
A
.

A
P

M
a
r
i
e
t
t
a

I
d
a
b
e
l

E
u
f
a
u
l
a

1
9
4
4

D
u
r
a
n
t

A
p
a
c
h
e

F
o
r
t

R
e
n
o

C
h
a
t
t
a
n
o
o
g
a

W
a
l
t
e
r
s

W
e
a
t
h
e
r
f
o
r
d

P
a
u
l
o

V
a
l
l
e
y

C
h
i
e
k
a
s
h
a

H
o
l
l
i
s

A
l
t
u
a

W
a
u
r
i
o
k
a

H
o
b
a
r
t

A
r
d
m
o
r
e

o
f

C
a
r
t
e
r

I
d
a
b
e
l

O
k
m
u
l
g
e
e

o
f

0
k
m
u
l
g
e
e

1
9
3
9

D
u
r
a
n
t

A
p
a
c
h
e

F
o
r
t

R
e
n
o

C
h
a
t
t
a
n
o
o
g
a

(
n
e
a
r
)

W
a
l
t
e
r
s

W
e
a
t
h
e
r
f
o
r
d

P
a
u
l
a

V
a
l
l
e
y

C
h
i
e
k
a
a
h
a

~177-

H
o
l
l
i
s

A
l
t
u
s

W
a
u
r
i
o
k
a

(
n
e
a
r
)

H
o
b
a
r
t

A
r
d
m
o
r
e

o
f

C
a
r
t
e
r

I
d
a
b
e
l

0
k
m
u
l
g
e
e

o
f

O
k
m
u
l
g
e
e

.
.
.
.
.
c
o
n
t
i
n
u
e
d

 

 



T
a
b
l
e

B
=
l

(
c
o
n
t
i
n
u
e
d

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
9
.

M
a
r
s
h
a
l
l

X
I
.

1
.

2
.

1
0
.

l
l
.

1
2
.

1
3
.

E
a
s
t

T
e
x
a
s
:

A
n
d
e
r
s
o
n

A
r
e
n
a
s

A
t
a
a
c
o
s
a

B
a
s
t
r
o
p

B
e
e

B
o
w
i
e

B
r
a
z
o
s

B
u
r
l
e
s
s
o
n

C
a
l
d
w
e
l
l

C
l
a
y

C
o
l
o
r
a
d
o

C
o
r
y
e
l
l

D
a
l
l
a
s

1
9
5
9

M
a
d
i
l
l

P
a
l
e
s
t
i
n
e

A
u
s
t
w
e
l
l

W
.
L
.

R
e
f
u
g
e

P
o
t
e
e
t

S
m
i
t
h
v
i
l
l
e

B
e
e
v
i
l
l
e

5
N
E

C
l
a
r
k
s
v
i
l
l
e

2
E

o
f
R
e
d

R
i
v
e
r

C
o
l
l
e
g
e

S
t
a
.

F
A
A
9

A
P

C
o
l
l
e
g
e

S
t
a
.
F
A
A

.
A
P

o
f

B
r
a
z
o
s

L
u
l
i
n
g

1
S
E

H
e
n
r
i
e
t
t
a

F
l
a
t
o
n
i
a

o
f

F
a
y
e
t
t
e

C
a
t
e
s
v
i
l
l
e

D
a
l
l
a
s
W
B
,
A
P

1
9
5
4

M
a
d
i
l
l

P
a
l
e
s
t
i
n
e

A
u
s
t
w
e
l
l

W
.
L
.

R
e
f
n
g
e

P
o
t
e
e
t

S
m
i
t
h
v
i
l
l
e

B
e
e
v
i
l
l
e

C
l
a
r
k
a
v
i
l
l
e

o
f

R
e
d

R
i
v
e
r

C
o
l
l
e
g
e

S
t
a
.

F
A
A
9

A
P

C
o
l
l
e
g
e

S
t
a
.
F
A
A

A
P

o
f

B
r
a
z
o
s

L
u
l
i
n
g

H
e
n
r
i
e
t
t
a

F
l
a
t
o
n
i
a

o
f

F
a
y
e
t
t
e

G
a
t
e
s
v
i
l
l
e

D
a
l
l
a
s

W
B
9

A
P

1
9
4
9

M
a
d
i
l
l

P
a
l
e
s
t
i
n
e
W
B

c
i
t
y

A
u
s
t
w
e
l
l

W
.
L
.
R
.

8
S
S
E

P
o
t
e
e
t

S
m
i
t
h
v
i
l
l
e

B
e
e
v
i
l
l
e

C
l
a
r
k
s
v
i
l
l
e

o
f

R
e
d

R
i
v
e
r

C
o
l
l
e
g
e

S
t
a
.

C
o
l
l
e
g
e

S
t
a
.
o
f

B
r
a
z
o
s

L
u
l
i
n
g

H
e
n
r
i
e
t
t
a

P
l
a
t
o
n
i
a

o
f

F
a
y
e
t
t
e

G
a
t
e
s
v
i
l
l
e

D
a
l
l
a
s

W
B
,
A
P

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

A
r
d
m
o
r
e

o
f

C
a
r
t
e
r

P
a
l
e
s
t
i
n
e

C
o
l
i
a
d

o
f

G
o
l
i
a
d

B
e
e
v
i
l
e

o
f
B
e
e

S
m
i
t
h
v
i
l
l
e

B
e
e
v
i
l
l
e

C
l
a
r
k
s
v
i
l
l
e

o
f

R
e
d

R
i
v
e
r

C
o
l
l
e
g
e

S
t
a
.

C
o
l
l
e
g
e

S
t
a
.
o
£

B
r
a
z
o
s

L
u
l
i
n
g

H
e
n
r
i
e
t
t
a

F
l
a
t
o
n
i
a

o
f

F
a
y
e
t
t
e

T
e
m
p
l
e

o
f

B
e
l
l

D
a
l
l
a
s

1
9
3
9

A
r
d
m
o
r
e

o
f

C
a
r
t
e
r

P
a
l
e
s
t
i
n
e

V
i
o
o
r
i
a

o
f

V
i
c
o
r
i
a

B
e
e
v
i
l
e

o
f

B
e
e

S
m
i
t
h
v
i
l
l
e

B
e
e
v
i
l
l
e

M
o
u
n
t

P
l
e
a
s
a
n
t

o
f

T
i
t
u
s

C
o
l
l
e
g
e

S
t
a
.

C
o
l
l
e
g
e

S
t
a
.
o
f

B
r
a
z
o
s

L
u
l
i
n
g

H
e
n
r
i
e
t
t
a

P
l
a
t
o
n
i
a

o
f

F
a
y
e
t
t
e

T
e
m
p
l
e

o
f

B
e
l
l

D
a
l
l
a
s

.
.
.
.
c
o
n
t
i
n
u
e
d

—l78-

 



 

T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

1
4
0

B
e
n
t
o
n

 

1
5
.

D
u
v
a
l

1
6
.

F
a
l
l
s

1
7
.

F
a
y
e
t
t
e

1
8
.

F
o
r
t

B
e
n
d

1
9
a

F
r
e
e
s
t
o
n
e

2
0
.

G
o
l
i
a
d

2
1
.

G
r
a
y
s
o
n

2
2
°

C
r
i
m
e
s

2
3
“

H
a
m
i
l
t
o
n

2
4
.

H
a
r
r
i
s
o
n

2
5
.
q
u

2
6
a

H
i
d
a
l
g
o

2
7
.

H
o
u
s
t
o
n

2
8
.

H
u
n
t

  

B
e
n
t
o
n

A
l
i
c
e

o
f
J
i
m

W
e
l
l
s

M
a
r
l
i
n

F
l
a
t
o
n
i
a

R
o
s
e
n
b
e
r
g

C
e
n
t
e
r
v
i
l
l
e

o
f

L
e
o
n

G
o
l
i
a
d

D
e
n
i
s
o
n

D
a
m

C
o
l
l
e
g
e

S
t
a
a
F
A
A

A
P

o
f

B
r
a
z
o
s

C
a
t
e
s
v
i
l
l
e

o
f

C
o
r
r
y
e
l
l

M
a
r
s
h
a
l
l

S
a
n
M
o
r
c
o
s

W
e
s
l
a
c
o

2
E

C
r
o
c
k
e
t
t

G
r
e
e
n
v
i
l
l
e

2
S
W

S
e
l
e
e
t
e
d
W
e
a
t
h
e
r

1
9
5
4

D
a
l
l
a
s

W
B
,

A
P

o
f

D
a
l
l
a
s

A
l
i
c
e

o
f

J
i
m

W
e
l
l
s

M
a
r
l
i
n

F
l
a
t
o
n
i
a

R
o
s
e
n
b
e
r
g

C
e
n
t
e
r
v
i
l
l
e

o
f

D
e
n
i
s
o
n
D
a
m

C
o
l
l
e
g
e

S
t
a
,
C
A
A

A
2

o
f

B
r
a
z
o
s

G
a
t
e
s
v
i
l
l
e

o
f

C
o
r
r
y
e
l
l

M
a
r
s
h
a
l
l

S
a
n
M
o
r
c
o
s

W
e
s
l
a
c
o

2
E

C
r
o
c
k
e
t
t

G
r
e
e
n
v
i
l
l
e

2
S
W

S
t
a
t
i
o
n
s

f
o
r
E
a
c
h
X
e

1
9
4
9

D
a
l
l
a
s

W
B
,

A
P

o
f

D
a
l
l
a
s

A
l
l
i
c
e

C
A
A
,

A
P

o
f
J
i
m
W
e
l
l
s

M
a
r
l
i
n

F
l
a
t
o
n
i
a

R
o
s
e
n
b
e
r
g

C
e
n
t
e
r
v
i
l
l
e

o
f

L
e
o
n

G
o
l
i
a
d

v
e
n
i
s
o
n

D
a
m

C
o
l
l
e
g
e

S
t
a
.

o
f

B
r
a
z
o
s

G
a
t
e
s
v
i
l
l
e

o
f

C
o
r
r
y
e
l
l

M
a
r
s
h
a
l
l

S
a
n
M
o
r
c
o
s

W
e
s
l
a
c
o

E
x
p
.

S
t
a
“

C
r
o
c
k
e
t
t

G
r
e
e
n
v
i
l
l
e

1
9
4
4

D
a
l
l
a
s

o
f

D
a
l
l
a
s

A
l
l
i
c
e

o
f
J
i
m

W
e
l
l
s

M
e
x
i
a

o
f

L
i
m
e
s
t
o
n
e

F
l
a
t
o
n
i
a

S
u
g
a
r
l
a
n
d

C
e
n
t
e
r
v
i
l
l
e

o
f

L
e
o
n

G
o
l
i
a
d

S
h
e
r
m
a
n

C
o
l
l
e
g
e

S
t
a
g

o
f

B
r
a
z
o
s

H
i
c
o

M
a
r
s
h
a
l
l

S
a
n
M
o
r
c
o
s

M
l
s
s
r
o
n

P
a
l
e
s
t
i
n
e

o
f

A
n
d
e
r
s
o
n

G
r
e
e
n
v
i
l
l
e

e
r

o
f

t
h
e

S
t
u
d
y

  

D
a
l
l
a
s

o
f

D
a
l
l
a
s

A
l
i
c
e

o
f
J
i
m

W
e
l
l
s

M
e
x
i
a

o
f

L
i
m
e
s
t
o
n
e

F
l
a
t
o
n
i
a

S
u
g
a
r
l
a
n
d

C
e
n
t
e
r
v
i
l
l
e

o
f

L
e
o
n

C
u
e
r
s

o
f
.
D
e
W
i
t
t

S
h
e
r
m
a
n

C
o
l
l
e
g
e

S
t
a
n

o
f

B
r
a
z
o
s

H
i
e
o

—l79—

M
a
r
s
h
a
l
l

S
a
n
M
o
r
c
o
s

M
i
S
S
I
O
n

P
a
l
e
s
t
i
n
e

o
f

A
n
d
e
r
s
o
n

G
r
e
e
n
v
i
l
l
e

.
.
.
.
c
o
n
t
i
n
u
e
d

 



 

T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d
)

 
S
e
l
e
c
t
e
d
h

C
o
u
n
t
i
e
s

2
9
0

J
a
c
k
s
o
n

3
0
.

J
i
m
W
e
l
l
s

3
1
.

K
a
r
n
e
s

3
2
°

K
l
e
b
e
r
g

X
I
I
.

W
e
s
t

T
e
x
a
s
:

1
.

B
o
r
d
e
n

2
.

B
r
i
s
c
o
e

3
.

C
a
s
t
r
o

4
.

C
r
o
s
b
y

5
.

D
e
a
f
s
m
i
t
h

6
o

D
i
c
k
e
n
s

7
0

E
l

P
a
s
o

8
0

F
l
o
y
d

9
.

G
a
i
n
e
s

l
O
o

G
a
r
z
a

1
9
5
9

H
a
l
l
e
t
t
s
v
i
l
l
e

o
f

L
a
v
a
c
e

A
l
i
c
e

P
o
t
e
e
t

o
f

A
t
a
s
c
o
s
a

K
i
n
g
s
v
i
l
l
e

B
i
g

S
p
r
i
n
g

o
f

H
o
w
a
r
d

F
l
o
y
d
a
d
a

2
S
W

o
f

F
l
o
y
d
_

H
e
r
e
f
o
r
d

o
f

D
e
a
f
s
m
i
t
h

C
r
o
s
b
y
t
o
n

H
e
r
e
f
o
r
d

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
l

P
a
s
o
W
B
,
A
P

F
l
o
y
d
a
d
a

2
S
W

L
o
n
g
v
i
e
w

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

1
9
5
4

H
a
l
l
e
s
t
t
s
v
i
l
l
e

o
f
L
a
v
a
c
e

A
l
i
c
e

P
o
t
e
e
t

o
f

A
t
a
s
c
o
s
a

K
i
n
g
s
v
i
l
l
e

B
i
g

S
p
r
i
n
g

o
f

H
o
w
a
r
d

F
l
o
y
d
a
d
a

2
S
W

o
f

F
l
o
y
d

H
e
r
e
f
o
r
d

1
o
f

D
e
a
f
s
m
i
t
h

C
r
o
s
b
y
t
o
n

H
e
r
e
f
o
r
d

l

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
l

P
a
s
o
,

W
B
,
A
P

F
l
o
y
d
a
d
a

2
S
W

L
o
n
g
v
i
e
w

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

1
9
4
9

H
a
l
l
e
t
t
s
v
i
l
l
e

o
f
L
a
v
a
c
e

A
l
i
c
e

P
o
t
e
e
t

o
f

A
t
a
s
c
o
s
a

K
i
n
g
s
v
i
l
l
e

B
i
g

S
p
r
i
n
g

W
B
,

A
P

o
f

H
o
w
a
r
d

C
l
a
r
e
n
d
o
n

C
A
A
,

A
P

o
f

D
o
n
l
e
y

H
e
r
e
f
o
r
d

l
o
f

D
e
a
f
s
m
i
t
h

C
r
o
s
b
y
t
o
n

H
e
r
e
f
o
r
d

l

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
l

P
a
s
o

W
B
,
A
P

H
i
l
l
s
b
o
r
o

o
f

H
a
l
l

T
a
h
o
k
a

o
f

L
y
n
n

C
r
o
s
b
y
t
o
n

C
r
o
s
b
y

1
9
4
4

H
a
l
l
e
t
t
s
v
i
l
l
e

o
f

L
a
v
a
c
e

A
l
i
c
e

C
o
l
i
a
d

o
f

G
o
l
i
a
d

A
l
i
c
e

o
f

J
i
m

W
e
l
l
s

B
i
g

S
p
r
i
n
g

o
f

H
o
w
a
r
d

P
l
a
i
n
v
i
e
w

o
f

‘
H
a
l
e

M
u
l
e
s
h
o
e

o
f

B
a
i
l
e
y

C
r
o
s
b
y
t
o
n

A
m
a
r
i
l
l
e

o
f

P
o
t
t
e
r

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
l

P
a
s
o

L
u
b
b
o
c
k

o
f

L
u
b
b
o
c
k

S
p
e
a
r
m
a
n

o
f

L
y
n
n

C
r
o
s
b
y
t
o
n

C
r
o
s
b
y

S
e
l
e
e
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h

Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
3
9

H
a
l
l
e
t
t
s
v
i
l
l
e

o
f

L
a
v
a
c
e

A
l
i
c
e

C
u
e
r
s

o
f

D
e
W
i
t
t

A
l
i
c
e

o
f

J
i
m

W
e
l
l
s

B
i
g

S
p
r
i
n
g

o
f

H
o
w
a
r
d

P
l
a
i
n
v
i
e
w

o
f

H
a
l
e

M
u
l
e
s
h
o
e

o
f

B
a
i
l
e
y

C
r
o
s
b
y
t
o
n

A
m
a
r
i
l
l
e

o
f

P
o
t
t
e
r

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
l

P
a
s
o

L
u
b
b
o
c
k

o
f

L
u
b
b
o
c
k

S
p
e
a
r
m
a
n
=
o
f

L
y
n
n

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

.
.
.
.
.
c
o
n
t
i
n
u
e
d

~180w

  



T
a
b
l
e

B
e
l

(
c
o
n
t
i
n
u
e
d

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

l
l
o

H
a
l
e

1
2
.

H
o
c
k
l
e
y

1
3
.

K
e
n
t

X
I
I
I
.

N
e
w

M
e
x
i
c
o
:

1
0

H
i
d
a
l
g
o

2
°

L
e
a

3
°

L
u
n
a

#
0

O
t
e
r
o

5
°

Q
u
a
y

6
.

R
o
o
s
e
v
e
l
t

7
0

S
i
e
r
r
a

8
°

S
o
c
o
r
r
o

X
I
V
.

A
r
i
z
o
n
a
:
 

l
.

C
o
c
h
i
s
e

1
9
5
9

P
l
a
i
n
v
i
e
w

L
e
v
e
l
l
a
n
d

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
i
c
k
s

R
a
n
c
h

M
a
l
j
a
m
a
r

2
S
E

L
o
g
a
n

M
e
s
c
a
l
e
r
o

R
a
g
l
a
n
d

E
l
i
d
a

E
l
e
p
h
a
n
t

B
u
t
t
e

D
a
m

S
o
c
o
r
r
o

B
o
w
i
e

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h

Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
5
4

P
l
a
i
n
v
i
e
w

L
e
v
e
l
l
a
n
d

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

B
i
c
k
s

R
a
n
c
h

M
a
l
j
a
m
a
r

2
S
E

L
o
g
a
n

M
e
s
c
a
l
e
r
o

R
a
g
l
a
n
d

E
l
i
d
a

E
l
e
p
h
a
n
t

B
u
t
t
e

D
a
m

S
o
c
o
r
r
o

B
o
w
i
e

1
9
4
9

—

P
l
a
i
n
v
i
e
w

L
e
v
e
l
l
a
n
d

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
i
c
k
s

R
a
n
c
h

M
a
l
j
a
m
a
r

L
o
g
a
n

M
e
s
o
a
l
e
r
o

Q
u
a
y

P
o
r
t
a
l
e
s

C
h
a
r
o
n

S
o
c
o
r
r
o

B
e
n
s
o
n

 

1
9
4
4

P
l
a
i
n
v
i
e
w

L
u
b
b
o
c
k

o
f

L
u
b
b
o
c
k

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
i
c
k
s

R
a
n
c
h

M
a
l
j
m
a
r

G
a
g
e

M
e
s
c
a
l
e
r
o

O
b
a
r

P
o
r
t
a
l
e
s

C
a
b
a
l
l
o

D
a
m

S
o
c
o
r
r
o

A
P

B
e
n
s
o
n

1
9
3
9

P
l
a
i
n
v
i
e
w

L
u
b
b
o
c
k

o
f

L
u
b
b
o
c
k

C
r
o
s
b
y
t
o
n

o
f

C
r
o
s
b
y

E
i
c
k
s

R
a
n
c
h

L
o
v
i
n
g
t
o
n

C
a
g
e

M
e
s
c
a
l
e
r
o

~181-

O
b
a
r

P
o
r
t
a
l
e
s

S
o
c
o
r
r
o

o
f

S
o
c
o
r
r
o

S
o
c
o
r
r
o

B
o
w
i
e

.
0
.
.
.
c
o
n
t
i
n
u
e
d



T
a
b
l
e

B
m
l

(
c
o
n
t
i
n
u
e
d
)

 
S
e
l
e
c
t
e
d

C
o
u
n
t
i
e
s

2
.

G
r
a
h
a
m

3
0

G
r
e
e
n
l
e
e

4
°

M
a
r
i
c
o
p
a

5
°

P
i
m
a

6
°

P
i
n
a
l

7
0

S
a
n
t
a

C
r
u
z

8
0
Y
u
m
a

X
V
.

C
a
l
i
f
o
r
n
i
a
:

1
.

F
r
e
s
n
o

2
°

I
m
p
e
r
i
a

3
°

K
e
r
n

4
0

K
i
n
g
s

5
0

L
o
s

A
n
g
e
l
e
s

6
.

M
a
d
e
r
a

1
9
5
9

S
a
f
f
o
r
d

S
a
f
f
o
r
d

o
f

G
r
a
h
a
m

C
a
n
e

C
r
e
e
k

O
r
g
a
n

P
i
p
e

C
a
c
t
u
s

N
O
M
J

F
l
o
r
e
n
c
e

T
u
m
a
c
a
c
o
r
i

N
G
M
°

P
a
r
k
e
r

P
a
n
o
c
h
e

J
u
n
c
t
i
o
n

B
r
a
w
l
e
y

2
S
W

T
e
h
a
c
h
a
p
i

A
v
e
n
a
l

9
S
S
E

P
a
l
m
d
a
l
e

F
A
A

A
P

M
a
d
e
r
a

1
9
5
4

S
a
f
f
o
r
d

S
a
f
f
o
r
d

o
f

G
r
a
h
a
m

C
a
n
e

C
r
e
e
k

O
r
g
a
n

P
i
p
e

C
a
c
t
u
s

N
O
M
.

F
l
o
r
e
n
c
e

T
u
m
a
c
a
c
o
r
i

N
O
M
O

P
a
r
k
e
r

P
a
n
o
c
h
e

J
u
n
c
t
i
o
n

B
r
a
w
l
e
y

2
S
W

‘

T
e
h
a
c
h
a
p
i

A
v
e
n
a
l

9
S
S
E

P
a
l
m
d
a
l
e

F
A
A

A
P

M
a
d
e
r
a

1
9
4
9

S
a
f
f
o
r
d

S
a
f
f
o
r
d

o
f

G
r
a
h
a
m

A
l
h
a
m
b
r
a

O
r
g
a
n

P
i
p
e

C
a
c
t
u
s

N
.
M
J

F
l
o
r
e
n
c
e

T
w
m
a
c
a
c
o
r
i

N
.
M
.

P
a
r
k
e
r

P
a
n
o
c
h
e

J
u
n
c
t
i
o
n

B
r
a
w
l
e
y

T
e
h
a
c
h
a
p
i

K
e
t
t
l
e
m
a
n

S
t
a
g

P
a
l
m
d
a
l
e

F
A
A

A
P

M
a
d
e
r
a

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h
Y
e
a
r

o
f

t
h
e

S
t
u
d
y

1
9
4
4

S
a
f
f
o
r
d

S
a
f
f
o
r
d

o
f

G
r
a
h
a
m

B
a
r
l
e
t
t

D
a
m

O
r
g
a
n

P
i
p
e

C
a
c
t
u
s

N
.
M
o

C
a
s
a

G
r
a
n
d
e

R
u
i
n
s

N
o
g
a
l
e
s

P
a
r
k
e
r

B
i
g

C
r
e
e
k

B
r
a
w
l
e
y

B
u
t
t
o
n
W
i
l
l
o
w

K
e
t
t
l
e
m
a
n

S
t
a
n

P
a
l
m
d
a
l
e

M
a
d
e
r
a

1
9
3
9

S
a
f
f
o
r
d

S
a
f
f
o
r
d

o
f

G
r
a
h
a
m

A
g
u
i
l
a

H
e
l
v
e
t
i
a

(
n
e
a
r
)

F
l
o
r
e
n
c
e

N
o
g
a
l
e
s

P
a
r
k
e
r

B
i
g

C
r
e
e
k

-182—

B
r
a
w
l
e
y

B
a
c
k
u
s

R
a
n
c
h

B
i
g
C
r
e
e
k

o
f

F
r
e
s
n
o

P
a
l
m
d
a
l
e

M
a
d
e
r
a

.
.
.
.
.
c
o
n
t
i
n
u
e
d

 



T
a
b
l
e

B
=
l

(
c
o
n
c
l
u
a
e
d
)

 
S
e
l
e
c
t
e
d

S
e
l
e
c
t
e
d
W
e
a
t
h
e
r

S
t
a
t
i
o
n
s

f
o
r

E
a
c
h

Y
e
a
r

o
f

t
h
e

S
t
u
d
y

_
_
C
o
u
n
t
i
e
s

1
9
5
9

1
9
5
4

1
9
4
9

l
9
&
4

1
9
3
9

7
.

M
e
r
c
e
d

M
e
r
c
e
d

F
i
r
e

M
e
r
c
e
d

F
i
r
e

M
e
r
c
e
d

S
t
a
.

2
S
t
a
.

2

8
.

M
o
n
t
e
r
e
y

‘
C
a
r
m
e
l

V
a
l
l
e
y

C
a
r
m
e
l

V
a
l
l
e
y
‘

K
i
n
g

C
i
t
y

A
P

K
i
n
g

C
i
t
y

A
P

M
e
r
c
e
d

M
e
r
c
e
d

K
i
n
g

C
i
t
y

1
.

T
h
e

l
i
s
t

o
f

s
t
a
t
i
o
n
s

f
r
o
m
w
h
i
c
h

t
h
e
s
e
w
e
r
e

s
e
l
e
c
t
e
d

i
s
:

C
l
i
m
a
t
o
l
o
g
i
c
a
l

D
a
t
a
2

b
y

S
t
a
t
e
s
.

b
y

M
o
n
t
h
s
9

W
e
a
t
h
e
r

B
u
r
e
a
u
9

U
.
S
.

C
o
m
m
e
r
c
e

D
e
p
a
r
t
m
e
n
t
.

1
9
3
9
9

1
9
4
4
,

1
9
4
9
,

1
9
5
4
,

a
n
d

1
9
5
9
.

 

2
.

T
h
e
s
e

c
o
u
n
t
i
e
s
w
e
r
e

s
e
l
e
c
t
e
d

a
s

f
o
l
l
o
w
s
:

a
.

O
n

t
h
e

b
a
s
i
s

o
f
h
a
r
v
e
s
t
e
d

c
o
t
t
o
n

a
c
r
e
a
g
e

i
n

1
9
5
9
,

a
l
l

c
o
u
n
t
i
e
s

h
a
r
v
e
s
t
i
n
g

1
9
0
0
0

o
r
m
o
r
e

a
c
r
e
s

o
f

c
o
t
t
o
n

h
a
v
e

c
o
n
s
t
i
t
u
t
e
d

t
h
e

u
n
i
v
e
r
s
e
.

b
.

T
h
e

s
a
m
p
l
e
'
w
a
s

c
o
n
s
t
r
u
c
t
e
d

b
y

r
a
n
d
o
m
l
y

s
e
l
e
c
t
e
d
4
0
%

o
f

c
o
u
n
t
i
e
s

i
n

e
a
c
h

S
t
a
t
e

e
x
c
e
p
t

t
h
a
t

a
t

l
e
a
s
t

8
a
n
d

n
o
m
o
r
e

t
h
a
n

4
5

c
o
u
n
t
i
e
s
w
e
r
e

s
e
l
e
c
t
e
d

f
o
r

e
a
c
h

S
t
a
t
e
.

3
.

T
h
e
s
e
w
e
a
t
h
e
r

s
t
a
t
i
o
n
s
w
e
r
e

s
e
l
e
c
t
e
a

a
s

f
o
l
l
o
w
s
:

a
.

I
f

t
h
e
r
e
w
e
r
e
m
o
r
e

t
h
a
n

o
n
e
w
e
a
t
h
e
r

s
t
a
t
i
o
n

i
n

a
c
o
u
n
t
y

r
e
p
o
r
t
i
n
g

r
a
i
n
f
a
l
l

a
n
d

t
e
m
p
e
r
a
t
u
r
e
.

t
h
e
n

t
h
e

o
n
e

a
t

o
r

n
e
a
r

t
h
e

c
e
n
t
e
r
w
a
s

s
e
l
e
c
t
e
d

f
o
r

u
s
e

i
n

t
h
i
s

s
t
u
d
y
.

b
.

I
f

t
h
e
r
e

w
a
s

o
n
l
y

o
n
e
w
e
a
t
h
e
r

s
t
a
t
i
o
n

i
n

a
c
o
u
n
t
y
s
a
t
h
e
n

i
t
w
a
s

s
e
l
e
c
t
e
d
.

c
.

I
f

t
h
e
r
e
w
a
s

n
o
n
e

i
n

a
c
o
u
n
t
y
9

t
h
e
n

t
h
e

n
e
a
r
e
s
t
w
e
a
t
h
e
r

s
t
a
t
i
o
n

t
o

t
h
a
t

c
o
u
n
t
y
w
a
s

s
e
l
e
c
t
e
d
.

  



t
a
b
l
e

C
a
l
.

S
i
m
p
l
e

C
o
r
r
e
l
a
t
i
o
n
s

o
f

t
h
e

T
e
c
h
n
i
c
a
l

a
n
d

E
c
o
n
o
m
i
c
s

V
a
r
i
a
b
l
e
s
.

b
y

S
t
a
t
e
s

S
t
a
t
e

1
.

N
o
r
t
h

C
a
r
o
l
i
n
a
:

 

 

 

 

A
P
P
E
N
D
I
X

c

3
1
1
:
1
?
l
e
C
O
R
R
E
L
A
T
I
O
N
S

O
F

T
H
E

T
E
C
H
N
I
C
A
L
A
N
D

E
C
O
N
O
M
E
C

V
A
R
I
A
B
L
E
S
,

B
Y

S
T
A
T
E
S

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
=
h
o
u
r
s

T
r
a
c
t
o
r
s

C
a
s
=
o
i
l

S
i
z
e

1
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

7

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
p
h
o
u
r
s

T
r
a
c
t
o
r
s

C
a
S
a
o
i
l

S
i
z
e

%
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

1
.
0
0

0
.
2
3

=
0
.
1
4

0
.
2
1

0
.
0
9

a
0
.
0
4

5
0
.
0
1

0
.
0
8

0
.
2
5

9
9
,
2
7

1
.
0
0

0
.
1
8

0
.
2
1

0
.
0
3

0
.
0
5

=
0
.
1
3

6
0
.
2
0

0
.
2
0

=
0
.
l
S

=
0
.
2
5

N
u
t
r
i
a

8
‘
5
1
1
‘
3
8

1
.
0
0

n
0
.
9
0

0
.
6
9

0
.
5
9

93
8

a
0
.
0
8

0
.
4
8

0
.
9
3

=
0
.
1
4

1
.
0
0

=
0
.
7
6

0
.
6
4

0
.
7
8

0
.
1
4

a
0
.
3
4

0
.
4
6

0
.
7
8

=
0
.
4
2

M
a
n
=

h
o
u
r
s

1
.
0
0

=
0
.
4
9

=
0
.
4
3

=
-
0
.
0
6

a
0
.
0
2

=
0
.
3
4

«
0
.
9
2

=
0
.
0
4

1
.
0
0

=
0
.
7
1

=
0
.
7
7

«
0
.
1
5

0
.
1
6

«
0
.
3
8

-
o
.
9
9

0
.
3
0

T
r
a
c
=

t
o
r
s

1
.
0
0

0
.
8
7

«
0
.
1
2

=
0
.
1
7

-
0
.
6
9

0
.
0
9

o
0
.
3
6

1
.
0
0

0
.
8
0

=
0
.
1
2

=
0
.
3
0

0
.
5
6

0
.
7
2

c
0
.
5
3

G
a
s
=

o
i
l

1
.
0
0

=
0
.
2
6

a
0
.
1
7

0
.
7
8

0
.
5
7

«
0
.
0
2

1
.
0
0

-
0
.
0
3

=
0
.
2
7

0
.
7
0

0
.
7
8

=
0
.
2
1

S
i
z
e

1
.
0
0

0
.
7
7

=
0
.
3
6

0
.
0
5

=
0
.
2
4

1
.
0
0

0
.
3
8

=
0
.
l
9

0
.
1
4

=
0
.
1
3

%

C
o
t
t
o
n

1
.
0
0

=
0
.
2
2

a
0
.
0
8

0
.
0
4

1
.
0
0

=
0
.
0
2

=
0
.
1
9

0
.
4
7

.
.
.
.
.
c
o
n
t
i
n
u
e
d

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

-184-

 
 



T
a
b
l
e

C
a
l
.

S
t
a
t
e

3
.

G
e
o
r
g
i
a
:

i
s
.
A
l
a
b
a
m
a
:

 

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
-
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
S
°
O
i
l

S
i
z
e

%
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
S
a
o
i
l

S
i
z
e

%
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

1
.
0
0

0
.
6
3

«
0
.
4
1

0
.
5
8

0
.
5
5

0
.
1
9

«
0
.
1
1

0
.
6
6

0
.
4
0

«
0
.
5
2

1
.
0
0

0
.
5
7

0
0
.
3
9

0
.
5
0

0
.
5
2

0
.
1
2

«
0
.
2
3

0
.
3
9

0
.
4
7

4
0
.
4
5

N
u
t
r
i
=

e
n
t
s

1
.
0
0

«
0
.
8
0

0
.
7
4

0
.
7
5

0
.
3
3

«
0
.
1
7

0
.
6
6

0
.
8
0

«
0
.
6
2

1
.
0
0

«
0
.
7
5

0
.
7
9

0
.
8
6

0
.
2
1

«
0
.
1
8

0
.
3
9

0
.
8
9

«
0
.
6
8

M
e
n
u

h
o
u
r
s

1
.
0
0

«
0
.
7
8

=
0
.
8
4

«
0
.
2
4

0
.
1
1

«
0
.
6
1

«
0
.
9
9

0
.
4
8

1
.
0
0

«
0
.
5
6

«
0
.
6
2

«
0
.
2
0

0
.
0
8

=
0
.
2
5

«
0
.
0
7

0
.
5
2

 
 
    

T
r
a
c
e

t
o
r
s

1
.
0
0

0
.
8
7

0
.
1
1

«
0
.
0
4

0
.
7
6

0
.
7
7

«
0
.
5
0

1
.
0
0

0
.
8
9

0
.
1
1

«
0
.
2
2

0
.
7
5

0
.
6
8

«
0
.
4
8

1
.
0
0

0
.
1
6

«
0
.
2
5

0
.
7
9

0
.
8
4

"
0
.
3
7

1
.
0
0

0
.
1
6

9
0
.
2
7

0
.
6
6

0
.
7
5

«
0
.
5
4

Ox'ffllns'i

Cd's—3N0

F4c>c>c5c>

%
7

L
a
n
d

C
o
t
t
o
n

V
a
l
u
e

‘
C
o
t
t
O
n

P
r
i
c
e

R
a
t
i
o

1
.
0
0

=
0
.
1
3

=
O
.
l
l

0
.
3
2

1
.
0
0

0
.
6
0

=
0
.
3
7

1
.
0
0

”
0
°
4
7

1
°
0
0

~185—

1
.
0
0

«
0
;
2
3

=
0
.
1
3

0
.
6
0

1
.
0
0

.
.
.
.
.
c
o
n
t
i
n
u
e
d

 



T
a
b
l
e

C
«
1
.

(
c
o
n
t
i
n
u
e
d

 

S
t
a
t
e

5
.

M
i
s
s
o
u
r
i
:

 

6
.

A
r
k
a
n
s
a
s
:

 

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

A
G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

1
.
0
0

0
.
3
9

«
0
.
0
1

«
0
.
0
8

0
.
1
7

0
.
0
3

0
.
1
7

0
.
5
1

0
.
0
2

«
0
.
4
8

1
.
0
0

0
.
5
9

«
0
.
1
5

0
.
2
8

0
.
5
2

0
.
4
9

«
0
.
1
2

0
.
7
1

0
.
3
5

0
.
0
5

A
N
u
t
r
i
«

8
3
.
1
3
3

1
.
0
0

«
0
.
7
7

0
.
7
2

0
.
7
3

0
.
0
4

«
0
.
1
9

0
.
4
6

0
.
7
7

«
0
.
1
7

1
.
0
0

«
0
.
4
9

0
.
7
8

0
.
7
9

0
.
5
2

«
0
.
3
0

0
.
5
2

0
.
7
6

«
0
.
4
1

M
a
n
«

h
o
u
r
s

1
.
0
0

«
0
.
8
5

«
0
.
9
1

«
0
.
2
3

0
.
0
6

«
0
.
4
6

«
0
.
9
9

«
0
.
2
6

1
.
0
0

-
0
0
6
7

«
0
.
7
0

.
«
0
.
5
1

«
0
.
0
9

«
0
.
3
4

«
0
.
9
4

«
0
.
0
1

T
r
a
e
«

t
o
r
s

O O 0 0 0

C>r«C>F4P4d>p4

wiC>C5C>C>C>C3

a

0

<3~¢<nnn~oanco

1
.
0
0

0
.
7
7

0
.
4
6

«
0
.
1
6

0
.
2
5

0
.
8
1

«
0
.
3
6

G
a
s
~

o
i
l

1
.
0
0

0
.
6
1

«
0
.
1
3

0
.
6
1

0
.
8
3

«
0
.
0
7

 

S
i
z
e

1
.
0
0

0
.
0
5

0
.
5
0

0
.
5
9

«
0
.
0
1

Z

C
o
t
t
o
n

1
.
0
0

0
.
6
2

«
0
.
0
7

0
.
0
4

1
.
0
0

0
.
1
9

«
0
.
0
5

0
.
6
4

.
.
.
.
.
c
o
n
t
i
n
u
e
d

L
a
n
a

V
a
l
u
e

1
.
0
0

0
.
4
6

«
0
.
1
8

C
o
t
t
o
n

P
r
i
c
e

1
.
0
0

«
0
.
1
7

R
a
t
i
o

1
.
0
0

1
.
0
0

«186-



T
a
b
l
e

C
«
l
.

(
c
o
n
t
i
n
u
e
d
)

 

S
t
a
t
e

7
.
T
e
n
n
e
s
s
e
e

8
.
M
i
s
s
i
s
s
«

i
p
p
i

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

C
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

‘7
.
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i «4000000000

0

HOOOOOQOOO

p w

OkONkD’Od’OKEl-n‘“

00000.0. 0 0

O®®WNWN®N®

onmmmmr-Hnmm

0 O O O 0 O 0 O 0

1
d OWJNOLQCQNON

I

N
u
t
r
i
«

e
n
t
s

1
.
0
0

0
.
1
8

0
.
9
2

0
.
8
7

0
.
1
9

«
0
.
1
0

0
.
3
9

0
.
8
1

«
0
.
5
0

1
.
0
0

«
0
.
9
9

0
.
5
9

0
.
4
0

0
.
3
5

«
0
.
0
1

0
.
4
5

0
.
7
8

«
0
.
6
8

M
a
n
«

h
o
u
r
s

1
.
0
0

«
0
.
0
3

«
0
.
1
2

«
0
.
2
7

«
0
.
2
6

0
.
0
2

«
0
.
4
3

«
0
.
6
3

1
.
0
0

«
0
.
5
9

«
0
.
4
0

«
0
.
3
4

0
.
0
1

«
0
.
4
4

«
0
.
8
0

0
.
6
8

 
    

T
r
a
e
«

t
o
r
s

1
.
0
0

0
.
9
2

0
.
2
3

«
0
.
0
9

0
.
4
5

0
.
8
6

«
0
.
3
0

1
.
0
0

0
.
9
2
—

0
.
2
2

0
.
7
2

0
.
3
8

0
.
5
2

«
0
.
3
6

G
a
s
«

1
.
0
0

0
.
4
0

«
0
.
0
4

0
.
6
2

0
.
8
8

«
0
.
2
0

1
.
0
0

0
.
3
5

0
.
8
8

0
.
4
4

0
.
3
6

«
0
.
1
7

 

S
i
z
e

Z

C
o
t
t
o
n

.
.
.
.
.
c
o
n
t
i
n
u
e
d

L
a
n
d

V
a
l
u
e

1
.
0
0

0
.
3
5

«
0
.
0
5

C
o
t
t
o
n

P
r
i
s
e

R
a
t
i
o

1
.
0
0

”
0
0
0
7

1
9
0
0

1
.
0
0

«
0
.
4
1

1
.
0
0

«187—

 





S
t
a
t
e

9
.
L
o
u
i
s
i
a
n
a
:

 

1
0
.
0
k
l
a
h
o
m
a
:

 

T
a
b
l
e

C
-
l

(
c
o
n
t
i
n
u
e
d
)

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
1

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n
_
P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
-
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

1
.
0
0

0
.
3
6

«
0
.
3
1

«
0
.
2
6

0
.
2
9

0
.
4
6

«
0
.
0
6

0
.
4
1

0
.
2
2

0
.
0
4

1
.
0
0

0
.
2
9

«
0
.
4
4

0
.
4
0

0
.
4
6

0
.
1
6

«
0
.
1
4

0
.
3
6

0
.
4
2

«
0
.
2
7

N
u
t
r
i
«

e
n
t
s

1
.
0
0

«
0
.
8
8

0
.
8
8

0
.
8
5

0
.
3
8

«
0
.
2
0

0
.
5
5

0
.
7
3

«
0
.
6
1

1
.
0
0

«
0
.
7
5

0
.
7
7

0
.
7
3

0
.
0
4

«
0
.
2
5

0
.
2
7

0
.
6
9

«
0
.
6
4

M
a
m

h
o
u
r
s

1
.
0
0

«
0
.
8
9

«
0
.
8
7

«
0
.
4
4

0
.
0
7

«
0
.
4
9

«
0
.
0
5

7
0
.
5
5

1
.
0
0

«
0
.
7
6

«
0
.
8
0

«
0
.
2
2

0
.
1
9

«
0
.
2
7

«
0
.
9
9

0
.
5
9

T
r
a
c
«

t
o
r
s

1
.
0
0

0
.
9
0

0
.
3
8

«
0
.
0
1

0
.
3
7

0
.
8
0
'

«
0
.
4
6

1
.
0
0

0
.
9
3

«
0
.
0
3

«
0
.
2
5

0
.
1
5

0
.
7
3

«
0
.
7
9

G
a
s
-

o
i
l

1
.
0
0

0
.
4
6

«
0
.
0
8

0
.
4
8

0
.
7
8

«
0
.
5
2 00m

0 0

goes

(DON rem

HOOOOO

0

S
i
z
e

1
.
0
0

0
.
4
6

0
.
1
9

0
.
3
7

«
0
.
0
1

r-QOOOO

0

NM

0000')

0mm

\‘i'

Z
L
a
n
d

C
o
t
t
o
n

v
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

1
.
0
0

«
0
.
3
2

0
.
0
2

0
.
5
2

1
.
0
0

0
.
4
0

«
0
.
3
6

1
.
0
0

«
0
.
4
3

1
.
0
0

«188-

1
.
0
0

0
.
1
1

«
0
.
1
8

0
.
3
6

1
.
0
0

«
0
.
5
5

1
.
0
0

.
.
.
.
.
c
o
n
t
i
n
u
e
d

 

 

 



T
a
b
l
e

C
«
l

(
c
o
n
t
i
n
u
e
d
)

 

S
t
a
t
e

 

1
2
.
W
.
1
e
x
a
 

0)

1
1
.
E
.
T
e
x
a
s
:

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

0

fl

omqmmmr-zmmw-a

0

HOOOOOOOOO

0 0

ONHF‘LQ‘i'flx‘me
.32

8

1
.
0
0

0
.
4
9

«
0
.
4
7

0
.
6
9

0
.
8
5

0
.
1
2

0
.
2
8

0
.
7
4

0
.
4
3

0
.
1
9

N
u
t
r
i
=

6
1
1
3
2
8

1
.
0
0

«
0
.
7
7

0
.
6
3

0
.
5
8

0
.
1
6

«
0
.
2
7

0
.
3
3

0
.
6
4

«
0
.
4
0

ONGMNHQ‘MN

O. O

r—IOOOOOOOO

O

OOflMNd‘th

00 G 0

M
a
n
«

h
o
u
r
s

1
.
0
0

«
0
.
6
9

«
0
.
6
6

«
0
.
3
2

0
.
1
7

«
0
.
3
1

«
0
.
9
8

0
.
3
7

1
.
0
0

«
0
.
3
7

«
0
.
5
0

«
0
.
5
8

*
0
.
2
4

«
0
.
4
8

«
0
.
9
8

«
0
.
2
8

T
r
a
e
«

t
o
r
s

1
.
0
0

0
.
8
8

0
.
1
3

0
.
1
8

0
.
2
4

0
.
6
4

0
.
3
3

0
.
8
7

0
.
0
3

0
.
5
8

0
.
4
3

0
.
3
5

«
0
.
0
9

G
a
s
«

o
i
l

1
.
0
0

0
.
2
3

0
.
2
0

0
.
2
4

0
.
6
1

«
0
.
1
3

S
i
z
e

1
.
0
0

0
.
1
4

0
.
2
6

0
.
3
2

0
.
2
2

1
.
0
0

0
.
5
6

0
.
2
2

0
.
6
2

«
0
.
0
5

Z

C
o
t
t
o
n

1
.
0
0

«
0
.
0
4

«
0
.
1
3

0
.
3
9

1
.
0
0

0
.
0
9

0
.
2
5

«
0
.
2
8

.
.
.
.
.
c
o
n
t
i
n
u
e
d

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

1
.
0
0

«
0
.
3
3

1
.
0
0

-l89-

 



T
a
b
l
e

C
«
l

(
c
o
n
t
i
n
u
e
d
)

 

S
t
a
t
e

1
3
.
N
e
w
M
e
x
i
c
o
:

1
4
.
A
r
i
z
o
n
a
:
 

V
a
r
i
a
b
l
e
s

.
Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
e
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d
V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

_
L
g
i
e
l
d

O

ommmloog-«xooooao

Oxbxoxowra-I'd’Hfir-i
0006.00

HOOOOCOOOO

a

O

1
.
0
0

0
.
7
1

«
0
.
6
8

«
0
.
2
2

«
0
.
0
4

0
.
4
0

0
.
2
9

0
.
5
2

0
.
5
7

«
0
.
0
6

N
u
t
r
i
«

e
n
t
s

1
.
0
0

«
0
.
9
5

‘
0
.
5
2

0
.
3
6

0
.
2
7

0
.
3
3

0
.
5
9

0
.
7
1

0
.
2
1

1
.
0
0

«
0
.
9
6

0
.
0
7

0
.
3
1

0
.
0
3

0
.
1
4

0
.
4
5

0
.
7
2

0
.
2
2

M
a
n
«

h
o
u
r
s

1
.
0
0

«
0
.
5
7

«
0
.
4
2

«
0
.
3
9

«
0
.
4
2

«
0
.
6
3

«
0
.
2
3

«
0
.
2
3

1
.
0
0

0
.
0
2

«
0
.
3
7

0
.
0
2

«
0
.
4
7

«
0
.
5
7

«
0
.
1
9

T
r
a
c
«

t
o
r
s

1
.
0
0

0
.
6
0

«
0
.
3
5

«
0
.
0
7

«
0
.
2
3

0
.
2
9

0
.
0
5

G
a
s
«

’
o
i
l

1
.
0
0

0
.
1
9

0
.
5
6

«
0
.
1
5

0
.
4
0

0
.
1
1

1
.
0
0

«
0
.
2
2

«
0
.
3
4

«
0
.
0
9

0
.
1
5

 

S
i
z
e

1
.
0
0

0
.
7
5

0
.
3
1

0
.
5
1

0
.
1
3

 

Z

C
o
t
t
o
n

1
.
0
0

«
0
.
1
7

0
.
2
7

«
0
.
0
7

.
.
.
.
.
c
o
n
t
i
n
n
e
d

 

L
a
n
d

V
a
l
u
e

1
.
0
0

0
.
5
6

«
0
.
1
0

1
.
0
0

0
.
2
1

«
0
.
1
1

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

1
.
0
0

0
.
2
6

1
.
0
0

«190—

1
.
0
0

0
.
2
0

1
.
0
0

 

 



T
a
b
l
e

C
«
1

(
c
o
n
t
i
n
u
e
d
)

 

S
t
a
t
e

v
a
r
i
a
b
l
e
s

1
5
.
C
a
1
i
f
o
r
n
i
a
3

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
e
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
O
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

“U
...;

EU)

°H

? a
s

O O 0 0 O O O O

OO‘MMOI‘QON

SOONNNHMQH

0

HOOOOOOOOO

0

N
u
t
r
i
«

e
n
t
s

1
.
0
0

«
0
.
7
4

«
0
.
0
8

«
0
.
0
8

0
.
1
8

«
0
.
0
3

0
.
5
9

0
.
5
5

«
0
.
0
1

M
a
n
«

h
o
u
r
s

1
.
0
0

0
.
1
6

0
.
1
7

«
0
.
2
7

«
0
.
1
0

«
0
.
3
6

«
0
.
5
9

«
0
.
0
7

T
r
a
c
«

t
o
r
s

1
.
0
0

0
.
9
9

«
0
.
2
0

«
0
.
2
5

«
0
.
1
2

0
.
0
6

«
0
.
0
7

G
a
s
«

o
i
l

1
.
0
0

«
0
.
2
0

«
0
.
2
5

«
0
.
1
2

0
.
0
6

«
0
.
0
7

S
i
z
e

1
.
0
0

«
0
.
0
2

0
.
3
4

0
.
0
3

Z

C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

1
.
0
0

0
.
2
6

«
0
.
0
6

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

 

%
I
n
d
i
c
a
t
e
s

t
h
a
t

s
i
m
p
l
e

c
o
r
r
e
l
a
t
i
o
n
w
a
s

l
e
s
s

t
h
a
n

.
0
1
.

 

 

 



 



«192-

A
P
P
E
N
D
I
X

D

S
I
M
P
L
E

C
O
R
R
E
L
A
T
I
O
N
S

O
F

T
H
E

T
E
C
H
N
I
C
A
L

A
N
D

E
C
O
N
O
M
I
C

V
A
R
I
A
B
L
E
S
.

B
Y

R
E
G
I
O
N
S

T
a
b
l
e

D
«
l
.

S
i
m
p
l
e

C
o
r
r
e
l
a
t
i
o
n
s

o
f

t
h
e

T
e
c
h
n
i
c
a
l

a
n
d

E
c
o
n
o
m
i
c

V
a
r
i
a
b
l
e
s
,

b
y

R
e
g
i
o
n
s

R
e
g
i
o
n

1
.

S
o
u
t
h
-

e
a
s
t
:

 

 

I
I
.
D
e
l
t
a
:

 

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
U
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

C
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

1
.
0
0

0
.
4
7

«
0
.
2
5

0
.
3
0

0
.
3
1

0
.
2
6

0
.
0
1

0
.
6
0

0
.
2
9

0
.
1
4

_
"
N
u
t
r
i
«

e
n
t
s

1
.
0
0

«
0
.
7
0

0
.
6
3

0
.
5
4

0
.
2
4

«
0
.
1
6

0
.
3
5

0
.
8
0

«
0
.
1
5

1
.
0
0

«
0
.
4
7

0
.
6
2

0
.
4
3

0
.
1
0

-
'
p
.
0
9

0
.
3
3

0
.
7
3

=
0
.
0
3

M
a
n
«

h
o
u
r
s

1
.
0
0

«
0
.
5
8

«
0
.
5
2

«
0
.
1
5

0
.
0
9

«
0
.
2
7

«
0
.
9
4

0
.
1
3
‘

1
.
0
0

«
0
.
5
0

«
0
.
4
5
-

«
0
.
2
6

«
0
.
0
1

«
0
.
4
5

“
£
0
.
7
1

«
0
.
0
3

T
r
a
c
«

t
o
r
s

1
.
0
0

_
0
.
8
4

«
0
.
0
7

'
«
0
.
2
2

0
.
6
6

0
.
6
7

«
0
.
1
8

1
.
0
0

0
.
8
8

0
.
1
2

0
.
4
8

0
.
2
8

0
.
6
4

«
0
.
0
5

G
a
s
«

o
i
l

1
.
0
0

«
0
.
1
1

«
0
.
2
9

0
.
7
4

0
.
5
8

«
0
.
1
4

S
i
z
e

Z
L
a
n
d

C
o
t
t
o
n

V
a
l
u
e

1
.
0
0

«
0
.
2
6

«
0
.
1
0

0
.
3
3

1
.
0
0

0
.
3
3

«
0
.
0
9

.
.
.
.
.
c
o
n
t
i
n
u
e
d

... :5
8C

o
t
t
o
n

P
r
i
c
e ON

Or-l

R
a
t
i
o

1
.
0
0

 
 





T
a
b
l
e

D
e
l

(
c
o
n
t
i
n
u
e
d
)

n
u
t
r
i
«

e
n
t
s

”I
T
r
a
c
=
=

G
a
s
«

Z

t
o
r
s

‘
o
i
l

S
i
z
e

C
o
t
t
o
n

M
a
n
«

h
o
u
r
s

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

R
e
g
i
o
n

P
r
i
c
e

V
a
r
i
a
b
l
e
s

i
i
i
e
l
d

R
a
t
i
o

I
I
I
.

S
o
u
t
h
-

Y
i
e
l
d

I
1
0
0

I
V
.

 

w
e
s
t
:

 

W
e
s
t
 

00

N
u
t
r
i
e
n
t
e

M
a
n
e
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o
»

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

0
.
3
8

«
0
.
2
9

0
.
2
6

0
.
6
2

0
.
3
5

0
.
2
0

0
.
4
6

0
.
3
7

0
.
0
3

OOWNN'NNd‘dW—i

oooooo°°¢

r-IOOOOOOOOO

fl

(3.3cn<:.4Ln.4cuxonn

O

1
.
0
0

«
0
.
5
0

0
.
5
4

0
.
6
0

0
.
2
0

«
0
.
0
5

0
.
3
5

0
.
6
0

«
0
.
0
3

1
.
0
0

«
0
.
7
3

«
0
.
0
1

«
0
.
0
1

0
.
1
8

0
.
1
9

0
.
4
9

0
.
5
1

0
.
1
2

1
.
0
0

«
0
.
5
2

«
0
.
4
4

«
0
.
1
0

0
.
1
8

«
0
.
2
3

«
0
.
8
6

«
0
.
0
1

1
.
0
0

0
.
0
7

0
.
0
6

«
0
.
0
6

=
0
.
1
1

"
«
0
.
3
0

«
0
.
6
3

«
0
.
1
0

1
.
0
0

0
.
9
9

«
0
.
1
2

«
0
.
1
2

«
0
.
0
1

0
.
0
6

«
0
.
0
3

1
.
0
0

0
.
1
8

0
.
2
6

0
.
3
9

0
.
5
8

«
0
.
0
4

1
.
0
0

=
0
.
1
1

«
0
,
1
3

.
0
0
2

0
.
0
5

-
0
.
0
3

1
.
0
0

0
.
3
9

0
.
2
3

0
.
2
9

"
0
.
0
1

1
.
0
0

0
.
2
3

0
.
2
3

0
.
0
9

«
0
.
0
1

1
.
0
0

0
.
0
6

«
0
.
0
3

0
.
0
3

1
.
0
0

«
0
.
2
8

0
.
3
4

«
0
.
0
1

1
.
0
0

0
.
3
0

«
0
.
1
5

1
.
0
0

«
0
.
0
1

  

 





.
.
.
J

”
>
-

T
a
b
l
e

E
"
1

0

A
P
P
E
N
D
I
X

E

S
i
m
p
l
e

C
o
r
r
e
l
a
t
i
o
n
s

o
f

t
h
e

T
e
c
h
n
i
c
a
l

a
n
d

E
c
o
n
o
m
i
c

V
a
r
i
a
b
l
e
s
,

t
h
e
E
n
t
i
r
e

N
a
t
i
o
n

S
I
M
P
L
E

C
O
R
R
E
L
A
T
I
O
N
S

O
F

T
H
E

T
E
C
H
N
I
C
A
L
A
N
D

E
C
O
N
G
M
I
C

V
A
R
I
A
B
L
E
S
9

T
H
E

E
N
T
I
R
E

N
A
T
I
O
N

 

V
a
r
i
a
b
l
e
s

Y
i
e
l
d

N
u
t
r
i
e
n
t
s

M
a
n
«
h
o
u
r
s

T
r
a
c
t
o
r
s

G
a
s
«
o
i
l

S
i
z
e

Z
C
o
t
t
o
n

L
a
n
d

V
a
l
u
e

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o

Y
i
e
l
d

N
u
t
r
i
=

e
n
t
s

1
.
0
0

0
.
1
6

0
.
1
3

0
.
0
7

«
0
.
0
9

«
0
.
1
5

0
.
2
5

0
.
3
4

a

M
a
n
«

h
o
u
r
s
”

1
.
0
0

«
0
.
0
2

0
.
0
1

«
0
.
1
8

«
0
.
0
1

«
0
.
0
9

9
0
.
2
0

0
.
0
2

T
r
a
c
«

t
o
r
s

1
.
0
0

0
.
9
8

«
0
.
0
1

0
.
0
1

0
.
0
8

0
.
1
2

0
.
0
2

*
I
n
d
i
c
a
t
e
s

t
h
a
t

s
i
m
p
l
e

c
o
r
r
e
l
a
t
i
o
n
w
a
s

l
e
s
s

t
h
a
n

0
.
0
1
.

 

C
a
s
«

o
i
l

S
i
z
e

Z

C
o
t
t
o
n

1
.
0
0

«
0
.
0
5

0
.
0
2

«
0
.
0
1

L
a
n
d

V
a
l
u
e

1
.
0
0

0
.
3
5

«
0
.
0
4

C
o
t
t
o
n

P
r
i
c
e

R
a
t
i
o









 


