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ABSTRACT

CHARACTERISTICS OF PERCEIVED ENVIRONMENTAL
UNCERTAINTY, TASK INTERDEPENDENCE
AND THEIR RELATIONSHIP TO SUBUNIT
POWER IN COMPLEX ORGANIZATIONS

By

Thomas Harry Dulz

This study has two main focuses. The first is on the conceptuali-
zation and identification of organization environments and dimensions
of the environment. The second is on the relationships between task and
environmental variables and subunit power.

The sample consists of three subunits of sales, manufacturing and
engineering in each of twelve manufacturing firms operating in similar
macro environments and having similar technologies. A twenty-item ques-
tionnaire was administered to the chief executive officer and the re-
spective heads of sales, manufacturing and engineering in each firm for
a total of forty-eight respondents. As the units of analysis are organ-
izations and subunits, responses are pooled to reflect the shared per-
ceptions of the executive group in each organization.

Environmental components are specified in terms of systemic inputs.
Based on a conceptualization of an organization as an open system, six
systemic inputs are identified which are common to all classes of organi-
zations. These six inputs are the avenues or "linkages" between the or-
ganization and its environment and are: 1) labor supply; 2) material

supply; 3) capital supply; 4) product technology; 5) process technology;
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2 Thomas Harry Dulz

and 6) markets. The environment is conceptualized in terms of six com-
ponents corresponding to each of these six linkages.

An environmental dimension which has gained much attention in the
literature is that of uncertainty. However, to this point, it has not
been well identified nor operationalized. This study builds on previous
work in this area and empirically demonstrates the relationship of per-
ceptions of change and complexity to perceived uncertainty. The more
dynamic and complex the environment is seen, the greater the degree of
uncertainty associated with that environment. The strongest relation-
ship is between the dimension of change and uncertainty. If an environ-
ment is seen as dynamic, it is also seen as complex.

The dimensions of performance and immediacy have a mediating effect
on perceptions of uncertainty. There is a strong relationship among the
firms in this sample between past organizational profitability and per-
ceptions of uncertainty in the market component of the environment. The
more profitable a firm has been in the past, the less uncertainty there
is associated with the market component.

There is a significant difference in perceptions of uncertainty in
the various environmental components. Labor, material and markets are
seen as the most uncertain components of the environment followed by
process technology, product technology and then capital which is seen as
the least uncertain. The environmental components which have the great-
est sense of immediacy for the organization in terms of effects - labor,
material and markets - are seen as highly uncertain regardless of the
degree of change or complexity associated with them. These results in-
dicate that perceptions of uncertainty are a result of the interaction

of change, complexity and immediacy, tempered by past performance.
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3 Thomas Harry Dulz

Perceived subunit power is highly correlated with perceived envi-
ronmental complexity and perceived task interdependence, which suggests
that, to a large degree, power arises out of the dependencies created by
environmental and task demands. The more a subunit is seen as affecting
others by virtue of its task activities, the more power it is seen as
having in systemic decision areas. In relatively placid, stable envi-
ronments, subunits whose environmental domains are identified as more
complex and turbulent are in a position to be more easily identified as
controlling organization dependencies rooted in the environment and can
draw power from this position. However, when the total environment is
identified as complex and turbulent, no one domain stands out, and con-
sequently, no one subunit can lay claim to control of environmental de-
pendencies. In this situation, no single unit is clearly differentiated
from the rest in terms of dependency control and so, the focus turns to
task dependencies as a base for subunit power.

No significant relationships are found between perceptions of task
uncertainty, task difficulty, environmental uncertainty, or an imbalance
in task interdependence and the variable of subunit power. However, the
subunit seen as most critical is also seen as the most powerful.

More reported differences are found when organizations are com-
pared on the basis of environment type than on the basis of performance.
Organizations experiencing relatively high levels of environmental un-
certainty and turbulence also report higher degrees of task interdepend-
ence, irrespective of economic performance levels. Consistent with
other reports is the finding that there is more self-reported power in

more profitable firms.
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INTRODUCTION

The original intent of this dissertation was to investigate the
bases of subunit power in complex organizations. A review of the liter-
ature generated the following conclusions. 1) Power is a very complex
phenomenon and there is little agreement on its characteristics. 2) 1In
most research, power is treated at the individual and interpersonal
level a8 an independent variable. Only two studies are found where sub-
unit power is the dependent variable. 3) The "newer tradition" in or-
ganization theory places a heavy emphasis on technologies and environ-
ments. There has been little agreement on the conceptualization of an
organization's environment or the elements comprising it. 4) Theorists
suggest that power is related to coping with uncertainties stemming from
technologies and environments.

These conclusions governed the design of this study. The first
task was to design a model of organization environment, which would not
be organization-specific and could be used across other classes of or-
ganizations in future research. The second task was to operationalize
the concept of environmental uncertainty. Chapter One deals with these
problems. Chapter Two deals with the issue of power, and specifically
subunit power. Various dimensions of power are discussed and operation-
alized, drawing on the most recent work in this area, and relationships
to technological and environmental variables are suggested.

The sample chosen for this study consists of twelve manufacturing

1
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firms selected according to the following criteria. 1) They were to be
as similar as possible in structure, technology and environments to al-
low comparisons between them. 2) They were to be simple in nature.
Because the study is exploratory, with the relationships between vari-
ables yet to be established, it was felt that large scale organizations
would introduce an element of complexity which would make the analysis
more difficult. Consequently, the sample consists of small systems com-
prised of three main subunits - manufacturing, sales and engineering.

Chapter Three presents twelve hypotheses derived from the discus-
sion in Chapters One and Two. It was not expected from the outset
that all of these hypotheses would be supported by the data. They were
chosen because they represent directions suggested by the literature.
Chapter Three also contains a 1list of variables used in the study and
explains how each is operationalized.

Chapter Four discusses the development of the instrument and the
methodology used. The results of the study are presented in Chapter
Five, and the concluding chapter, Chapter Six, reviews this data analy-
sis, summarizes the study as a whole, and places the findings in a

broader organizational context.



CHAPTER ONE

THE ENVIRONMENT

In recent years, organization theorists have been asserting that
the environment is a critical factor in understanding and explaining
much of what goes on inside organizations. One of the earliest propo-
nents of this theme was Dill (1958) who traced differences between the
two Norwegian firms he studied to differences in their respective envi-
ronments. Dill's contribution was not simply an acknowledgement of en-
vironmental effects, other researchers had reported organizational-
environmental interactions (e.g., Selznik, 1949), but rather, he was one
of the first to offer a theoretical conceptualization of the environ-
ment. He differentiated between the '"general" environment in which all
firms operate, and the "task" environment which is unique to each firm.
He identified the task environment as being composed of four sectors:
customers; suppliers; competitors; and regulatory groups, each of which
are characterized as being relatively homogeneous or heterogeneous.

Interdependencies were the focus of an article by Emery and Trist
(1965). They differentiated between "internmal interdependencies" --
processes within the organization; "transactional interdependencies'" --
exchanges between the organization and its environment, in either di-
rection; and "causal texture" -- those interdependencies within the en-
vironment itself. This conceptualization is similar in many respects to

Parson's (1960) "levels" of organizational responsiblity and control.
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Parson's "technical", "managerial", and "institutional" levels corre-
spond roughly to Emery and Trist's "internal interdependencies", "trans-
actional interdependencies", and "causal texture". Emery and Trist dis-
tinguished four types qt environments according to the degree to which
environmental components exhibited "system connectedness". Their inter-
est was centered on the most complex of the four, which they called
"turbulent field". In this type of environment, changes "arise from the
field itself" not just from interactions of the components. A "turbu-
lent field"™ is characterized by "autochthonous processes". Emery and
Trist argued that the firm they studied, a vegetable canner, did not
recognize the fact that it was operating in a "turbulent field" environ-
ment and was unprepared for environmental changes which resulted in a
decreasing market for its product. In an often-cited article,
Terreberry (1968) building on the work of Emery and Trist and others,
argues for the increasing importance of the environment as an organiza-
tional variable. She argued that a "turbulent field" environment best
described the situation for contemporary organizations and that environ-
ments were becoming increasingly "turbulent". She further maintained
that the environment was the most important factor in explaining organi-
zational behavior and hypothesised that "organizational change is
largely externally induced". Katz and Kahn (1966) in their discussion
of organizations as "open systems" echoed this theme of the importance
of the environment, arguing that a necessary sustem component is the
"adaptive function" which has as its aim "environmental constancy".
Survival of the system, in their view, is dependent upon the success of
the adaptive function.

J. D. Thompson (1967), in his book Organizations In Action, which
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he calls a "conceptual inventory", bases his analysis of organizations
on the concept of uncertainty stemming from technologies and environ-
ments. He sees environmental influences as ultimately being the most
powerful in shaping organizational characteriétics. Stinchcombe (1965)
takes the position that, not only are existing organizations influenced
by environmental forces, but that environmental conditions dictate both
the founding of organizations and the forms they will take during their
existence.

WVhile the importance of the environment has been well publiciged by
theoretical writers, @ review of the empirical literature discloses that
environmental influences are virtually ignored in most studies. Hirsch,
in his critique of industrial sociology says: "In short, while we speak
of organizations as interacting with their environment (in theory), most
empirical studies, by virtue of their design, continue to ignore the
process by which this interaction occurs". (1976:5) Not only is the
inclusion of the environment as a variable important in inter-organiza-
tion and organizational analysis, but it is also an important factor in
intra-organigzational analysis. It is possible that much of the dis-
parity in research findings could be explained if the nature of the en-
vironment were identified. For example, Hinings, et al., (1974) in
their study of the bases of organizational subunit power, found, in
their sample, that production was the most powerful subunit in contra-
diction to Perrow (1970b) who found sales to be the most powerful sub-
uwnit in the firms he studied. Neither researcher identified the nature
of the environment of their sample firms. It is possible that much of
the variation in these findings could stem from environmental differences.

In fact, the value of any study done in an organizational setting
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would be enhanced if there were some identification of the environment.
Gouldner (1954) and Guest (1962) both examined the consequences follow-
ing the succession of a new manager in an organigation. Gouldner found
incressed stress and temnsion following the arrival of the new manager
while Guest found the opposite to be the case. Gouldner (1962) in a
later comment pointed out that the environmental circumstances of the
organizations were very different, hence, any direct comparisons should
be avoided.

One of the difficulties researchers, such as Guest and Gouldner,
face, is that although they may recognize that there are environmental
differences which may have a bearing on their findings, there is no com-
mon agreement or precedent on which to make environmental comparisons.
At this stage, all we know is that circumstances surrounding each study
are "different". We are not yet able to agree on the relevant dimen-
sions of these differences. The identification of the environment has
not been clearly specified in the literature. Accordingly, the follow-
ing discussion will delineate some of the major issues of environmental
conceptualization and suggest a methodology for environmental

identification.

Conceptualigation of the Environment

The generalized term "environment" encompasses an infinite number
of elements, some of which, but not all, will be relevant for any given
organizational analysis. The first issue to be considered is the ques-
tion of what is the environment. A separate, but related issue is, once
the environment has been identified, what is the nature of it. On the

surface, this seems like a very elemental distinction, too trivial to
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discuss. However, a review of the literature shows that this distinc-
tion has not always been observed. For example, Emery and Trist (1965),
J. D. Thompson (1967), and Terreberry (1968) all discuss the nature of
environments, (in terms of "turbulent field", homogeneity, etc.) based
on some a priori identification which they do not make clear. A more
recent case is the article by Jurkovich (1974) who offers a "core
typology consisting of 64 types", all of which are descriptive and as-
sume a prior identification. While it may be argued that these theo-
rists did not intend to deal with the issue of identification, choosing
instead to introduce criteria for evaluation and describing, still, this
is an issue that must be dealt with if a theory of organizational-

environment relations is to be developed.

The Elements of a Methodology

The first question to be dealt with in environmental identification
is the method one would use in identification. The following discussion
proposes a method of identification based on the notion of an organiza-
tion as an open system. It begins with the question: "If an organiza-
tion is an open system, where, and in what ways is it open?" The ini-
tial focus is on possible environment/organization linkages, which then
provide direction for searches out into the environment for relevant
factors and also back within the organization for environmentally sensi-
tive elements.

It is assumed that the organization is an "open system" subject to
the influence of environmental complexities and as such exhibits the
following systemic characteristics: 1) energic input; 2) transforma-

tion of energies within the system (throughput); and 3) energic output
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8

(Katz and Kahn, 1966:19-20; J. D. Thompson, 1967:23-24). There are, of
course, other characteristics which are descriptive of systems, but the
three just mentioned are the most relevant in terms of environment/or-
ganization linkages. These three provide a guide for the following

discussion.

Energic Input

Organizations import two basic categories of energy from the envi-
ronment. The first of these is labor -- those individuals who possess
the necessary skills and abilities to carry out the functions of the or-
ganization but this category includes all forms of labor: consultants;
volunteers; owners; slaves; etc. The second category of emergic input
is materials, both those needed for system maintenance, such as build-
ings and supplies; but also those needed for transformation into the
finished product, such as,

eee8 living being, human or otherwise, a symbol

or an inanimate object. People are raw materials

in people-changing or people-processing organiza-

tions; symbols are materials in banks, advertising

agencies and some research organizations...

(Perrow, 1967:195).
A distinction is made between humans whose contributions to the organi-
zation is in the form of skills, such as teachers, social workers, or
guards (labor); and humans whose contribution is their presence, such
as students, clients, or prisoners (material).

In order to insure system maintenance and survival, an organization
must have an ability to procure these two categories of inputs. The
meansg of procurement can be in the form of purchase, barter, seizure, or

third party intervention. Control over the means of procurement can be

seen as a form of stored or potential energy which affords an
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organization a degree of flexibility. In a money economy this flexi-
bility is enhanced by the possession of capital which can be stored and
later exchanged for necessary labor and materials. While strictly
speaking, capital is a secondary input, in that it is at some point ex-
changed for other inputs, it is included in the model because of its
ubiquity in this culture. An organization will be linked to its envi-
ronment through the three categories of inputs just described: 1) labor;

2) material; and 3) capital.

Throughput
Organizations engage in a "pattern directed effort to alter the

condition of basic materials in a predetermined manner" (Perrow,
1965:913). This activity corresponds to Katz and Kahn's " throughput"
(1966:20), and J. D. Thompson's "technological activities" (1967:19).
Throughput includes two elements: the nature of the material; and the
nature of the process used to convert the material into an altered state.
The manner in which the nature of the basic material to be pro-
cessed is defined will have important organizational consequences. The
effect of this is seen clearer when we compare organizations which share
the same basic material input but define the initial state differently.
Por example, Perrow (1965) has compared mental hospitals which he
clagsified into two types: '"custodial"; and " therapeutic", based upon
their respective initial definition of the basic material to be pro-
cessed -- people, and found them to differ significantly along a number
of dimensions. Perrow (1967) and Rushing (1968) both discuss, at some
length, organizational consequences stemming from the manner in which

the material to be processed is defined. This definition, or
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product technology, is heavily influenced by belief systems, culture,

generalized knowledge and other environmental factors.
The nature of the process used to convert the basic material into
an altered state also has environmental roots. This process will be

identified as process technology which Perrow defines as the "complex of

techniques employed to alter meterial (human or non-human, mental or
physical) in an enticipated manner" (1965:915), which also corresponds
to J. D. Thompson's conceptualization of "core technology" (1967:19).
There is ample evidence in the literature to support the assumption that
process technology has an important effect on organizational character-
istics (e.g., Blauner, 1964; Woodward, 1965; Perrow, 1970a). As with
product technology, process technology has its roots in the environment.
Some examples of technological developments that have impacted on or-
ganizations in recent years would be: computers and systems analysis;
PERT; organization development; credit cards; profit centers; plastics;
and so on. Not only are existing organizations influenced by environ-
mentally rooted technologies, but as Stinchcombe (1965) has argued, the
influence affects the founding of new organizations. In addition to the
inputs of 1) labor, 2) material, and 3) capital, an organization will
also be linked to the environment through 4) product technology, and

5) process technology.

Energic Outputs

Outputs are the "products of the system". They can be intended re-
sults of the process technology - automobiles rolling off the assembly
line - or they can be unintended results - air pollution. They can be

tangible, as in the case of salaries, or intangible, such as psychic
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"

satisfaction; voluntary or involuntary, as for example, the distribution
of funds to stockholders as dividends or distribution of funds to the
government in the form of taxes.

Por our purposes, the systemic outputs which have relevance will be
those which, in some manner, affect either the energic input, the
through-put, or both. A difficulty here is that given the wide range of
outputs, those factors which will affect the organization are often im-
possible to identify at any given time because of the tenuous and com-
plex relationships between cause and effect. This is especially true
when the outputs are mediated by other factors in the "causal texture"
(Emery and Trist, 1965), or "institutional level" (Parsons, 1960) of the
environment. For example, one of the "outputs" originally associated
with the introduction of the automobile was the reduction in pollution
as the auto replaced the horse. Much later, the "discovery" of the ef-
fects of air pollution stemming from the auto has led to government es-
tablishment of standards which have affected both the product and process
technologies of the automobile companies.

The effects of outputs on the organigation will be felt through one
or more of the five inputs previously discussed: labor; materials; capi-
tal; product technology; and process technology. Hence, a model of en-
vironment/organization linkages could stop with these five components.
For organizations where one or more of the end products is converted by
sale into money, then product disposition, or the market component of
the environment becomes a generalized predictor of future effects on in-
puts. Consequently, in those cases where the conversion of output into
money can be identified, then the market component should be included in

analysis. PFor many organizations, especially those in the "non-profit
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sector" of the economy there is no clear cut market as in many cases the
users of the organization's outputs do not supply input resources.

Downs (1967) does an excellent job of showing how governmental agencies

must tailor their outputs in terms of their efficacy in obtaining system
inputs.

An alternate conceptualization is that used by Hinings, et al.,
where product disposition is seen as a "demand" and hence an input into
the system, rather than an output (1974:28). Whichever conceptualiza-
tion is used, market as an input or output to the system, there is no
change in the manner in which this concept would be operationalized.

In the preceding discussion, six environment/organigzation linkages
have been identified based on an open systems model of organizations.
These are: those having to do with inputs: labor; material; and

capital; those having to do with throughputs: product technology; and

process technology; and finally markets which have to do with one form
of output - product disposition. All classes of organizations will be
open to environmental influences through one or more of these six.

The advantage of this linkage model is that the effects of virtu-
ally any environmental factor can be traced through one or more of these
six linkages and gives a more precise delineation of organization-
environment interactions. As an example, consider one of the most ubi-
quitous factors in a firm's environment today - the government. Equal
employment and minimum wage legislation affects the labor component of
organizations. In the sample of firms in this study, one of the often
mentioned environmental factors was the OSHA regulations which affected
the process technology of these firms. Another governmental interven-

tion which affected the process technology of these companies was the



introdu
ment of
fected 1
cized cs
changes
resistirn
cess tec
also affe
try, one

Performan

cess tec

Zent ig g.
One

Tenaent, ar

same mann €



13

introduction of clean air standards and regulations of the state Depart-
ment of Environmental Protection. Consumer safety standards have af-
fected the product technology of many companies, one of the most publi-
cized cages is that of the automobile industry, resulting in product
changes such as lower-emission engines, restraining harnesses, impact-
resisting bumpers and so on. In this instance, both product and pro-
cess technology is affected. Governmment intervention in these areas
also affects the market component, in the case of the automobile indus-
try, one of the results has been the switch in advertising emphasis from
performance to gasoline economy. When these changes in product and pro-
cess technology require capital investments, the capital supply compo-
nent is affected.

One of the things which must be considered in organization-envi-
ronment analysis is the fact that not all organizations respond in the
same manner to changes in the environment. It is difficult a priori,
to forecast how environmental changes will be identified, and conse-
quently what strategies of accommodation will be pursued. For example,
a government increase in the tax on inventories may be identified by
one firm as requiring a change in process technology - the introduction
of a manufacturing process which results in a lower inventory level, or
the introduction of a management science technique of inventory control
with the same result. Another firm might respond to the same change in
the environment by a change in the marketing area - a change in the pro-
duct mix, dropping those products with high or costly inventories, or
increasing the price on the products.

The point is, changes in an organization's environment become rele-

vant in terms of the responses made by the organization in question.
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Not all organizations will respond in the same manner to the same envi-
ronmental change. Consequently a model of organization-environmental
interaction which facilitates the analysis of orgenizational responses
will contribute to a better understanding of organizational behavior.
Not only does this linkage model allow the identification of the effects
of environmental factors, but also provides a frame of reference from
which to determine the relevant environment for any given organization
or class of organizations and allows & measure of comparability between
organizations. This model will be used in the following discussion of

environmental identification.

Identification of the Environment

There are a number of approaches one might take when studying or-
ganizational environments, the choice of which must be determined by
the aims of the researcher. Osborn and Hunt (1974) propose a typology
of three categories of environments: macro, aggregation and task.

The macro environment "is the general cultural context of a speci-
fied geographical area and contains those forces recognized to have im-
portant influences on organizational characteristics and outputs"
(l974=231). The most noted work in this area is that of Stinchcombe's
(1965), who examined macro environmental variables such as literacy, ur-
banization, schooling, political characteristics and organizational den-
sity and traced their relationship to the formation and maintenance of
general organization types. The value of Stinchcombe's work lies in the
demonstration of the effects of macro variables on organizations in
general, and is suggestive of some directions empirical research might

take.
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The second of Osborn and Hunt's categories is the aggregation envi-
ronment which they define as "the associations, interest groups, and
constituencies operating within a given macro environment." (1974:231-2).
This category is similar in many respects to Parson's "institutional
level" (1960) and Emery and Trist's "causal texture" (1965). Finally,
the task environment "is defined as that portion of the total setting
which is relevant for goal setting and goal attainment". (1974:232).
This parallels the definitions adopted by Dill (1958), J. D. Thompson
(1967), Lawrence and Lorsch (1969), Aldrich (1972) and others.

The preceding categories can be viewed as a pool of potential vari-
ables which a researcher will choose to investigate based on his inter-
ests. Whichever variables are selected, their choice must be made in
terms of a focal organization and that organization's relationships with

environmental elements through the six linkage points previously dis-

cussed. Kimberly (1975), for example, reports a relationship between
the macro variable of increasing "social responsibility" and the in-
crease in income from grants of those rehabilitation workshops which re-
flected the changed societal values. This is an example of a study
identifying an element in the "macro" environment by means of its ef-
fects on one of the organizations inputs, in this case, that of capital.
Emery and Trist's (1965) conceptualization of the "causal texture" was
based on their note of changes in the market linkage of the firm they
studied.

The model of environment/organization linkages can not only be used
for the identification of the "relevant" environment but can also be
used in intra-organizational analysis such as that to be discussed later.

In intra-organizational analysis, the focus is not on environmental
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elements, but rather on the adaptations and responses the organization
makes to the environmental elements. To facilitate this analysis and
allow inter-organizational comparisons, what is required is a conceptu-
alization of the environment which is applicable to all organizations
being compared. Conceptualization of the environment in terms of the
six components discussed above satisfied this requirement. For the pur-
poses of this study, the term "environment" will be taken to mean those
factors, outside the boundaries of the organizations studied, which are
identified by the respondents as critically affecting the organization
in the areas of labor, materisal, capital, product technology, process

technology and markets.

Dimensions of the Environment

Organization analysis requires not only the components comprising
the organization's environment be identified, but also the nature, or
dimensions of that environment. The following discussion reviews the
environmental literature and catalogs the themes common to this litera-

ture.

Complexity and Change

Most descriptive treatments of the environment in the literature
center around the dimensions of complexity and change. Change is the
major theme of Terreberry's (1968) discussion of the increasing impor-
tance of the environment as an organizationally relevant variable.

Tosi, et al., focus on "range of fluctuations" (1973:30). Osborn and
Hunt choose complexity as "an important, if not the most important vari-

able in the environment" (1973:233). Emery and Trist (1965), Lawrence
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and Lorsch (1967), J. D. Thompson (1967), Duncan (1972), and Jurkovich
(1974) are just a few of the theorists who have identified change and
complexity as major dimensions of the environment. Duncan, in an ear-
lier article, (1972) has suggested the labels "simple-complex" and
"static-dynamic" to represent the dimensions of complexity and change
respectively. Rather than create a new terminology, his identification
of simple-complex and static-dynamic will be adopted for the purposes of

this study.

Uncertainty
The concept of uncertainty is a major foundation underlying the

work of the theorists in the "newer tradition". Crozier (1964) was one
of the earliest to use this concept in accounting for the power of main-
tenance engineers in the Prench factory he studied. He equates uncer-
tainty with lack of predictability (1964:109). J. D. Thompson suggests
a situation of uncertainty exists when there are "more variables than we
can comprehend at one time, or that some of the variables are subject to
influences we cannot control or predict" (1967:6). Weick, in dealing
with the same issue, substitutes the term "equivocality" which he identi-
fies as the range of "possibilities or sets of outcomes that might oc-
cur" (1969:40).

Quantitative decision theorists differentiate between conditions of
risk, where the probility of outcomes can be calculated from past
events, and conditions of uncertainty where the probabilities must be
estimated. While risk is a single category, uncertainty is a continuum
ranging "from near accurate estimates based on objective experience to

an extreme case in which no knowledge exists" (Archer, 1967:455).
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Lawrence and Lorsch's conceptualization of uncertainty consists of
three elements: '"clarity of information: uncertainty of cause and ef-
fect relationships; and the time span of definitive feedback" (1969:28).
Respondent scores on each of these measures was combined to get a "total
uncertainty score". Tosi, et al., attempting to validate Lawrence and
Lorsch's instrument operationalized uncertainty as the "range of fluctu-
ations of revenues or expenditures" for the firms studied (1973:30).
Hinings, et al., assumed that uncertainty is related to unpatternmed
variability previously experienced, defined as "the degree of constancy
or variability in three elements, trend, range, and regularity"
(1974:28). They base this conceptualization on their assumption that
"uncertainty is a lack of information about future events, so that al-
ternatives and their outcomes are unpredictable .... It is assumed that
the greater the variability previously experienced, the greater the in-
herent uncertainty" (1974:27).

One of the more ambitious investigations was that of Duncan, who
identified uncertainty as: "1) the lack of information regarding the
environmental factors associated with a given decision-making situation;
2) not knowing the outcome of a specific decision in terms of how much
the organization would lose if the decision were incorrect; and 3) ina-
bility to assign probabilities with any degree of confidence with regard
to how environmental factors are going to affect the success or failure
of the decision unit in performing its function" (1972:318). This con-
cept was measured by a 1l2-item Likert-type scale from which Duncan con-
structed a "total uncertainty score".

The common theme running through all of the conceptualizations dis-

cussed above is that of uncertainty as unpredictableness. The more
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uncertain the situation, the less one is able to predict consequences.
0f the twelve items in Duncan's uncertainty measure, six had to do with
respondent's perceptions of predictability. The Spearman-Brown relia-
bility for this scale was .91 (Duncan, 1971). Based on this evidence,
it seems safe to assume a major component in the conceptualization of
uncertainty is predictability, consequently, for the purposes of this
study, the dimension of uncertainty will be defined as the degree to

which it is felt an outcome can be successfully predicted.

Environmental Characteristics and Uncertainty

Duncan found that "individuals in decision units experiencing
dynamic-complex environments experience the greatest amount of uncer-
tainty in decision meking" (1972:325). Duncan's basic argument is that
the dimensions of simple-complex and static-dynamic are components of
uncertainty. "By considering the interaction of these two dimensions,
different states of the decision unit's environment can be identified.
Once these are idemtified, predictions can then be made as to the degree
of perceived environments" (1972:320).

Duncan has constructed a typology of environments based on these
agssumptions which is reproduced in Table 1.

Duncan's data supports these assumptions. In his sample of twenty-
two subunits, he found that those units which perceived a small number
of components in their environment which were basically unchanging
(Cell 1) perceived the lowest amount of uncertainty in those subunits in
his sample. Subunits identifying the largest number of components and
perceiving the greatest amount of change (Cell IV) perceived the great-

est amount of uncertainty. He further found that the greatest amount of
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perceived uncertainty was experienced by those subunits experiencing the
greatest amount of change (Cells III and IV). "The difference in per-
ceived uncertainty between static and dynamic environments is always
significant regardless of whether the environment is simple or complex"
(1972:325).

This discussion generates the following questions which provide a
base for the hypotheses offered in Chapter Phree. 1) Duncan found a
relationship between perceptions of complexity and change and those of
uncertainty. However his sample was one of related subunits. He com-
pared twenty-two subunits of three manufacturing organizations (tem sub-
units). All but cne of his manufacturing subunits experienced simple
environments (Cells I and I1II), while all but two of the research and de-
velopment subunits experienced complex environments (Cells II and IV).
Would these same results occur when independent organizations are tested?

2) A factor which has received attention in the work of decision
theorists but has received little or no attention by organization theo-
rists is the relationship of past experience to perceptions of uncer-
tainty. Is there a relationship between past organisational performance
and perceived uncertainty?

These questions provide the foundation for the first four hypo-
theses of this study and will be tested across a sample of twelve inde-

pendent manufacturing firms.

Summary
A review of the literature shows that, although the environment is
a critical factor in the theorist's treatment of organizational behavior,

the concept of organizational environment has not yet been clearly
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specified or identified. Most of the attempts to date have been organi-
zationally specific (e.g., Duncan, 1972), or too vague to be operation-
alized (e.g., Thompson, 1967; Lawrence and Lorsch, 1969). A model and
strategy for identifying relevant components of an organiszation's envi-
ronment which is not organization-specific is offered. Environmental
components which are common to all organizations are identified, and,
based on prior theoretical and empirical work, the dimensions of change,

complexity and uncertainty are identified and discussed.






CHAPTER TWO

INTRA-ORGANIZATIONAL POWER

From the time of Plato and Aristotle, through Machiavelli's era,
and up to the present, power has been a recurring central interest of
mankind. Most discourses of the past have been highly normative: how
to get power, or how to use it. Until the 30's power was more the con-
cern of students of political and military processes. Since then, the
study of power has become an increasing concern of the social scientist,
mainly within the province of social psychology. Most of the attention
has been at the individual and interpersonal level, e.g., great man
theories, (Bales, et al., 1954); trait leadership, (Ghiselli, 1963);
group leadership, (Lewin, Lippit and White, 1939); and/or the vertical
or hierarchical dimensions of power, e.g., Tannenbaum's work with con-
trol graphs (1968), although sociologiste turned their attention to
studies of community power in the 50's, (e.g., Dahremdorf, 1959). Most
often, power is treated as an independent variable, whose characteristics
affect the varisble under study. Swanson (1967) used power as the key
independent variable to explain the acceptance of various forms of
Protestantism in Reformation Europe. Weber's (1947) analysis of power
led to his famous discussion of bureaucracy. The Human Relations school
uses power to explain differences in morale, self-actualization, initia-
tive and productivity of workers (e.g., Likert, 1961). The more popular
strategies of organization development focus on power equalization and

23
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improvements in organizational effectiveness are traced to changes in
power relationships (e.g., Bennis, 1969).

It has not been until recently, with the advent of the "newer tra-
dition" and its conceptualization of organizations as decision making
power systems, that power has been considered in terms of it being a
situational characteristic of an organization. Identification of a vari-
able such as power as a "situational" charscteristic stems from the work
of J. D. Thompson and assumptions he articulated in his book Organiza-

tions In Action. His basic assumptions are that "human action emerges

from the interaction of: 1) the individual who brings aspirations,

standards, and knowledge or beliefs about causation; and 2) the situa-

tion, which presents opportunities and constraints. Interaction of the
individual and the situation is mediated by his perceptions or cogni-
tions" (1967:101-102).

A study may concentrate on one or more of the above: the individual,
the situation, the interaction of both or some combination of the three.
The understanding of human behavior will be developed through a synthe-
sis of these three areas, arrived at through the contributions of
studies which delineate and clarify the characteristics of each. Power
will be treated here in terms of Thompson's second category - as a situa-
tional characteristic. More specifically, it will be considered as a
property of organizations and organizational subunits, rather than indi-
viduals or interpersonal relationships. Consequently the unit of analy-
8is will be organizations and subunits.

It is common to speak of the "power of General Motors" or the
"power of the marketing department", but neither General Motors nor the

marketing department is capable of exercising power. These terms are a
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reflection of situstional characteristics which are defined over time by
the behaviors of individuals in those situations identified with General
Motors or the merketing department and which serve to shape the frame-
work within which present behavior is expressed. A member of a "power-
ful" unit will have alternatives available which are different from
those available to & member of a "weaker" unit. The terms "powerful"
and "weaker" are properties of the respective units, and not the mem-
bers. This point was stressed by Stagner (1969) in his study of 217 ex-
ecutives in 109 companies. He found no evidence that a "strong person-
ality" would "win out" in opposition to a subunit with a "strong power
base".

Baldridge (1971), and Pfeffer and Salancik (1974) have argued that
a coalition model of organizations as outlined by Cyert and March (1963)
is a better description of "reality" than other popular models such as
bureaucratic or collegial. In the coalition model it is assumed that
participants have divergent goals and values, and that power is an im-
portant factor in determining outcomes. Baldridge, in his study of New
York University, argues that power, rather than rationality or consul ta-
tion, best explains the decision making behavior he studied. Pfeffer
and Salancik, studying decision making at the University of Illinois,
show that budget allocations are more strongly related to departmental
power than to measures of departmental work load, national renk and num-
ber of faculty. They emphasize the significance of subunit power in un-
derstanding orgsnizational decision making.

While there is an acknowledgement of the importance of subunit
power in the literature, the bases of subunit power has received rela-

tively little attention as evidenced by the small number of studies in
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this area. A review of the literature discloses only two studies that
have directly dealt with the bases of subunit power - the work of
Hinings, et al., and Salancik and Pfeffer.

The most ambitious work is that of an English group who have been
developing what they term "a 'strategic contingencies' theory of intra-
organizational power". The basis for their approach was discussed by
Hickson, et al., (1971) and empirical results based on this discussion
were later reported by Hickson, et al., (1972) and Hinings, et al.,
(1974). They conceptualize organizations "as inter-depsrtmental systems
in which a major task element is coping with uncertainty. The task is
divided and alloted to the subsystems, the division of labor creating an
interdependency among them. Imbalance of this reciprocal interdepend-
ence (Thompson, 1967) among the parts gives rise to power relations"
(Hickson, et al., 1971:217). In a study of seven meanufacturing firms,
they tested the relationships between power and the variables of coping
with uncertainty, immediacy of work flow, pervasiveness of work flow,
and substitutability of subunit activities and found no single variable
highly related to power by itself, however, taken together, all vari-
ables were related to power in differing degrees with "coping first,
then nonsubstitutability, and last pervasiveness" (Hinings, et al.,
1974:40).

Salancik and Pfeffer (1974) explored the bases of departmental
power at the University of Illinois and found departmental power to "be
most highly correlated with the department's ability to obtain outside
grants and contracts, with national prestige and the relative size of
the graduate program following closely in importance" (1974:453). Their

conclusion is "subunit power accrues to those departments that are most
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instrumental in bringing in or providing resources which are highly
valued by the total organization" (1974:470).

This study builds and expands upon the work of these researchers.
Pollowing Hickson, et al., (1971) the organization is conceptualized as
a task inter-related system where "subunits control contingencies for
one another's activities and draw power from the dependencies thereby
created" (1971:222). However, as Hinings, et al., (1974) point out,
their study dealt with only one dimension of interdependence: perva-
siveness. They did not deal with the effect one unit would have on
another. Based on Hickson, et al., and Emerson's (1962) work this study
will explore one of the possible relationships between subunits power
and task interdependence. Salancik and Pfeffer's (1974) conclusion that
subunit power is related to the unit's ability to bring in needed re-
sources for the organization can be seen as a form of coping. Uncer-
tainties can spring from both external conditions in the environment,
but also from the nature of the task itself. Coping, in order to be
translated into power, must be recognized. One measure of the amount of
task uncertainty might be the perception of the degree of difficulty in
task accomplishment. A subunit's recognized ability to master a diffi-

cult task can also be seen as a form of coping.

Power
Power has been conceptualized as "potential acts" rather than as
transactions actually occurring (Katz and Kahn, 1966:220; also: Prench
and Raven, 1960:609; Parsons, 1967:308). Power is seen as & resource
which can be used in a number of ways, one of which is to barter or ex-

change between two parties in a relationship (e.g., Emerson, 1962;
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Blau, 1967). This view of power as a capacity or ability to influence
future events is one of the most common found in the literature (e.g.
March, 1966; Olsen, 1970; Harsanyi, 1962; Lehman, 1969; Bierstedt, 1950;
Blau, 1967).

Power is generally related to individuals although some theorists
include norms (Mechanic, 1967) roles, and groups, (French and Raven,
1960) and these individuals are usually located in some relationship
with other individuals. Dahrendorf, however, focuses more on the indi-
vidual. He sees power "essentially tied to the personality of individ-
uals" (1959:166) and Mechanic prefers "force rather than relationship"
(1967:197).

Dominance or control is the central issue of power for many theo-
rists. Dahl, for example, says: "A has power over B to the extemt that
he can get B to do something B womld not otherwise do" (1957:202). This
theme of power over someone can be found, for example, in Blau: "control
through negative sanctions", (1967:116); Skinner: "control over aver-
sive stimuli" (1971:42), or Alderson: "Control over expectations" (1967:
574). Others in this vein are: March (1955), Wrong (1968), Tannenbaum
(1968), Hickson, et al., (1971), Bennis, et al., (1958), Emerson (1962),
and Harsanyi (1962). In these analyses, the "relevant frame of refer-
ence" as Martin (1971:246) suggests, is that of the subordinate, for it
is the limitations on his activity "which symbolize the existence of a
power relation",

Not all theorists focus on the subordinate. Weber's classic defin-
ition is in terms of the power holder: "power is the probability that
one actor within a social relationship will be in a position to carry

out his own will despite resistance" (1947:152). Power, as defined
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here, could include dominance, but it allows consideration of another
dimension - that of power as a degree of autonomy in an ongoing rela-
tionship. In this view, power consists of the "range of alternatives"
available while maintaining the system of relationships (Dubin, 1963:19;
Kornhauser, 1966:215). This "freedom" from constraints while maintain-
ing relationships may be what many organizational members have in mind
when they use the term "power" (e.g., Jay, 1967; Perrow, 1970b).

The problems of defining power are much too thorny to be discussed
here. Every theorist mentioned above has a somewhat different perspec-
tive and each is open to criticism. The discussion above is just a
sampling of the power literature, and does not do justice to the com-
plexity and depth of the subject. For an excellent in-depth analysis of
some of the major themes, see Martin (1971). The advice of Dahl seems
pertinent here: "The particular definition one chooses will evidently
have to be made from considerations of the substance and objectives of a
specific piece of research and not from general theoretical considera-
tions" (1957:207).

The framework chosen for the analysis of power in this study is

that the exercise of power is done by individuals in a relationship of

dependency. The exercise is mediated by the situation which provides op-

portunities and constraints for the individuals. This model will be

used as a guide in the following discussion of the power literature.
Exchange theorists see power as arising out of unbalanced social

exchanges (e.g., Blau, 1967). Power, in this view, results from the de-

pendence of one party on another in order for the first party to obtain
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