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ABSTRACT

DYNAMICS OF LITHIUM IN GERMANIUM AND

COMPENSATED SILICON

By

Lric Alexander Dounce

A study of the dynamics of lithium in germanium and
silicon is important in helping to establish practical limits
on the drift rate of lithium ions in silicons or germanium
during the fabrication of nuclear detectors. The systems
of lithium in germanium and lithium in silicon have been
studied with this goal in mind. Isotopic diffusion studies
of lithium in germanium have been made at relatively low
diffusion temperatures, i.e., 200-400°C, Measurements of

the ratio of 6Li to 7

Li diffusion constants provide evi-
dence for the significance of quantum effects in the dif-
fusion process at these temperatures. We have proposed a
tunneling mechanism as the probable explanation and we
compare our measurements with the results predicted by

a general diffusion theory which includes tunneling
effects. Our results, when extrapolated to detector

drift temperatures, show that the lighter 6Li isotope

drifts only 12% faster than 7Li.
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Iric Alexander Dounce

The detector fabrication process requires drifting
lithium ions into the silicon or germanium to form pairs
or complexes with negatively charged trap sites. The
dynamics of the lithium-acceptor complexes then becomes
important in fully understanding the compensation process.
tle have found the present model describing pair dynamics
in a crystal lattice to be inadequate. A modification of
the existing model is proposed which takes into account
the actual C3v symmetry of the complex. The possibility of
interactions between different local modes at the same
physical site is also considered. Our analysis is, however,
only approximate and a more rigorous formalism is indicated
by comparison with measurements of line width and centroid
variations with temperature. These measurements have allow-
ed us to determine the coefficients of anharmonic terms in
the local-mode potential.

If a local mode of free lithium exists in silicon or
germanium it is important to locate its frequency so that
it may be excited directly. We did not find a local mode
of free lithium in silicon and expect that the free lithium
exhibits only resonant modes in silicon. A review of the
literature indicates a probable free lithium local mode in
germanium near 364 em Y for 'Li.

Finally, the effects of uniaxial stress on the lithium-
boron local modes in silicon have been studied. We observed
that uniaxial stress near the fracture limit did not produce

a detectable splitting of the two-fold degenerate lithium

iii



Lric Alexander Dounce

or boron local modes. Similarly, it did not produce a
measurable shift in the local-mode centroids. It is un-
likely then, that uniaxial stress will produce significant

variations in the lithium drift rate in silicon.
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CHAPTER 1

INTRODUCTION

The work described in this thesis began with the
specific goal of establishing limits on the practicality
of increasing the diffusion rate for lithium ions in a
semiconductor matrix. Two questions were fundamental to
this goal: can some means of selectively heating the
lithium ion in the semiconductor lattice be found? Or,
in a more direct approach, is an advantage gained if a
lighter isotope of lithium is used?

Our interest in the motion of the lithium ion in a
semiconductor matrix was initially generated by the role
played by lithium in the fabrication of nuclear detectors.
This fabrication involves a low-temperature drift of
lithium ions through silicon or germanium to compensate
negatively-charged trap sites. Low drift temperatures
are used so as to reduce the precipitation of lithium on
nucleation sites. This drifting process consequently
requires considerable time and is limited by the low-
temperature diffusion constant. Therefore, any increase
in thé diffusion rate of lithium ions may be directly
translated into a more efficient detector fabrication.

In an effort to answer the guestion on selectively
heating the lithium ion in the semiconductor lattice, we
set out to study the local-vibrational-modes of lithium

in germanium and silicon by means of infrared absorption.

1



2
The introduction of lithium into silicon or germanium
results in approximately equal concentrations of free
electrons and lithium local modes. The free electrons
have a much greater absorption coefficient than the local-
modes and, therefore, mask them. The systems actually
studied were electrically compensated with equal concen-
trations of acceptors and donor ions. The acceptors and
donors generally form pairs which tend to complicate the
local-mode spectrum. Of these systems, lithium and boron
in silicon has been the most extensively studied.l-lO
However, relatively little has been done to evaluate the
effects of lattice coupling on these local modes. Lattice
coupling to the local modes is, however, fundamental to the
question of selectively heating the lithium ion in a
semiconductor lattice. The measurement of second harmonics
by WaldnerlO does give an indicator of lattice coupling
effects; but, no indication of the lithium-boron pair
dynamics is evident. We have, therefore, set out to
learn about how the lithium ion reacts with its surroundings
through measurements of the centroid shifts and line widths
of the local modes as a function of temperature.

The spectrum of lithium-boron local modes in silicon
has one uncertain featurej that is, the designation of the
local mode at 522 cm_l as a singly or doubly-degenerate
local mode of lithium in a paired configuration. It is
generally thought to be a doubly-degenerate local mode

3a,3b,9a,9b

of lithium paired with boron. However, Hayes8
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3
in a review article raises some questions as to its
designation, and the application of uniaxial stress is
suggested7’8 to determine the degeneracy of this mode.
Since we are primarily interested in local modes due to the
lithium motion, we set out to determine the degeneracy of
the 522 cm"1 mode through the application of uniaxial
stress.

Prior to our infrared absorption studies, our work
involved the more direct approach to the problem of an
increased diffusion rate; we studied the difference in
diffusion constant (or mobility) between 6Li and 7Li
isotopes. The ratio of diffusion constants of ®Li to

7Li had already been measured in silicon at 800°C by

11 .. . s
His measurement showed no variation from the

Pell.
classical ratio. This result is not unexpected in view
of the high temperature of measurement. The classical
ratio of diffusion constants is only 1.080, and little
advantage would be gained by drifting detectors with 6Li
instead of 7Li. But for such light ions, the possibility
of tunneling exists which may substantially increase this
ratio at the low drift temperature involved. Evidence
supporting this possibility was available in measurements
of the low-temperature diffusion constant of 7Li in ger-
manium by Sher'.l2 These measurements showed about a 15%
decrease in activation energy in the range of the low-

temperature measurement; such an effect might be accounted

for by a tunneling mechanism. The parameter of greatest
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y

uncertainty in subsequent diffusion-ratio calculation
turned out to be the lithium local-mode frequency; this
uncertainty further motivated our infrared absorption
studies which followed.

In order to make the account of these experiments
more meaningful, the details of the necessarv background
material will first be presented. The sample preparation
and instrumentation are then described, followed by a
description of the local-mode experiments and their
results. These results are then discussed in terms of
theoretical calculations. Finally, the isotopic diffusion

studies are presented and discussed.
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CHAPTER II

THEORETICAL HISTORY

2.1 Lithium and Germanium Diffusion Studies
The lithium atom enters a silicon or germanium lattice
as a singly-ionized donor impurity. Most of the lithium

13

is ionized for temperatures above 50°K. The diffusion

constant for natural lithium as a function of temperature

11’lz’luThese studies show that the

has been well studied.
lithium ion must move among interstitial lattice sites to
account for the high mobility observed. Both silicon and
germanium have a basic diamond structure, so that inter-
stitial equilibrium sites can have only a tetrahedral (Td)
or hexagonal symmetry. Various studies, including stress
effects on electron excitations, show that the lithium must
be in a T,-symmetry site.>1®

The potential well in which the lithium ion (Li+) is
bound in the diamond-structure crystals is the key to under-
standing the motion of lithium in silicon or germanium.
We have considered two methods for studying this potential.
The first method involves a study of tunneling effects
through the well as indicated by the diffusion constant
at low temperatures. The second method involves the
infrared absorption in a transition from the Li* vibrational

ground state to the first excited state.

Diffusion constants have been described classically by

D(T) = D_exp(Q/kT), 2.1
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6
where k is Boltzmann's constant and T is the temperature
in °K. Q represents the classical activation energy, i.e.
the height of a sinusoidal barrier between equilibrium

sites. D, is given by the expressionl6

D_ = Ad’v exp (4S/R), 2.2
where A depends on the unit-cell geometry, and equals 1/8

for silicon and germanium; d is the lattice constant; R

is the gas constant, and AS is the change in entropy per

mole of diffusing ions transferred to the activated tran-
sition state. AS is related to the elastic modulus u and

the activation energy by AS = -Q 5; du/dT; M is the elastic

o
modulus at absolute zero, i.e. My T l&.Z‘xlO_ll

dyne/cm2 and

du/dT = —6.0x107 dyne/cm2 -deg. for germanium. These ideas

were first put forth by Wert and Zener,17 who assumed that

the interstitial diffusant jumped from one hollow region

in the lattice to an adjacent hollow region. The parameter

of greatest uncertainty in this formulation is the vibrational
frequency of the lithium ion.? 1In a localized harmonic approxi-
mation it is given by

v = (Q/2Ma?)1/? 2.

w

where 'a' is the distance between adjacent interstitial sites,
and M is the mass of the ion. This uncertainty in v further

motivated our subsequent infrared absorption studies. The
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7
Li diffusion constant in silicon follows this classical

expression (2.1) for all temperatures for which it has been

measured;" it is described by Do = 23x10-u cmz/sec and Q =
0.655 ev:.L2 In germanium, however, a somewhat smaller

activation energy is found at temperatures below 155°C
than at higher temperatures. The classical expression at
higher temperatures is given by Do = l3x10-L+ cmz/sec and
Q = 0.46 ev.l?

Wle have proposed that tunneling of the lithium through
the activation energy barrier explains the low-temperature
discrepancies of the Li' diffusion constant in germanium,
If this is indeed the case, the ratio of the diffusion

7Li at low temperatures should be larger

constants of 6Li to
than the 1.080 value predicted by the classical inverse-
square-root mass ratio. We therefore set out to measure
this ratio as a function of temperature. If this effect

had turned out to be large, a time saving in detector
fabrication would result if the drift were done with 6L.i
instead of 7Li.

A general diffusion theory,18 beginning with a sinu-
soidal potential and including tunneling through the barrier
at low temperatures, is applicable to this problem. This
sinusoidal potential 1s approximated by a harmonic potential

well plus a parabolic barrier. The ion jump frequency 1/t

is taken as proportional to a sum over all N oscillator levels

3
‘This includes temperatures down to 273°K.52
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8
EN of a Boltzmann distribution times a tunneling probability

T(EN),

Al

= % exp(-E,/kT)T(E,) 2.4

The resulting diffusion constant is

expleg(B8-1/kT)]-expl (2N-3)eg(B8-1/kT)]

D(T) = B{exp(-8Q) T-explZe_(B-1/kT)]

expl-(2N+3)e/kT]
1—exp(-2eo/kT)

¥ } 2.5

where B = (2¢_/KTID_, 8 = (2n2(0.35a)/n)-(21/Q)V/%, ¢_ =

hv/2 and h is Planck's constant. Q is the full height of

the sinusoidal potential and (a) is the distance between
interstitial sites. The number of oscillator levels N is
determined from the barrier height by N = (2Q/hv)-1/2. The
first term in brackets in ea. 2.5 represents the contribution
to D due to tunneling; the second term reduces to the clas-
sical expression at high temperature. This expression for
D(T) 1is compared with the full range of experimental diffusion
constants in germanium; the ratio of diffusion constants for

6

Li to 7Li is then simultaneously compared with measured

ratios.
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9

2.2 The Boron Local Mode in Silicon

A local-vibrational-mode is a vibrational state of
an dimpurity ion and its immediate surroundings. The ground
vibrational state corresponds to the zero-point motion of
the ion. Crystals with point impurities may have other
vibrational modes, called band modes, with frequencies
below wM.G The first studies of local modes in silicon
were +theoretical, and they predicted reasonably well the
local -mode frequency of the substitutional boron ion.:Lg
The approximation was made that the silicon-boron force
constants were the same as the silicon-silicon force

constants; the results were a local-mode absorption

coefficient a(w) given by

alw) = 2“i§‘33i Ix(0)]? g(w) 2.6
where N is the number of impurities per unit volume, e is
the charge of an electron, A is a local field correction
of [(n2+2)/3]2, n is the refractive index, c is the velocity
°of 1ight in vacuum, I)((o)l"2 is the vibrational amplitude
°of the impurity atom, and g(w) is a normalized line-shape
funetjion., This work predicted that a localized-mode did
Not exist unless the impurity mass were less than 0,925
times the mass of the host atom. For very light impurities
the 1 ocalized impurity vibrations are much faster than those
of the host lattice. One may then assume that these impurity
ions yibrate in a rigid lattice, in which case the isotopic

Change should cause a freaquency shift determined only by
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10
the square root of the mass ratio. Such boron local modes
have since been observed in silicon,20 with isotopic mass

shifts within 30% of the rigid lattice approximation.

2.3 The Lithium Mode in Silicon

Bellomonte and Pryce did further theoretical work on
the free interstitial lithium ion in a silicon lattice.
They began with the assumption that the lithium ion occupied
a 'I’d symmetry site. To calculate restoring forces on the
Li* they considered the primary energy contributions to
be from overlap repulsion due to the exclusion principle,
and from induced lattice polarization due to the charge
on the 1lithium ion. The first of these effects stabilizes
the ion in the Td site, and the second effect tends to de-
stabil jze it. The polarization energy falls off as the
fourth power of the distance from the ion as expected.
The owverlap energy was found to be approximately proportional
to the density of silicon electrons at the lithium nucleus.
Slater wave functions were used to determine the silicon
electyron density. Bellomonte and Pryce found that the
OVerl ap repulsion exceeds the polarization attraction,
CausSing them to believe that nearest-neighbor silicon
atoms  gre displaced outward from the lithium by an amount
of aboyt 0.1.?\. Calculations were based on a numerical
silicop phonon spectrum, and included lithium-silicon
inter‘actions to second nearest-neighbors. Results were
Pr'®Sented in the form of a plot of the impurity mass vs.

frequency relative to w . The essential features are
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11
reproduced in Fig. 2.1, The calculations for a rigid-
lattice approximation are shown for comparison. These
calculations predicted a critical mass of 12 AMUs above
which no local mode would exist, Comparison of the theory

with experimental data on isotopic shift in the 522 em™t

line gave a critical mass of about 8.1 AMU. The 522 em™t
line , however, is a Li' mode perturbed by a paired boron
ion and consequently does not represent the free interstitial
lithium. The fact that no isolated Li* local mode has yet
been observed, even though samples studied by Spitzer at high
temperature should have a significant number of unpaired
lithium ions, suggests that the critical mass is less than

7 AMU . Hence, the effects of lattice coupling are apparently

considerably different than these calculations predict.

2.4 Lithium-Boron Complexes

E xperimental observations of local modes in silicon have
MOSt o ften been made in compensated material in which Li* and B~
ions are present in equal numbers. The oppositely charged
ions have a strong affinity for each other, and the Lit is

o]
captured by the boron at the radius of 33 to 39 A;21 as a

22,23

resul t, pairing or complexing occurs. The orientation

of the ri* - B~ pair axis has previously been found to be
along 3 [111] direction with an equilibrium separation of
2.5 < 9.7 2.11’21’23 The boron remains in a substitutional
latti ce site whereas the interstitial lithium is surrounded
DY three silicon atoms and the boron ion as nearest-neighbors,

The € ffect of the Li* ion on the boron local mode is to perturb



12

(AMU)

FIGURE 2.l Interstitial mass M vs. relative local-
mode frequency in silicon, where (a) is the result of
calculations made by Bellomonte and Pryce and includes
anharmonic terms in the Hamiltonian and (b) is the re-
sult of calculations assuming a rigid-lattice i.e. no
anharmonic terms.
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13

its Td symmetry to C v axial symmetrv. The three-fold

3
degeneracy of the Ty symmetry is therefore split into an
upper-frequency doubly degenerate band, and a lower-frequency
singly-degenerate band. It is expected that the boron ion
would have the same effect on the lithium local mode. However,
only one peak at 522 cm"1 can be attributed to the 7Li motion,
This peak is just above the maximum lattice-phonon frequency
W and is thought to be the two-fold-degenerate high-frequency
perturbed lithium local mode.2q The lower-frequency peak would
then lie in the band of host lattice frequencies.6 The isotopic
frequency shift in the 522 cm_1 line is observed to be approxi-
mately one third of the inverse-square-root mass ratio predicted
in the rigid-lattice approximation. The boron peaks, on the
other hand, have isotopic frequency shifts within 30% of the
rigid lattice approximation. This may indicate a relatively
strong anharmonic coupling of the 1lithium to the lattice. 2
A Green's function treatment of free interstitial Li+,
substitutional B, and Li'-B~ pairs in silicon has been done
taking into account variations in force constants.7’12
Accurate prediction of the boron local-mode frequencies
required about a 10% decrease in force constants due to
local deformation of the lattice. Calculations were made
for an interstitial impurity (lithium) in a T, symmetry
coupled to its four nearest neighbors by a force constant B8;
these calculations showed that the existence of a 7Li local-
mode required 8>23 kerg/cmz. Bellomonte and Pryce's calcu-

lations, however, showed coupling to second nearest-neighbors

to be larger than to nearest-neighbors, but the sum of the
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interactions was in the range 20-30 kergs/cmz. Calculations
by Elliott and Pfeuty7 for boron and lithium in the paired
configuration required considerable modification of force
constants around the pair. The model used considered force
constants B between the lithium and its three nearest-silicon-
neighbors, a+8 between the lithium and boron, and ¢ between
the boron and silicon pair co-linear with the Li-B axis,
and y between the boron and the three silicon nearest-neigh-
bors. This model was chosen because it was the simplest
model to give good agreement (0.3%) with experiments. It
should be kept in mind, however, that second-nearest-neighbor
force constants are important. In this model each of the
normal coordinates of the defect space involves only one
of the defect atoms. Only anharmonicity would result in
terms in the hamiltonian which mix the atomic coordinates.
The lithium line at 522 cm—l was fitted with a B of 23 kerg/
cm2 for which the isotopic frequency shift agreed quite
well with experiments. The boron local modes and isotopic
frequency shifts were fitted by weakening the force constant
¢ of the Si-B bond. Variations of other force constants
in the basic six atom model above did not give the proper
combination of intensity and isotopic shift of the paired
boron local modes. Calculations of intensity were found
to agree best with experiments when the lithium charge was

replaced by an effective charge of 0.7e.
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2.5 Anharmonic Effects on a Td Symmetric Local Mode
Line width and centroid shift with temperature are
the result of anharmonic coupling of the free or paired
ions to the lattice. Theoretical results for complexes
in silicon have not as yet been presented, although
residual line widths at zero °K have been discussed by

Dawber and Elliottlga

for the free boron local mode. They
conclude that the residual line width is "probably" deter-
mined by decay of the local mode into two band modes through
anharmonic forces.

Anharmonic effects on local modes in ionic crystals
have been studied theoretically by Elliott et aZ.25 These
calculations are for charged impurities in a Td symmetry,
but many similarities exist with the paired lithium and
boron ions in silicon; the pertinent consequences of their
theory are presented here, Their calculations begin with
an expansion of the potential out to fourth order in atomic
displacement divided by interatomic distance. The symmetry
of the T, site is used to determine which expansion coefficients
are zero. Anharmonic thermal effects are the result of inter-
actions between local modes (operators b, b+) and lattice
modes (operators a(k)). Possible third-order interactions
are represented by

(b+b ')

(b+b" ) %a®) + at&n

+

(b+b¥) (a(Br+aT (X)) (a®s) + a*t (&

(a () + a” (X)) (a (B7) + at (7)) (a(F-r+a' (X 7)) 2.7
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In fourth order the combinations are
(b+b )"
b3 @@ + at @)
b+ 2 (a®) + at@nca®ey + at &N
etc., 2.8

where k is the phonon wave vector and branch index.

The resulting third- and fourth-order anharmonic Hamiltonians
applicable to displacements quadratic in the local-mode

coordinates are

joo)
"

>y 1/2
h Hw (k) +.2 > +
LR 7 : J (b _+b) }(a(k)+a (k)) 2.9
3 )'Eﬁ 2 Q“’M( 21N ) Xy 2z X X

.
! (b +b )

2 }
XYz

> UM Quw,, MN

o Ao (B)w (k- )y 2 {
k,k- M

(a(B)+at (®))ca(k-)+a’ (K-)).  2.10

The number of unit cells is given by N. The silicon atom

has a mass M, and the impurity atom mass M~; w(k) is the
lattice-mode frequency and Q@ is the local-mode frequency.

The spatial coordinates x,y and z refer to the local modes.
Perturbation theory is applied to these Hamiltonians to
determine thermal shifts of the local modes and line-
broadening effects due to elastic scattering of band phonons.
In the ionic crystal CaF, the expansion coefficients ¢ and

B have been measured to be g = 1021 er‘g/c:m14 andﬂ = 2:~c1012

erg/cm3 and similar orders of magnitude are expected for
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homopolar crystals. Elliott et al. found that the thermal
shift in local-mode frequency is the result of fourth-
order effects i.e. Hu. Hu was averaged over band modes,

leaving local-mode operators unchanged to give

ﬁw(ﬁ) + + + > +, > >
—=—=—— ] (b b_+b b )<a(kla (k)+ta (k)a(k)> 2.11

Hy = [ ¢ 2
% NMM’NQmM Xy 2z

where terms like a(k) a'(k”) have averaged to zero. Com-
parison of eq. 2.11 with the ordinary oscillator Hamiltonian

. + . .
given by %ﬁQZ(bxb;+bxbx) gave a relative frequency shift of
X

oz %1 I () In+ 1721, 2.12

. N
M-Q MwM

~v

where n(k) is the phonon number operator. This expression
becomes linear in temperature at high temperature i.e. above
ed/2.

Line width may also be explained in terms of anharmonic
coupling to the band modes. Spontaneous decay of the ex-
cited local mode into several band modes requires that the
band-mode frequencies satisfy the energy-conservation re-
quirement that Zw(i) = 0, where the sum includes the energies
of the several band modes created. The local-mode frequencies
of lithium and boron in silicon are between Wy and 2mM, SO
that decay into two band modes through the third-order an-
harmonic potential is likely. This is represented by the
product (b+b')(a(k)+a’ (K)(a(k-)+a*(K*)). The resulting

Hamiltonian given by Elliott et al. is
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/2
. ‘ h (k (k +
o 1B STl DRSS
i,i‘ XVZ

fa(Rr+at (®rria®XHr+at X7

Perturbation theory with this Hamiltonian gives rise to

a two-phonon-decay line width of

LoB8lrhy 7 L )u R (InE)+1]ln(E)+1]
T oaMeaMZet s . N2
“M4 k,k-

- n(K)n(k") 18w (k) +u(k")-2)

where v 1is the local-mode oscillator level, taken as one
for decay from the lowest excited state to the ground
state. At low temperatures % becomes constant, whereas
at high temperatures it varies linearly with temperature.
In the ionic crystals the dominant line-width broadening
was found to be due to elastic scattering of band phonons
in transition |v,n(K), n(k*)> » |v,n(K)+ 1, n(k*)¥ 1>
with conservation of energy requiring w(k) = w(k”). The

resulting width is

2

2 R
L. zn(; _ 2 2) (ﬁ(zv*3§) I L w2dn®)
M-Q uM QMwM i’E,N

[n(k-)+1] 6(w(k)-w(k"))
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This elastic scattering line width goes to zero as T7, and
at high temperatures it varies as TZ.
One of the best experimental means of further vali-
dating the above line width and centroid expression may
be through measurements of line width and centroid of
carbon local modes in silicon. Carbon enters silicon

substitutionally; hence, it has a T4 symmetry, and all

basic conditions of the theory are satisfied.

2.6 Experimental Difficulties in the Observation of Local Modes
Observation of the free-interstitial-lithium local mode

in silicon or germanium presents several difficulties. The

most serious of these is the presence of free electrons

associated with the ionized lithium. These free electrons

can satisfy energy and momentum conservation by the absorption

or emission of a lattice phonon simultaneously with the absorp-

tion of a photon.27 The resulting experimental absorption

coefficient per unit lithium concentration in germanium varies

voi3 from l.lxlO_16 cm-l/cm3 at 500 cm_l to 7.Ox10"17

cm_l/cm3 at 800 cm-l. In silicon28 the absorption coefficient

=20 £rom l.lxlO-16 cm_l/cm3 at 500 em * to 7.0x10°

cm_l/cm3 at 800 cm_l. If the free interstitial local mode

as

. 17
varies as v

is assumed to have an absorption intensity similar to that
of lithium-boron-pair local modes then a value of approximately

19 en™1/emd would be expected. The free-electron-

10x10~
absorption coefficient would then be about 170 times larger.,
These absorption coefficients are additive in the attenuation

factor e-ax, so that making the sample thin enough to transmit

an optical signal reduces the local-mode absorption strength
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to undetectable levels. There is a temperature dependence
to the free-electron absorption in germanium. At 700 cm-l
the absorption is constant with temperature, whereas at
higher wave numbers it increases with temperature; at
lower wave numbers, it decreases slightly with temperature.
Cooling would therefore be of little benefit until temperatures
below about 40°K where the lithium re-ionizes,13 but the un-
ionized lithium represents a different problem.

We have considered the possibility of shining light
through the charge-depleted region of a reverse-biased diode
junction where lithium was used as one of the dopants. The
depletion region is so small, however, that the resulting
intensitv levels would not be detectable.

The standard method for reducing the free-carrier
absorption is the introduction of an equal concentration
of an acceptor impurity. Ideally this addition would per-
fectly compensate the lattice electrically; in practice,
the compensation is usually not complete, and a residual
free-carrier-absorption background remains. These free
carriers may be either electrons or holes, depending on
the compensation processing. If the remaining free-carriers
v-2°2

are holes in silicon, a wavelength dependence29 of is

16 3 1

found, which varies from 9.2x10" em™Y/en® at 500 cm” , to

16 3 at 1000 em™ 1L,

2.0x10" 2% cm™Ll/em
A perfectly-compensated lattice will still have an
absorption background, due primarily to the lattice itself.

Silicon and germanium are covalent or homopolar crystals,
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and have no net dipole moment per unit cell., In these
crystals lattice absorption is a two-phonon process which
can be visualized as follows: A first lattice-vibrational
mode induces charge on the lattice atoms. A second mode
simultaneously causes the charge to vibrate, thus producing
an electric moment which couples to the radiation field.30
The structure of this absorption spectrum then varies accord-
ing to the two phonon density of states, and represents
sums or differences of two or more lattice phonon interactions.
The main absorption peak in silicon, at 610 cm_l, is the two-
phonon summation band of TA and TO phonons; similarly, the
maximum absorption band in germanium at 360 cm-l is a summation
of TA and TO phonons. The dispersion relations obtained from
neutron spectrometry3l show these branches to have the highest
density of states. Typical peak lattice absorption coefficients
for both silicon and germanium are about 10 cm—l. In a double-
beam spectrophotometer, the lattice absorption can be sub-
tracted out by placing an equal thickness of undoped crystal
in the reference beam.

The system of lithium in silicon differs from that of
lithium in germanium in two important respects. The Debye
temperature in silicon is 658°K, in germanium 362°K., As a
result, thermal broadening of the local-mode peaks occurs
at much lower temperatures in germanium than in silicon.

The germanium system must therefore be cooled below 200°K

in order to observe the local modes. The two systems also

differ in the diffusion constant of lithium. Hence, in
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the rate of precipitation of lithium from super-saturated
germanium is faster than that from super-saturated silicon,
by approximately the inverse ratio of diffusion constants.
The precipitation of lithium in germanium continues at
temperatures down to room temperature; consequently,
lithium compensated germanium must be maintained at a low
temperature until all measurements on the sample are com-
plete. The precipitation of lithium would otherwise leave
large concentrations of uncompensated acceptors, and hence
an unacceptable free-carrier background absorption. More
will be said about the precipitation process later.

The two systems are similar in several important ways.
Lithium occurs in both silicon and germanium as a singly-
ionized donor in an interstitial lattice site. Both
lattices have the basic diamond structure with lattice
constants of 5.H3K for Si and 5.662 for Ge. Furthermore,
the outer electronic shells of silicon and germanium both
contain two s electrons and two p electrons, hence similar
repulsive forces on the lithium ion due to the exclusion
principle may be expected. Many aspects of the local-mode
studies on silicon can therefore be generalized to germanium

through appropriate frequency or temperature shifts.

2.7 Complexing of Donors with Acceptor Ions

The introduction of acceptor compensating ions into
the lattice gives rise to the formation of positive and
negative ion pairs or complexes. Calculations of the rela-
tive percent of complexed ions, for any fixed temperature

and substitutional acceptor concentration, have been done
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. 22 . . .
by Reiss et ql, They assumed that paired and unpaired
ions were in dynamic equilibrium hence, a law of mass action
could be written down. Thus, if P represents the concen-
tration of paired ions, N,o-Ps the concentration of unpaired

acceptor ions, and N_-P the concentration of unpaired donor

D

ions, the mass action expression is

P -
(W, =Py (N,-P)

Q(T) , 2,17

where Q(T), an equilibrium constant independent of concen-
tration, is given by

2
Q(T) = uwfrz exp(E%T;) dr . 2.18

These calculations included only the effect of coulomb
interaction between ions. The fraction of paired donors
(P/ND) was then a function of the acceptor concentrations
and Q(T). In the case of nearly equal concentrations of

donors and acceptors, (P/N) is given by

) . 2.19

UN"Q

Appendix B contains a somewhat modified form of this expression
evaluated as a function of temperature for equal concentrations
of lithium and boron in silicon. As would be expected, the
fraction of paired ions increases rapidly with impurity con-

centrations (N) for a given temperature. For a fixed N,
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the fraction paired decreases with temperature. The possi-

bility of observing the unassociated Lit or B~ local mode

in a compensated system must subsequently be considered.

That is, is it possible to quench a compensated sample from

a high temperature fast enough to prevent pair formation?

Reiss et aL22 have made calculations of the average lifetime

of an unpaired ion, and denoted it as the relaxation time 1

for ion pairing. They found t_. to be closely approximated

D
by
. ekT(N-M)
P - 2,2
Une“N°D (T)
o
where

M = 1 Llrz ( e2 )dr
T Ly EXPLEKTT ‘

The distance of closest approach (a) between oppositely-
(o]
charged ions can be taken as 2.6A. The Debye length L is

1/2

given by L = (ekT/8ne2N) , and DO(T) is the lithium

diffusion constant. For impurity concentrations of N =

lOlg/cm3

s, M is small compared to N so that Tp varies as
T/NDO(T). To freeze-in a sizable fraction of unpaired
ions, i.e. 10% at 400°K, it would be necessary to quench
the sample in a time small compared with the relaxation
time t_ at that temperature. At u400°K, LI has a value of
l.3x10_3 sec.; at room temperature Tp is 0.76 seconds.
Hence, a quench fast enough to freeze-in unpaired ions

is unlikely. At room temperature about 1% of the ions

remain unpaired. As a result, the free-boron local mode
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has been observed in compensated silicon.u’s’ga’gb’lO

However, a free-lithium local mode has not been observed,

and it is thought that it must lie in the lattice continum.s’s’9a
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CHAPTER III

SAMPLE PREPARATION

The infrared study of local modes in silicon and
germanium required a sample uniformly doped with equal
amounts of lithium and an appropriate acceptor impurity.
Concentrations were required to be equal within 1% in
order to eliminate the free-carrier absorption background.
Impurity concentration and sample thickness were then of
primary importance in determining the observed local-

mode absorption intensity.

3.1 Compensation Methods

Three basic methods for producing high-resistivity
silicon doped heavily with lithium donors have been reported.
These processes are all similar in that they introduce trap-
ping sites for the donated lithium electron. The earliest
method involved a radiation of the sample with nucleons.32
The silicon would first be diffused with lithium at high
temperatures to produce the desired concentration.* The
samples were then irradiated with nucleons to produce
lattice defects. The defect site then captures one of
the lithium donor electrons. In this manner the silicon
was compensated to give resistivities near that of pure
silicon., Spitzer5 later described a similar compensation

technique using electron irradiation in the neighborhood

of 1 Mev. This method is thought to leave a larger number

.

“For solubility of Li in Si see E. M. Pell, J, Phys. Chem.
Solids, 3. 77 (1957)

26
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of unpaired ions than techniques based on a final thermal
diffusion of lithium to achieve compensation., This is
because the nucleons, e.g. neutrons, will leave defects
randomly distributed throughout the silicon and not neces-
sarily near a lithium ion. The irradiation method, on the
other hand, is not so convenient because of the need for
an accelerator. A second method of compensation has been

5,33 It consists of growing the silicon

reported by Spitzer.
with a substitutional donor and a substitutional acceptor

such that the donor concentration is about 10% less than

the acceptor concentration. The final compensation is then
achieved by a diffusion of lithium. This is reported to

give uniformly-compensated samples; furthermore, no local

mode of the substitutional donor will occur if it is chosen

to be heavier than the host silicon atom.7 Another early
method3l‘t starts with silicon uniformly doped with an acceptor
such as boron. Lithium is then diffused in excess throughout
the material. The final compensation is produced by annealing
the sample, thereby causing the excess lithium to precipitate.
More will be said about the precipitation process later,

The diffusion-precipitation technique has many problems
associated with it, but requires less apparatus than the

other techniques. It does not cause nearly as much damage

to the lattice as the irradiation methods and involves
generally fewer uncertainties. The double-doping during
crystal growth involved technologies not available to us;

as a result, the diffusion-precipitation compensation tech-

nique was chosen. These techniques apply equally as well

for the compensation of germanium.
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3.2 Material, Mechanics and Preparation

The initial material* was single-crystal silicon grown
in the [111] direction and doped with 1013 atoms of boron
per cm3. A concentration of 1019 was chosen because it was
reported2u to produce local-mode coefficients on the order
of 10 c:m-l which could be readily observed. Higher concen-
trations would produce larger absorption coefficients, but
were not as readily available. The three symmetry axes of
the [111] direction were evident along the sides of the
crystal, and the orientation could be readily ascertained.
X-ray diffraction photographs were taken in order to con-
firm the orientation, and show that the material was single-
crystal. The sample was then sliced in the desired orientation
on a diamond saw. The resulting wafers were typically 0,7
to 1.5 mm thick. The infrared radiation is attenuated while
traveling through the silicon by e—ax, where a 1s the absorption
coefficient and x is the sample thickness. The maximum atten-
uation of the signal** that we could easily work with and also
the maximum sample thickness that didn't require excessive
preparation time, techniques, and cost was 1.5 mm. The thinner
samples, although easier to make, gave smaller signal variations

Tende
between the local-mode peaks and the background.

¥
Purchased from Materials Research Corporation.

oo

l.* .

Additional signal losses were caused by reflection from
the surfaces and the small cross-sectional area of the
sample compared with the spectrometer beam,

ofe ofe oo
“w e

“This is primarily due to thermal surface effects dis-
cussed later.
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3.3 The Lithium Deposition

7Lithium* was deposited on the boron-doped silicon by
an evaporation process. The silicon was first lapped with
#600-grit carborundum, and then with aluminum oxide., It
was finally cleaned in an ultrasonic cleaner containing
methal alcohol just prior to the lithium deposition. The
lithium metal was placed in a tantalum boat, which was then
mounted in a bell jar. A tantalum boat was chosen because
it wouldn't react rapidly with the lithium at the vaporization
temperature (1609°K). A grounding path to the sample was
provided to prevent a possible surface charge build up due
to deposition of thermally-ionized lithium atoms. Figure
3.1 illustrates the evaporation system., The bell jar was
pumped down to two microns or below before the lithium was
heated. Vaporization of the lithium was achieved by adjust-
ing a current through the tantalum boat until the boat began
to glow a faint red. If the boat was allowed to get too hot,
or if it was placed too close to the sample, the deposited
lithium layer was likely to boil off, and the sample
would have to be reprocessed. Samples were typically kept
2.25" or more from the lithium boat. We generally tried
to get a thick lithium deposition, i.e. greater than 10
mils, during the evaporation. The heating current was then
turned off, and argon was let into the bell jar. When
atmospheric pressure was reached, the sample was quickly
removed from the vacuum chamber and placed in xylene. The

amount of time that the evaporated sample spent in the

%
The lithium isotopes were 99.99% pure obtained from Ortec.
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FIGURE 3.1 Evaporation system.
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atmosphere was kept to a minimum, because the lithium
surface layer would react quickly with the N2, 02, CO2
and especially water vapor in the air. Mineral oil was
also tried as protection for the lithium surface, but it
was found that cracks and peeling occured in the lithium
surface when the sample was placed in the oven. If the
mineral oil was burned off slowly at about 260°C, the sur-
face remained quite good even though this temperature is

above the melting point of lithium metal.

3.4 Diffusion and Lithium Solubility

The oven consisted of a quartz tube about 6 feet long
and about 3.5" inner diameter. A joint allowed one end to
be removed for insertion of samples. Gas-line connections
were provided at both ends. At the high diffusion temperatures
involved, lithium reacts readily with most substances except
inert gases, consequently an argon atmosphere was provided
during the diffusion. Three independent heating coils in
the oven provide adjacent temperature zones of one foot in
length and thermally regulated to +0.1°C., Insulation and
electrical controls make up most of the main unit., This
oven tube and the quartz sample mount were preheated to
375°C. The mounting pad was then withdrawn into the re-
movable end of the furnace tube and the tube was opened.
An argon flow of 25 kcm3/min was maintained over the pad.
Then, the evaporated sample was removed from the xylene
and placed on the hot pad. The furnace tube was quickly

closed up again, and after allowing two minutes to vent
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the atmospheric gases from the furnace, the argon flow was
reduced to 10 kcm3/min. If the sample was not initially
heated from the quartz pad, it would have to be heated very
slowly: otherwise, the lithium surface has a tendency to
heat faster than the bulk silicon, and the lithium film
is likely to boil, thus leaving only small beads of lithium
on the silicon. The sample was left at 375°C for ten min-
utes to form the initial lithium-silicon pre-alloy.3u
The lithium was then firmly attached to the silicon, and
the oven temperature was then raised to its diffusion
temperature of 550°C, The argon flow rate was maintained
at 10 kcm3/min. throughout the diffusion.

Several factors had to be considered in the selection
of the diffusion temperature. Perhaps the most important
factor was the concentration of lithium desired in the sample.
Clearly, the final lithium concentration must closely approxi-
mate the boron concentration, A compensation to within 1%
of equal concentration would reduce the number of free carriers

17/cm3. It is conceivable that

to a manageable level of 10
the diffusion temperature could be chosen such that the
solubility of lithium in the doped silicon was equal to

22,35 that an

the boron concentration. But, it is known
indeterminate amount of lithium will precipitate upon

cooling, leaving the sample strongly p-type. Thus, it was
decided to use the technique of diffusing in an excess of

lithium and annealing out the excess at a lower temperature

following the diffusion.
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It has been shown22 that an acceptor impurity in silicon
or germanium has a pronounced effect on the solubility of
lithium. This effect may be understood by considering the
analogy with impurity ions in an aqueous solution repre-
sented by the silicon. It can be seen in the following
chemical-equilibrigm expression that the presence of the

free hole "h'" from the boron impurity greatly enhances the

solubility of lithium;

B==B + h'
+—
e

|

. . .t
Li ext. = Li<s= Li +

+ -
e

At the doping levels involved, the dilute-solution condition
is valid, and mass-action relationships can be written for
each reversible reaction. The mass-action law states that
in a dilute solution, at equilibrium, the product of the
concentrations of the unassociated ions divided by the con-
centration of initial associated reactant is equal to a
constant. Such relationships can be written for the boron
acceptors, the lithium donors and the associated electron-
holes e-h+. Calculations based on these equations, including
also the charge-neutrality condition, predict quite well the
solubility of lithium in acceptor-doped silicon.22 These
results show it to be a simple matter to match lithium and
boron concentrations, but in order to reach uniform lithium

concentrations significantly above the lOlg/cm3 boron level,
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a temperature near the eutectic point of the lithium-silicon
system is indicated. At this temperature, lithium would
diffuse away from a high concentration silicon-lithium sur-
face-layer alloy. The temperature is high enough to allow
sufficient lithium to remain in the silicon following pre-
cipitation caused by cooling to room temperature., However,
it would not leave the very large precipitation sites and
resulting local strain of a much higher diffusion temperature.
The eutectic point is reportedzu to occur at 590 + 10°C and
a lithium concentration of 58 + 5%,

The total diffusion time also had to be considered in
selecting the diffusion temperature. The diffusion time tq
may be approximated by ty = dQ/MD(T), where "d" is the dif-
fusion depth and D(T) is the temperature-dependent diffusion
constant. D(T) has been measured at high temperatures,ll+
and is found to closely approximate the temperature dependence

given by the classical model D(T) = Doe-Q/kT

y

, where Do is
23x10° cmz-sec, and the classical activation energy Q is
0.65 ev.2 Unfortunately, the diffusion does not take place

3a,3b This 1is partly due to non-uniform wetting

uniformly.
of the lithium to the silicon during the pre-alloying phase,
and partly due to oxygen impuritie533 in the original silicon
material. Our own experiments show that Std gives a reasonably
uniform lithium distribution in the material that we used.
During this time (Std), either a continuous and rather expen-

sive argon flow must be maintained, or else the sample must

be placed in a sealed argon atmosphere. The sealed vessel
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approach is reasonable, but somewhat difficult. It would
be necessary to prepare a quartz vessel and a mount made
of pure silicon.* If the sample were allowed to make con-
tact with the quartz vessel, the quartz would tend to draw
lithium from the sample at the point of contact. A sample
coated with lithium and protected from the atmosphere with
xylene could be mounted in a quartz vessel which is then
evacuated., After allowing sufficient time for degasing, 1/2
atmosphere of argon would enter the tube., If the tube were
left evacuated, the diffusion would be very difficult because
of the evaporation of lithium.zu The tube would then be
sealed, and care taken not to overheat the sample or knock
it out of its mount. The whole quartz vessel could then
be placed in the diffusion oven., If required, quenching
of the sample, though difficult, could be done. O0f course,
any errors in the sealing process, particularly gas leaks,
would not show up until after the diffusion. This process
was found to be troublesome, and as expensive as maintaining
a continuous argon flow. Hence, a higher diffusion temperature
and a subsequently shorter T3 is obviously advantageous in
terms of cost.

High diffusion temperatures, above 600°C, introduce
some new problems, however., Evaporation of the lithiumzu
from the sample becomes serious, as does the increased

reaction rate of lithium with impurities in the argon. The

precipitation of lithium during cooling of the sample, is

“sic is also a good mounting materia1.3u
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24 534,35 ey .
also much more severe, so that 1t 1s not at all cer-

tain that sufficient lithium remains dissolved in the sample,
Furthermore, the presence of a large number of precipitation
sites in the sample could cloud the interpretation of the
data.

At a diffusion temperature of 550°C and an argon flow
rate of 10 kcma/min., we found that of the order of six
hours was required for the surface layer of lithium to be

depleted by evaporation, reaction with impurities in the

argon, and diffusion into the sample. At this time and

temperature, the lithium could potentially diffuse through

4@ one-millimeter-thick sample. The sample was quenched by

dropping it into room-temperature mineral oil. It was then
Prepared for another lithium deposition, by a coarse lapping

with # 600-grit carborundum to remove about 2-to-3 mils from

the di ffusion surface. This step was taken because the sili-

con immediately below the evaporated lithium layer came out
of the diffusion as p-type material for a depth of 1- to-2
mils, This is thought to be the result of diffusion of
vacancies into the silicon, which combine with the lithium,
Best re sults in the final lithium distribution were obtained
when the first, second, and all other evaporations were made
o°n the same surface.
A's mentioned earlier, most materials in contact with

the Sample in the diffusion oven tend to draw the lithium
from the sample; furthermore, many materials will diffuse

INto the silicon. We also found, and it was reported by
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others,5 that any free surface of the sample acted as a
sink, or zero boundary condition, to the diffusion of
lithium. Out-diffusion could occur as fast as in-diffusion,
leaving unacceptably large lithium concentration gradients
throughout the sample. Use of a piece of pure or lithium-
doped silicon turned out to be the simplest solution. If
good contact was made between the sample and pure silicon,
the sample came out sufficiently uniform in lithium con-
centration. Contact surfaces flat to within about one
mil were found to be sufficient to remove the apparent zero
boundary condition at the sample surface. The somewhat
lower solubility of lithium in the pure silicon tended to
prevent considerable lithium losses to the pure silicon
mount. Another more expensive approach would have been to
simply make the sample four to six times thicker than de-
sired; then, when the diffusion process was complete, a
piece of the desired thickness would be sawed off.

The samples were quenched upon removal from the oven
by first being moved to a cool--about 350°C--section of
the furnace tube for 15-30 seconds. They were then dropped
immediately into room-temperature mineral oil, Precipi-
tation of lithium in silicon cooled from 550°C is not severe,
but the probability of ending up with strongly n-type material
after three to five diffusions would be considerably reduced
without the quenching. At the diffusion temperature of 550°C,
most of the lithium and boronis unassociated.22 Some thought

was given to the possibility of freezing in the unassociated
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lithium ions by rapid quenching. However, our quenching
vprocess turned out to be too slow compared with the milli-
second relaxation times22 of the pair-formation process.
Further complications would have been introduced by the
necessity of annealing out the excess lithium. As a
result of the short pair-formation relaxation times, the
quenching can be safely assumed to have had little effect
on the ratio of paired to unpaired ions. This was later
confirmed by observation of relative absorption intensities
in the local-mode spectrum.

Much of the germanium sample preparation was exactly
the same as the silicon sample preparation just described.

Because of lithium precipitation and lack of solubility, we

18 3

were not able to compensate germanium doped to 2x10 Ga/cm™,

17 Ga/cm3 germanium could be com-

Concentrations of 2.5-3x10
pensated with a lithium diffusion, but the subsequent local-
mode absorption coefficient would be less than 3 cm"1 and
difficult to detect. Samples were compensated by lithium
diffusion at 420-460°C with total diffusion times of 1,25-
1.5 hours. The relatively short diffusion time was possible

because a signal-maximization technique (see Appendix A)

showed that sample thickness should be typically 100-600 wu.

3.5 The Hot-Point Probe
A check of carrier type was necessary after the diffusion
and also during the subsequent precipitation process. This

check was performed with a simple hot-point probe. The probe
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was a small pencil-type soldering iron powered by a variac
set to 64% of full output. The sample was placed on an
etched metal plate, and the hot probe was placed on the
surface of interest. The voltage between the probe and
the metal plate was measured with a Keithley model 155
null-detector microvoltmeter with a minimum DC input im-
pedance of 106 ohms. A positive voltage reading, relative
to the etched metal plate, indicated an n-type surface
under the probe, and a negative voltage indicated a p-type
surface. This measurement was found to be most sensitive
for lightly-doped or nearly compensated semiconductors;
it was, therefore, especially useful for our purposes.
The magnitude of the thermal voltage was found to depend
strongly on the contact pressure. As a result, a mechanical-
probe arm was constructed which allowed equal probe pressure

for each measurement.

3.6 Precipitation Kinetics

The kinetics of the precipitation process have been
reviewed for lithium in silicon, and for lithium and copper
in germanium.35 Only some of the highlights will be mentioned
here. The precipitation kinetics for lithium in silicon is
essentially the same as for lithium in germanium; the primary
differences are in the rate at which precipitation occurs at
any given temperature., Our main purpose was simply to remove
all excess free carriers associated with the lithium ions in

the silicon. It turned out, however, that one of our principal
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spectroscopic background problems could be attributed to
a precipitation effect at the surface of the sample,

The precipitation of lithium in silicon or germanium
is a heterogeneous process in which the nucleation sites
are lattice defects and lattice impurities. When lithium
is diffused into silicon or germanium, and then quenched
rapidly, the system is very much analogous to a super-
saturated aqueous solution. The lithium tends to diffuse
toward the nucleation sites and congregate about them.
It is obvious that such a process is diffusion-limited, i.e.
the precipitation time is primarily determined by the
length of time that it takes for the bulk lithium to diffuse
onto a nucleation site. Equally important in the precipi-
tation process is the density of nucleation sites; this
density may vary several orders of magnitude from one crystal
to another. TFor crystals refined by the same process, the
density of nucleation sites is approximately of the same
order of magnitude., In the case of an equal number of
nucleation sites in samples of silicon and germanium, the
precipitation rates can be scaled as the ratio of diffusion
constants. Furthermore, the rapid increase in lithium pre-
cipitation with diffusion temperature can be attributed to
the increase in the diffusion constant with temperature.
The precipitation of lithium continues until the solution
is no longer supersaturated. That is, precipitation stops
when the density of lithium in the solution becomes equal

to the solubility of lithium in silicon at room temperature,
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or when the lithium concentration becomes equal to or slight-
ly less than the acceptor (boron) concentration,

The principal nucleation site in silicon is thought to
be a substitutional oxygen site.35 Oxygen is one of the
most abundant impurities in silicon, and also one of the
most difficult to remove. It typically exists in the sili-
con lattice at interstitial sites. These sites will readily
capture a lithium ion to form Lito complexes, but these are
not the nucleation sites for the precipitation of lithium,.
The substitutional oxygen (OS) is formed by the reversible
reaction of an interstitial oxygen (Oi) with a lattice

vacancy (V) as follows:
[Oi] + [V] <=> [OS] . 3.1

The corresponding equilibrium mass-action relation can be

written as

[0_]1 N
—S = exp (88, /k) exp (-aH_ /kT) = K = equilibrium 3.2
[Oi][V] constant

where ASb is the change in entropy of the oxygen, AHb is the
binding enthalpy of the vacancy, and N is the number of
lattice sites/cm3. The concentration of vacancies has been
given by Logan37 for the condition of thermal equilibrium
to be

[V] = 1.3x102% exp(-2.0/kT) cm >, 3.3
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Then, by assuming that the number of nucleation sites NS
is equal to [OS], it is seen that

N, = 39 (o] exp(ASb/k) exp(—(Hb+2.0)/kT) em™3 3.4

Interstitial lithium then tends to congregate in a spheroid
about the substitutional oxygen site with concentrations
near ten atomic percent of lithium,

Other shapes are possible for the precipitation center
and the rate at which precipitation occurs can be shown to
depend on the shape of these sites. For the spheroidal
precibitation particles, the kinetics of precipitation is

approximated by

€—Cf C-C
_ n

T~ % exp (-t/1) n
o

where Co is the high-temperature (diffusion-temperature)

concentration of lithium, C_. is the final annealing-tempera-

f
ture concentration of lithium, and C is the average concen-
tration of lithium at time t. In the case of precipitation
particles having the shape of long rods growing only radially,
or disk shapes only growing thicker, the precipitation kin-
etics follows a simple exponential decay with n = 1. In any

case, all precipitation kinetics follow a simple exponential

decay during the latter phase of the process. Measured
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precipitation rate535 and optical observations35 of these
sites in silicon and germanium confirm that most of the
lithium precipitation occurs on spherical sites. Further-
more, the rate constant 1 governing the latter phase of
precipitation has been measured to be inversely proportional
to the 2/3 power of oxygen concentration. This is consistent
with the number of precipitation sites being directly pro-
portional to the oxygen content, and independent of the
initial high-temperature lithium concentration.

An additional but relatively minor precipitation
mechanism occurs in silicon but not in germanium. The
introduction of lithium into silicon causes a high densitv
of stacking faults which are not found in the original
silicon. Photographic evidence existsas.indicating the
precipitation of lithium onto these faults., These stack-
ing faults, although not important in precipitation kinetics,
may reduce considerably the stress which can be applied to
such a sample without causing fracturing,

After the lithium diffusion, our samples were usually
uniformly n-type with low resistivity; they then required
annealing to precipitate the excess lithium. The resistivity
as a function of time was used initially to monitor the
precipitation process. This resistivity measurement did
not require an accurate measurement of resistivity, since
the detection of a maximum of resistivity was sufficient,
Hence, an ohmmeter was used to indicate relative changes in

resistivity. The n-type sample was initially prepared for
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by
the precipitation by lapping and cleaning in methanol.
It was then placed in point-contact pressure clamps and
placed in 162°C mineral oil, At this temperature the
diffusion constant for lithium in silicon is about equal
to the diffusion constant of lithium in germanium at 3u°C,
Since lithium was known to take several hours to precipi-
tate in germanium at 34°C, it was expected that resistance
variations over five-minute intervals would be small. We
observed, however, that within the first minute after im-
mersion into the hot mineral o0il, the resistance increased
from 289 ohms at room temperature to 890 ohms; it then de-
creased steadily to 746 ohms at four minutes into the ex-
periment. The resistance then increased quite rapidly to
1,100 ohms at 6.5 minutes, where it remained relatively
constant. The resistance did not change significantly
upon cooling to room temperature., Charge-carrier type
was then measured with the hot-point probe, and it was
found to be p-type. This effect was not expected to be a
bulk effect so the surfaces of the sample were lapped to
remove approximately one mil and the carrier type was
checked again. The bulk of the sample was still n-type
without significant change in the resistivity. It is likely
that the lithium was congregating on the high surface con-
centration of nucleation sites. The effective density of
lithium near the surface would then be considerably reduced.
This results in a lithium concentration gradient, hence

the out-diffusion of lithium. The depth of this surface
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effect would then be determined by the lithium diffusion
constant at the annealing temperature. It would be inter-
esting to compare this effect in a similar sample which

had been etched previous to annealing. This should reduce

the number of defect nucleation sites on the surface which,

in turn, should reduce the rate of out-diffusion.

The resistivity of the bulk material during the pre-
cipitation phase was measured in a multistep process. The
n-type sample would first be heated for five to ten minutes
in mineral oil at 200°C. It was then cooled, cleaned and
lapped with #600-grit carborundum to remove surface effects.
The resistivity was then measured with a four-point probe
and recorded. Finally, the charge-carrier type was measured
with the hot-point probe. This entire process was repeated
until the resistivity became very large, or until the carrier
type began to change.

A four-point probe was now needed, in order to elimin-
ate differences in contact potential and surface effects
from one measurement to the next. A switch was provided on
the four-point probe to reverse the polarity of the current
source on the two outer probes., If the voltage reading had
the same magnitude after switching the current source polarity,
then contact potentials were not a problem, Further checks
on surface effects were provided by varying the source current.
Since the resistivity is independent of current, the measured
value should not change with current unless surface problems

occur. For the actual determination of resistivity, the
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approximation for a thin infinite plane was used. This is
reasonably accurate for measurement at more than 5d from
the sample edges, where d is the spacing between probes.
The resistivity p, in the case of all edges being far from
the point of measurement, is given by p = 2ndV/I. For our
thin samples, a correction factor based on the ratio of
sample thickness w to probe spacing d is needed. The
four-point probe used was a Dumas model G-25-C with a point
spacing of .025" and loaded for 25 grams of contact force,
For samples of one millimeter thickness, w/d is equal to
1.57, giving a correction factor38 of 0.85, assuming non-
conducting surfaces.

Sample resistivities were found to increase monoton-
ically, eventually becoming too high to be measured on our
simple four-point probe system. Since we could make reason-
able measurements of p up to 100 ohm-cm, the compensation
for the best samples was comparable within one part in 105
or possibly better. Ohmmeter checks showed maximum resis-
tance to be in the neighborhood of one megohm. The total
precipitation time at 200°C generally was 15 to 30 minutes.
One of the best compensated samples was used in our experi-
mental determination of temperature dependences of line-
width and centroid. Unfortunately, not all samples were
this good. Sometimes a sample would begin to turn p-type
before reaching a very high value of p. This change is
thought to be the result of non-uniformities in the lithium
diffusion. If the compensation was better than one part in

100, these samples were still useful,

.1
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The primary spectral background in the thermal studies
experiment was an effect similar to the surface precipitation
phenomenon described earlier. As the temperature was raised,
lithium diffused toward the surfaces, leaving behind excess
"holes" associated with the uncompensated boron., Since
this effect was limited to a thin surface layer, the spectral
signal was not totally blocked out, but instead was modulated
with a free carrier type of absorption background. This
background could, however, be readily subtracted out.

The germanium samples were precipitated at room temp-
erature for convenience, hence several hours were required.
To prevent the precipitation process from continuing past
compensation, it was necessary to cool the sample immed-
iately to -60°C or lower. Consequently, precipitation in
the germanium was monitored by measuring the intensity of
the spectrophotometer signal. The sample was mounted on
a dewar cold finger in the spectrometer; when the intensity
stopped increasing with time, the dewar was filled with
liquid nitrogen. Samples, when not in use, were stored at

-90°C to prevent further precipitation.,
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CHAPTER IV

INSTRUMENTATION

4,1 The Spectrophotometer

Much of the initial exploratory work was done on a
modified Perkin Elmer model 112G grating spectrophotometer,
The original 112G spectrometer consisted of three distinct
units; the source section, the fore-prism, and a double-
pass grating monochromator. It was designed primarily for
high-resolution work over a narrow wavelength region. For
the narrow spectral-scanning ranges, the optical background
variations were small, hence the single beam, without back-
ground cancellation, was sufficient. However, the local-
mode spectrum of interest covers a much wider spectral
range and, furthermore, does not require the very high
resolution provided. It was apparent, then, that some

major modifications were in order.

4.1.1 The Fore-Prism

The fore-prism was intended to act as a sharply-tuned
band-pass filter with a pass band on the order of two microns.
Its function was to eliminate higher orders passed by the
grating. This was done by passing the signal back and forth
through a prism of KBr. The angle at which the signal
struck the prism could be varied by means of an external

drum; in this manner the central band-pass frequency could

48
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be varied., To avoid a large background effect from the
fore-prism section, it would be necessary to change the
fore-prism drum setting for nearly each micron scanned.
Instead, the fore-prism section was removed and replaced
with a set of three filters* covering the ranges 10.2 -
18w, 14,3 - 24,3p, and 24.3 - 40pu. The filters were con-
structed by deposition of thin films of selected filter
mater‘ials;39 they were consequently degradable by prolonged
exposure to atmospheric water vapor. Most of the silicon
local-mode spectrum could be covered with the 1lu- to-2u4u
filter. The remainder of the spectrum was covered by the
10.2- to- 18y filter. The 2u4-to-40u filter allowed us to
look for similar local modes in germanium. An additional
benefit from the removal of the fore-prism section was a
two-to three-fold gain in signal level. The increase was
due to removal of the KBr prism, a decrease in the optical

path length, and to lower atmospheric absorption and scatter-

ing.

4 .1.2 The Source
The source section, shown in Figure 4.1, includes
simply a black-body radiation source, viz., a Globar, a

flat mirror m and a spherical mirror My e The Globar

19
source is heated to about 1600°K by an electrical power
of 280 watts. The resulting radiated power is given by

Planck's black-body radiation formula,l+0

“The filters were models number 221-1790, 221-2009, and
221-2010 obtained from Perkin Elmer, Inc.
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2
Fdr = 27he ( dx ) , 4.1

AS exp (hv/kT) -1

where F is the power per unit area in the wavelength inter-
val A to A+dx given in watts/mz. The spectral background
between 14 and 20u is seen to decrease uniformly with wave-
length, the total variation being a factor of 3.1. A
single-beam specfrometer must, therefore, have a large
background due to source variations. The Nernst glower is
the other principal source of infrared radiation in this
wavelength regionj; although somewhat greater intensities
are possible, fluctuations in intensity make it less
suitable for this work. The total optical power delivered
between 17 and 17.2u from the Globar source is about F-.A.d),
where A is the area of the aperture at the source in square
meters. This source area A, however, radiates into an area

of 3300 cm2 at the distance of mirror m, from the source;

1
therefore, mirror my with an area of 15.1 cm2 collects and
sends on to the sample a power of 4 .6x107° F.A+di. This

value comes out to be 1ux10"5 watt, and will be reduced
considerably by attenuation in the sample, monochromator
losses, spectral-resolution requirements, and scattering.
Attenuation through the sample is described by Lambert's

law, for which the attenuation factor is given by exp(-a(X)x).

Here a(X) 1s the absorption coefficient in cm_l, and x is

the sample thickness.
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Alignment procedures for the source and monochromator
sections were simple and are well described in the Perkin
Elmer manual for the 112G. Mirror m, in the source section
was aligned so that the source image focused on the mono-
chromator slits. A focus on the slits was necessarvy for
minimum signal losses and for the most uniform slit dispersion.

Similarly, the sample should be near a focal point to reduce

scattering losses.

4.1.3 The Grating-Monochromator

The grating-monochromator section of the 112G is a design
of the Littrow type intended as a high-resolution instrument.
The mechanical layout and optical path are similar to those
in a Perkin Elmer model-99 monochromator in which the prism
and Littrow mirror have been replaced by a grating (see Figure
4.1). Since our germanium samples were expected to have small
local-mode absorption coefficients, a maximum signal-to-noise
ratio was needed. The expected low signal also points to the
need of estimates of the monochromator efficiency and signal
losses,

The infrared beam enters the monochromator through en-
trance slits Sl' These slits have fixed height and variable
width, and are controlled by an external drum; a maximum slit
width of 2mm is provided with a precision of one micron., A
similar set of slits S, is located near the output and is
mechanically driven in parallel with the input slits. The

monochromator generates a spectrum at the exit slits, the

intensity of which depends linearly upon the signal passed
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by the entrance-slit area or slit width.ul The amount of
this spectrum passed through the exit slits depends linearly
on the exit-slit width., Hence, the power passed by the
monochromator depends on the product of input and output
slit widths. Observation shows that about 1/4 of the input
beam is stopped by the entrance slits set at 2 mm. The
output slits are observed to block approximately one third
of the first-order spectrum. The variation of signal in-
tensity with slit width W is then approximately w2/12.
The assumption here is that the slits are the principal
factor determining resolution. This is true except for
very narrow (less than 100u) slit widths. Adequate reso-
lution for the local-mode spectra was obtained with slits
of 900w or more. Calculations of resolution based on slit
setting and grating parameters can be macle,u'2 but the stand-
ard procedure is, instead, to run a spectrum, often water
vapor, and observe minimum peak separations.

The gratings were the echelette type in a Littrow
mounting. The echelette grating consists of many parallel
grooves or lines., FEach line gives rise to a single-slit
diffraction pattern, and the whole grating represents an
interference of Eowg such patterns, where & is the number
of lines/mm and wg is the grating width. In this type of
grating the intensity of higher orders does not fall off
as a single-slit pattern does. On the contrary, the
intensity of higher orders is similar to that of the first

order, with efficiencies generally greater than 60%. By
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changing the monochromator from a double-pass to a single-
pass instrument, a signal gain of more than 60% was attained.
The monochromator efficiency E, from input slits to the
detector, is approximated by E = (w2/12)(.60) where W is in
mm. It has been assumed that there are no atmospheric losses
and that the aluminum mirrors are perfectly reflecting. The

power P . delivered to the detector, in the wavelength region

d
17-to-17.2u, is less than or nearly equal to P, = 14x107°
(w2/12)(0.6). The 0.2u resolution occurs for a slit setting
of about 1 mm, so P, = lux10-5(0.60/12) - 7x10°% watts with-

out the sample in place. This will be further reduced by
a factor of 4 as a result of the action of the external
chopper.

The change from a double-pass to a single-pass mode
also allowed the built-in chopper to be by-passed. Since
this chopper was a large source of noise, a further gain
in signal-to-noise ratio resulted. An external variable speed
chopper, PAR model -222, was mounted at the monochromator
input. The chopping speed was still set at 13 Hz because
of the limited detector response time.

A few more details on the grating are in order to
facilitate an explanation of the calibration. The grating
equation describing wavelength vs. grating angle 6 is 2d sin®
= nA, where d is the distance between adjacent grating lines
and n is an integer corresponding to the various "orders",

A plot of grating angle vs. wavelength is shown in Figure 4.2

forn = 1,2,3, and 4. The cut-off wavelengths of the 1u4,3-
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to 24 ,3u filter are shown as dotted horizontal lines. This
grating was blazed for u45u i.e. the first ordér efficiency
is a maximum at 45u. The efficiency of the nth order is a
maximum at 45u/n. Thus for local-mode spectra in the range
l4-to-20u the lu-to-24p filter should be used with this
grating in second order. The grating should be driven through
7° from 16.8°-t0-23.8°, Two gratings were selected to cover
the range 2-to-50p, with each grating requiring the use of
three orders. The grating discussed above was blazed for
45u and the other grating selected was blazed for 8u. The
orders were considered efficient for wavelengths within 33%
of the blaze wavelength AB for the first order and within
23% of AB/n for higher orders. In practice, usable efficien-
cies were obtained within +70% of the blaze wavelength, although
background effects became large. The grating is driven with
a mechanical sine function so that a linear calibration of
wavelength vs. drum setting could be obtained.

Calibration was necessary to adjust the grating angle 6
and to determine wavelength vs. drum reading., This was done
by placing a thin film of indene between two NaCl discs and
running the spectrum. Indene has a known spectrum in the
l4-to-20u range, with absorption peaks located to a hundredth
of a micron. The grating with 20 lines/mm blazed to u5u
was used in first order. One of the absorption peaks occurred
at 16.95p and a drum reading of 700. This drum setting cor-
responds to a grating angle of 15°., But 16.95u corresponds

to an actual grating angle of 9.75° from the grating equation.
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Rotating the grating mount by 5.25° would give agreement
between the measured angle and the actual angle. Seven
indene peak centroids were recorded vs. drum setting; the
results are given in Figure 4.3. This plot confirms the

linearity of the drive mechanism.

4.1.4 The Infrared Detector

Infrared detectors are classified in one of two categor-
ies: thermal or photoelectric.us Thermal detectors include
the thermocouple, bolometer, Golay cell, and the pyroelectric
detector. The thermocouple depends on a thermo-electric
effect at the junction of two different metals, The bolometer
depends on a resistance change due to infrared heating. The
Golay cell depends on the thermal expansion of a small volume
of gas. These detectors all have similar thermal response
times, i.e. they respond in tens of milliseconds or slower,
The maximum chopping speed is therefore limited, allowing
greater 1/f noise in the system. Their spectral response,
on the other hand, is quite flat over the entire local-mode
spectrum range. The photoelectric detectors employ a ferro-
electric crystal which exhibits a spontaneous polarization
that is temperature dependent. No bias current is required
hence no 1/f detector noise. Chopping frequencies can be
used out to 2 kHz without signal degradation; furthermore,
they are generally more sensitive than the other thermal
detectors and can also be operated at room temperature.
The photoelectric detectors are generally characterized

by their narrow spectral region and extremely high sensi-
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tivity; they most often require cooling to liquid-nitrogen
or liquid-helium temperatures. Chopping frequencies, however,
are generally as high as 100 kHz., Their narrow spectral
response and cooling reaquirements make them unacceptable for
this local-mode study.

Infrared detectors are generally compared on the basis
of a figure of merit called Detectivity D*. Detectivity is
equal to the square root of the sensitive area of the detector

divided by the noise equivalent power, i.e. D = Al/2

/NEP,
The noise equivalent power (NEP) is defined as the square
root of the mean-square thermal noise of the detector per
unit band width, divided by the detector sensitivity, 1i.e,

NEP = (v=2/af)1/?2

/sensitivity.

A thermocouple detector with a CsI window was employed
in the local-mode studies. The sensitivity was 4 microvolts/
microwatt with an active target area of 0.2 mm by 2 mmj; the

resistance was 12 ohms. The resulting MEP is then (ukT(l?))yz/u

or 1.11x10710 watts/(iz)Y 2. The Detectivity is then 5.7x10°

cm-watts/(Hz)l/z. A comparison of thermal detectors " shows
this detector to be one of the better detectors for this
wavelength region. This detector was used in conjunction
with a matched-input-impedance preamplifier built into the
monochromator. Phase-sensitive electronics were connected
to the plate of the preamp tube through an a.c. coupling
capacitor to complete the measurement system,

There was still one serious defect in the system as it

now stood; that was the single-beam aspect. A single-beam
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instrument has large background variations, primarily due
to source variations and grating efficiency variations.
These effects are greatly reduced or eliminated in a double-

beam instrument.

4.2 The Double-Beam Modification

It was decided then to divide the beam into upper and
lower halves. This division was done by designing a chopper
blade with two apertures 180° out of phase and at different
radii. The chopper blade is shown in Figure 4.4, Figure 4,4
also shows the chopped signal for both upper and lower beams
along with the chopper reference output. The chopper refer-
ence signal is obtained by photoelectric feedback from a
light mounted in the chopper. The chopper blade was con-
structed so that the reference light passed through only
one of the apertures per cycle. The chopper reference sig-
nal then indicated the fundamental chopper frequency.

The lower half beam was assigned as a reference beam
and the sample was placed in the upper beam., A black wedge
was constructed which could be moved along a threaded rod
back and forth across the lower beam. This allowed for
the adjustment of an optical null at which the intensity of

the upper and lower beams were equal,

4.3 The Measurement System

The key to this system was the lock-in amplifier. A
PAR model-220 was used in conjunction with a PAR model-210
tuned amplifier. The lock-in amplifier was tuned to the
chopper reference frequency. A glance at the monochromator

detector output shown in Figure 4.4 will show that the only
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signal available at that frequency is generated by the
difference in intensity of the upper beam compared with
the lower beam. Since the two beams have been optically
nulled, the largest intensity differences are due to ab-
sorption in the sample.

The overall system is sketched in Figure 4.5. The
d.c. "block" is simply an R-C filter to block the bias
voltage, 15 volts, from the output of the preamp tube.

The 213 preamp shown was operated at a gain of 1 pri-
marily because of its ground-loop-isolation properties,

The 212 amplifier was used for its variable-gain function;
it was generally run at a gain of 200 or less. The tuned
amplifier served to limit the noise bandwidth seen by the
lock-in amplifier. It was generally run at a Q value of 10
and a gain of 1.

It should be pointed out that for the double-beam
modification the necessity of decreasing the area of the
lower beam to achieve an optical null had two undesirable
effects on the system. First, it represented additional
intensity losses. Secondly, it meant that the areas of
the upper and lower beams striking the filter were different,
This difference in areas, resulted in a background due to
wavelength variations in the filter. Consequently, the
optical-null condition was modified to mean a minimization
of all background effects. This minimization was performed

with the sample in place by first selecting equal beam
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intensities and scanning the spectrum. The reference-beam
area was then changed slightly and the spectrum was scanned
again. After comparing the two backgrounds, the reference-
beam area would be changed accordingly. A minimum background
was soon obtained.

In addition to use of the lower beam as a simple reference,
1t may also serve to cancel out any material backgrounds. For
example, if a piece of pure silicon of the same thickness as
the sample 1is placed in the lower beam, the effects of lattice
absorption can be canceled. This is especially useful for
looking at the free-llboron peak occuring on top of the two-
phonon lattice-absorption peak in silicon. Another possibility
is to make up two samples, one compensated with 6Li, the other
with 7Li. These samples could then be placed in the upper
and lower beams and only the differences due to the lithium

isotope observed.

4.,3.1 The Lock-in Amplifier

The PAR model-220 lock-in amplifier is similar to the
basic homodyne amplifier;uO a sketch of this type of ampli-
fier is shown in Figure 4.6. The reference tuned amplifier
is tuned to the fundamental of the input reference signal.
This is amplified and limited to give a bipolar square wave.
This phase 1s adjusted to match that of the signal. This
bipolar reference square wave can be thought of as the switch
controls for a double-pole, double-throw switch. The switch-

ing action is illustrated in Part (b) of Figure 4.6. Parts
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(c¢) and (d) of Figure 4.6 show an input signal in phase with
the reference signal. The switching then produces the signal
V- shown in Part (e). The d.c. value of V is fed to the
output meter and is proportional to the component of the
input signal which has the same phase and the same frequency
as the reference signal. Part (f) of Figure 4,6 shows what
happens to a signal that is 90° out of phase with the refer-
ence. The resultant V° has a zero d.c. level, and no output
is produced. The principal feature of such a system is its
low-noise figure owing to the narrow effective bandwidth
allowing considerable external amplification.,

The system described above was used primarily in inves-
tigations of local-modes in germanium. With some additional
modifications it was also used in some laser Raman experi-
ments. The silicon samples did not require cooling, and
hence considerably less time was involved with use of the
spectrometer. For the decreased spectrometer time required
for the silicon samples, a Perkin LClmer model-225 spectro-
photometer was available. The main feature of the 225 are
its ease in handling, its double-beam design, the degree to
which it is automated, and its wide spectral range from 200

to 5000 cm—l. It employs phase-sensitive detection with a

Golay detector; D for the Golay detector is nearly the same
as for the thermocouple detector. All data on local-modes

in silicon were taken with the 225 spectrograph.



CHAPTER V

LOCAL-MODE EXPERIMENTS AND EXPERIMENTAL RESULTS

5.1 The Germanium System

Our initial work began with germanium doped with gal-
lium and compensated with lithium. We were interested in
locating either a free-lithium local mode, or the local
mode of lithium in a paired configuration. The two
lithium peaks of a paired configuration would have allowed
a good estimate of the location of the free-lithium local
mode. Once the lithium local modes were located, thermal
and stress dependencies could have been studied. Local
modes of gallium paired with lithium in germanium have been
reported by Spitzer;33 our preliminary work was intended to
produce similar local modes. The absorption coefficient
for these complexes were reported to be in the neighborhood
of 2 - 4 em ! for a lithium concentration of 3x1017/cm3.
Spitzer chose a double-doping compensation technique with
Ga and P such that [PJ<[Gal. Spitzer used a gallium concen-

18

tration of 2x10 atoms/cm3; the phosphorus concentration

was about l.7x1018 atoms/cma. Our samples, with 2.5-—3x1017
Ga/cm3, were expected to give similar results when compen-
sated with lithium. A sample compensated with "Li was

fastened to a copper plate which, in turn, connected to the

cold finger of a liquid-nitrogen dewar. The sample, thus

67
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mounted, was placed in the upper beam of the spectrograph
and the optical background balanced to roughly 1%. A
room-temperature spectrum was then recorded; all local-
mode peaks would be thermally broadened beyond distinction,
serving as a background reference. Liquid-nitrogen was
then poured into the dewar, and enough time was allowed
for the systeﬁ to reach thermal equilibrium, The spectrum
was then rerun with all settings the same except for the
amplifier gain and d.c. offset. The comparative results
are shown in Figure 5.1. There is an indication of a Ga -
7Li local-mode at 28u on top of the lattice peak. This
indication is, however, too small and too poorly defined
for any meaningful studies. A similar spectrum of the
sample compensated with 6Li showed no indication of a peak
at 26.3u. Thin samples of pure germanium doped with
lithium also showed no local-mode peak.

The local-mode absorption intensities of lithium-
gallium complexes, observed by Spitzer, were small. Conse-
quently, precipitation of lithium had to be held to a
minimum in order to preserve the local-mode signal strength.
Two possible explanations for the success of Spitzer's
double-doping technique are apparent: first, Spitzer's
germanium samples may have had a lower oxygen impurity
concentration than our samples. Secondly, the phosphorus
and gallium impurities are substitutional; hence, they do
not have a strong tendency to form pairs. As a result,

as much as 8 times more unpaired gallium may have been



Local Mode ?

69

"Li-Ga

Ge(7Li-Ga)

Absorption Coefficient o (relative units)

31 30

FIGURE 5.1

(microns)

Results of I-R absorption measurements
in germanium,



79
available to pair with the lithium ions. Hence, the for-

mation of lithium-gallium pairs was greatly enhanced.

5.2 The Silicon System

Our attention then shifted to the boron-doped lithium-
compensated silicon system for which the lithium site sym-
metry is the same as in germanium. The silicon system
is, however, easier to study. Larger concentrations of
lithium-boron complexes are attainable, hence larger local-
mode absorption coefficients result; furthermore, cooling
is not required.

Thermal studies of the local modes in silicon were
made for the purpose of exploring anharmonic terms in the
local potential. Similarities and differences in the
lithium mode at 522 cm_1 compared with the boron modes
were also of interest. A good measure of the effects of
anharmonic terms is the change with temperature of the
local-mode centroid and line width., Other measures of
anharmonic effects already evaluated,10 are the position,
width, and intensity of the second harmonic of the local-
modes. Line widths and centroids have been measured for
temperatures below 300°C, and variations are reported to
be small. We have extended this temperature range up

near 500°K where variations are expected to be larger.

5.2.1 The Temperature-Dependence Measurements
Measurements were done on the Perkin Elmer 225 spec-
trometer with a resolution of 0.8 cm_l. The device for

heating the sample is shown in Figure 5.2, This device is
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a block of brass with a hole in it to pass the infrared
radiation. The sample is placed over the hole in good
contact with all edges. A heating element, powered by a
variac, was placed in another hole through the block as
shown. A third hole passing very close to the sample
contained a thermometer to record the sample temperature,
Silicon grease insured a good thermal contact.

The measurement temperature was selected by adjusting
the variac and monitoring the temperature until thermal
equilibrium was reached. All spectrometer settings were
maintained fixed for the entire temperature range of
measurements. The resulting spectra are shown on Fig. 5.3.
A scale is not indicated on absorption coefficient, but
peak values can be estimated from the height of the lattice
peak at 610 cm_l, which is known to be approximately 9.5
cm"l at room temperature. Cross verification on the complex
local-mode intensities can be made from work reported by
Spitzerzu in which absorption coefficient vs. doping concen-
tration is plotted. Plots of the centroid shift and line.
width variations are shown in Figs. 5.4 and 5.5 respectively.

Error bars are shown to indicate errors from instrumen-
tal resolution, pen line-width, and electronic-noise back-
ground,

There are four basic contributions, from the sample,
to the background of these measurements; the first is the
thermal generation of free carriers and the presence of

free carriers due to incomplete compensation. As seen
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earlier, the free-carrier absorption forms a relatively

smooth background and can be readily subtracted out.

Another background effect has been observed to occur at

the surface of the sample. As the measurement temperature

approaches 500°K, the surfaces tend to become p-type due

to a loss of lithium compensation. This surface effect 1is

the same effect observed in the precipitation process.

Since the effect occurs in such a thin surface layer, less

than one mil in depth, the sample remains transparent to

the infrared but has a free-carrier type background due

to the p-type surfaces. A third possible background

effect is the thermal breaking of Li-B complexes, causing

an increase in the free-boron local mode and subsequent

decreases in the local modes of the complexes, Calculations

show a maximum effect of about 22% at 500°K and doping

levels of 1019/cm3. Calculations are given in Appendix B

for the relative number of pairs as a function of temper-

ature. This unpairing will not affect the local-mode

centroid, but the decrease in amplitude will show up as a

loss of accuracy in the line width. Finally, the background

can be shifted by infrared emittance from the heated silicon;

this effect is not expected to alter the local-mode spectrum,
Immediately after the temperature data was recorded,

the sample was cooled to 351°K and the spectrum was recorded.

The resulting background had a similar appearance to the

background at 482°K. This background was the result of the

non-reversible loss of lithium compensation at the surfaces.
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The surfaces were later checked with the hot-point probe
and found to be p-type. Removal of about one mil of
surface by lapping restored the sample to nearly its
previous level of compensation. The line-width and
centroids of this final spectrum fit the plot of the rest
of the data well within the limits of error, indicating
that background effects had been effectively subtracted
out. The total time at 482° K, the highest temperature,
was only 16 minutes, so that the total surface effect was
not large enough to prevent a good measurement. A plot of
time vs. sample temperature is shown in Fig. 5.6. As a
further control on background effects, a spectrum of pure
silicon was run in the same temperature range. Calculations
of a background normalization factor based on the ratio
of the doped-silicon-lattice peak centroid divided by the
centroid shift of the pure-silicon-lattice peak showed no
appreciable slope with temperature, and therefore were not
incorporated into the data.

Immediately prior to recording the temperature data,
but with the same spectrometer settings and resolution,
a spectrum of indene was run. This gave us a calibration
of the spectrometer and showed the need of adding 1 cm-1
to the wavenumber readings.

The area under the local-mocde peaks was observed to
be very sensitive to background effects. For this reason
we adopted a normalization factor which is the product of
two terms. The first term is the ratio of the pure-lattice

peak area to that of the doped-lattice peak area. The
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second term is the effect of thermal breaking of the com-
plexes calculated in Appendix B. The normalized local-mode

peak areas and normalization factors are shown in Fig. 5.7.

5.2.2 The Pressure-Dependence Measurements

The pressure measurements were made on the same spec-
trometer (P & E 225) with a resolution of 0,8 cm-l. The
pressure applicator is sketched in Fig. 5.8. The associated
pressure meter was calibrated to an accuracy of +8%. A
slightly compressible backing, such as bakelite, was needed
to allow a more uniform distribution of the load across the
sample.*

The pressure gauge on our stress-applicator device was
calibrated with two strain gauges attached to the sides of
a small aluminum cylinder of about 1/2" in diameter and one
inch long. The two strain gauges were connected in opposite
arms of a four-arm bridge. The cylinder was first loaded
with S5-pound weights on the end of a 15-to-1 mechanical-
advantage lever system. A plot of pounds loaded on the
aluminum cylinder vs. bridge reading was then made for
loading and unloading of the cylinder, The aluminum cyl-
inder was placed in the pressure-applicator device, and
several plots of the pressure gauge reading in psi vs, the
bridge readings were made. A sizable hysteresis was ob-

served between loading and unloading of the cylinder., This

hysteresis accounted for the *+8% error in the pressure deter-

k3
Pieces of bakelite 1/2" thick were necessary to prevent
their breaking under pressure.
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mination. Both the loading and unloading plots were found
to be linear. From the above measurements a plot of actual
pounds of applied force vs. the pressure-gauge reading was
made. This is shown in Fig. 5.9. A scale of kg/mm2 is
also shown for a sample cross-sectional area of 10 mm2,
which was in the range of most of our experiments.

Our spectroscopic pressure experiments did not give
us any conclusive results on line width or centroid vari-
ations. Centroids were found to be constant with stress
perpendicular to the [111] direction or parallel to the
[112] direction. The line width variations were inconclu-
sive. A plot of line width vs. pressure is shown in Fig,
5.10 to illustrate this. The maximum pressure that we ob-
tained in the [112] direction was l.22x10g dynes/cm2 with
unpolarized radiation propagating in the [111] direction,
The sample was 10.5 mm in the [112] direction with a cross
section of 9,65 by 0.74 mm. Another experiment was done
with the applied pressure perpendicular to the [111] dir-
ection and a maximum value of 0.9x109 dynes/cm2 was ob-
tained. The sample dimensions were 15.0 mm in the dir-
ection of pressure with a cross section of 12.0 by 1.09 mm.
In each case the experiment concluded with the fracturing

of the sample,
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CHAPTER VI

DISCUSSION OF LOCAL MODLS

6.1 Local-Mode Assignments in Silicon

Before discussing the results of our local-mode meas-
urements, we review the assignments of the local modes in
the silicon system. A good discussion of these assignments
is in a paper by Spitzer.gb This paper includes a study of
isotopic shifts in the local-mode frequency and a measure-
ment of local-mode intensities as a function of the equal
concentrations of lithium and boron. The free-substitutional-
boron local mode had already been observed in silicon by
Angress et aZ.;zO no other constituents had been added to
the silicon. Spitzer96 observed this free-boron peak in
reduced intensity at 620 cm'l for llB. This 1s between the
two boron modes of the lithium-boron complexes, and 1is
closer to the doubly-degenerate 654 cm-1 peak. When the
boron isotope was changed from 11 to 10, the 564 cm_l peak
shifted to 584 cm™* and the 654 cm™t peak shifted to 681
cm-l. When the lithium isotope was changed, these peaks
shifted less than 3 cm_l. This identified these peaks as
boron local modes. Their intensity was found to be directly

proportional to the concentration of lithium-boron pairs.

The degeneracy of the upper band was assigned as two-fold

85
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degenerate, and the lower band as one-fold degenerate, on
the basis of relative integrated intensities of 5 to 3,
Axial symmetry of a paired configuration predicts an in-
tensity ratio of 2 to 1, but local polarization due to
atomic distortion may account for the difference.* The 522
cn™! 1line was found by Spitzer to shift to 53U em 1 when ®Li

7. . .. .y .
L1, It 1s 1nsensitive to changes 1n

was substituted for
the boron isotope, and appears at 515 cm-l for gallium-
doped 7Li compensated silicon. The intensity of this mode
is also directly proportional to the number of lithium-boron
pairs. The isotopic shifts and intensity ratio identified
the 522 cm_l peak as a lithium mode. By analogy with the
two boron local modes, the 522 cm-1 peak is expected to be
the two-fold degenerate peak of a paired lithium ion in a
C3v configuration. Further studies on the breaking of the
complexes with temperature have been done by Spitzer and

Waldner.ga

They found that as the temperature was raised
to 150°C, the peaks assigned to lithium-boron complexes de-
creased in intensity whereas the free-boron peak increased
in intensity. This is in agreement with predictions on

the thermal breaking of complexes given by Reiss et aZ.22
This comparison between experimental and theoretical thermal
effects further reduced the possibility of the 522 cm-l peak

belonging to the free-interstitial lithium since such a peak

would also have increased in intensity as the sample temper-

b

“For example, carbon impurities in silicon are substitutional
and un-ionized but they have an effective local charge of
about e.“7
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ature was raised. The experiment also confirmed the identity
of the 654 and 564 cm % as boron paired to lithium. The
temperature at which the lithium is diffused into the silicon
does not significantly alter the intensity of the observed
local modes. Therefore, it is unlikely that the 522 cm—1
peak could be a lithium-vacancy complex local mode. The
small but finite shift in frequency of the 522 em™t peak for
different acceptor impurities confirms the designation of
the 522 em ™t peak as a paired lithium local mode. The free
interstitial lithium must then be a resonance mode within

the band of allowed lattice frequencies. We did not observe

any such resonance mode in our samples,

6.2 The Lithium-Gallium Complexes in Germanium

Our attempted measurements of lithium-gallium complexes
in germanium were unsuccessful because of problems in sample
preparation. However, some observations on work reported
by A. E. Cosand33 will be made.

The two local -modes of lithium in a paired configuration
have apparently been observed by Cosand33 in germanium at
liquid-nitrogen temperatures. The lithium is paired to
gallium, and "Li local modes occur at 356 and 380 cm-l.*
When 6Li was used, these peaks occurred at 373 and u05 cm-l
respectively. Cosand suggests, on the basis of integrated

intensities, that the lower-frequency peak is the two-fold

degenerate mode. His suggestion indicates that a free-

.

“The maximum single phonon lattice frequency in germanium
is 300 em-1.
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lithium local mode does exist in germanium and should be
between the two lithium complex local modes close to 364
cm-l. It was not observed in Cosand's samples because the
solubility of lithium in germanium limited the amount of
lithium; in fact, sample preparation was the major problem
in this work. The complex local modes had only a 2 to Uu cm—1
absorption coefficient, and at the liquid-nitrogen tempera-
ture over 99.9% of the lithium was paired to acceptors.
The location of the free-lithium local mode might be confirmed
by slowly heating such a sample to break the complexes. How-
ever, it appears that thermal broadening may mask such an
effect.
6.3 Temperature Dependences of Centroids and Line Widths

in Silicon

Figures 5.5 and 5.6 show that thermal effects are most
pronounced above room temperature.* Centroids are observed
to shift to lower wave numbers with temperature, as expected,
The 482°K data point in the centroid shift of the 522 cm"l
line seems to represent a rather sudden departure from the
linear approximation. It is at about this temperature that
the centroid has been shifted to the edge of the lattice-
band modes. Therefore, the effect of the lattice phonons
on the centroid appears to account for the deviation from

linearity of the 482°K point of this line, The data on

centroid shifts can be fitted with a linear approximation

o'

"Low-temperature measurements of line width and centroids
have been done with i}cm‘l resolution by Balkanski and Naz-
arewicz’b
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by lines varying in slope by #10% from the lines shown and
still fall within the limits of the error bars. Variations
in the fit to line-width data of +15% in slope are within
the corresponding error bar limits.

The paired substitutional-boron and interstitial-lithium
ions are each in essentially a perturbed Td symmetry. The

resulting symmetry is C, , but the dynamics of the system

3v
are quite complex; the theory necessary to explain the

centroid shifts and line-width variations with temperature

has not as yet been fully developed. It is expected, however,
that such a theory will take the form of the effects of an-
harmonic terms in atomic displacement described by Elliott

et aZ.25 for an isolated impurity, applied to the Green's
function treatment of an impurity pair by Elliott and Pfeuty.7
A preliminary review of these ideas showed that such a cor-
rectly done formalism was likely to result in third-and fourth-
order Hamiltonians having the same form as those presented

by Elliott et al. The interpretation, however, would be

quite different, i.e. the local-mode operators must be re-
labeled to apply to each local mode observed. The relabeling
should also include a distinction between the possible one

and two-fold degeneracies. Details of how such a relabeling

of the local-mode operators occurs, and what the relabeling
means, are given in Appendix D. In this new representation,
the two-fold-degenerate boron local-mode operator is subscript-

2, and the singly-degenerate boron local-mode operator

2
1 .

ed with r3

is labeled with T The 522 cm-l lithium local-mode operator
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is labeled with F31. The superscripts 1 and 2 refer to

lithium and boron respectively; Ty and Ty refer to the
singly and doubly degenerate infrared-active representations
of the C3v symmetry.

With this interpretation and relabeling of local-mode
operators, equation 2.12 approximates the centroid shifts.
Since our own measurements did not determine the zero-temp-
erature local-mode frequencies 2., this parameter was varied
to obtain a best fit to our data. Equation 2.12 is repro-
duced here for convenience with the indicated labeling of
the local modes.

i i
Agr'i r;i — 2{ Xﬁm(ﬁ)(n(i)n/z)} 6.1
Qr M (ijl) Mw

==

M K
Evaluation of this expression requires a knowledge of

the silicon phonon spectrum g(w). This has been evaluated

numerically by F. A. Johnson (unpublished) for a mesh of

61 points on the interval 0O<wszw A modification giving

M*
closer agreement with experiments has been presented by

Dawber and Elliott.l9b

These calculations represent one
direction in the Brillouin, zone and all other directions
are assumed to give the same density of states. The
bracketed term of eq. 6.1 then becomes

“M

1 gloVhuln(w)+1/21dw 6.2

w

o M
/ glw)dw

(@)
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where the number operator n(w) is given by 1/(exp(hw/kT)-1).
The factor of 6 occurs because the original sum over K in-
cluded the sum over the 3 optical and 3 accoustical lattice
dispersion branches. This expression can be easily pro-
grammed to give the full range of temperature variations.
The fortran program and further details are given in Appen-
dix E along with the values of the silicon phonon spectrum
taken from Dawber and Elliott's paper.

The expansion coefficients eri and Q_ were evaluated
by requiring that the calculations agree in both magnitude
and slope with the data. The results of these calculations
are shown as dashed lines in Fig. 5.4, Calculations in the
Debye approximation, for which g(w) = 3w2/wD3 *, have also
been done. The results in all cases were very close to the
results based on the silicon phonon spectrum. Agreement
with our experimental results is very good for the 522 cm"l
lithium mode, and reasonably good for the two boron modes
at 645 and 565 cm—l. The resulting expansion coefficients
cr.i and zero-temperature local-mode frequencies @, are
summarized in Table 1,

These calculations have not included such possible
effects as the interaction between the various local modes.

It is expected that the interaction between the two boron

local modes would be the largest of such interactions be-

“The Debye frequency for silicon is 457 cm-l for a Debye
temperature of 658°K,



Line-Width Coefficients for Two-Phonon Decay

TABLE 1

Local 4 (erg/cmu) x 10°1 o (em 1)
. o

Mode ]

522 cm-l CF 1 = 2.14 525

56U .5 cm” . %= 3.62 567 .9

654 cm™t 4 2 - 5,00 657 .7
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cause both modes are at the same physical location. Inter-
action between the lithium mode and a boron mode would be
a smaller effect because the ions are separated by 2.5 R.
These effects would then be small for the 522 cm ™+ line,
possibly accounting for the good agreement of the data with
the simplified theory. Similarly, such effects could
account for some of the disagreement between the data and
the calculations for the boron local modes.

The line-width processes also arise from the relabeled
local-mode operators described in Appendix D. Again, although
the interpretation is different, the expressions for line
width take the form of eq. 2.14 for the two-phonon decay
process, and eq. 2.15 for the elastic-scattering process.

To evaluate eq. 2.l14 as a function of temperature, we first
converted the sum over kK’ to an integral over w” making use
of the phonon density of states g(w). The delta function
allows this integral to be easily evaluated as the value of
the integrand at w” = eri—w. For example, g(w) becomes
g(Qp.i -w). The sum over k is then converted to an integral

]
over w by making use of g(w). Equation 2.1l4 then becomes

1 (ﬁr.i)21r’ﬁv “M g(w)g(Qr.i—w) .
== J 3E/p J w(p . T -w)
T . 1 2 2 2 rj
A N,
X[(n(w)*’l)(n(ﬂrji-m)+1)-n(w)n(§2rjl-w)]dw . 6.3

The phonon density functions g(w) and g(erl-m) have been
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normalized so thaéjruh(g(m)/Np)dm = 1. Since g(iji-w) is
zero for frequencigs below iji-ml, the lower limit on the
integral in eq. 6.3 can be replaced by (eri-wM). The
program for the temperature dependence of eq. 6.3 is given
in Appendix E,.

The elastic-scattering process has the form of eq. 2.,15.
The sum over k and kK” can be replaced by the following

integral:

w
3€/P § (5%2)—)2 an(m)[n(w)+l]dm 6.4
Y'p
The fortran program for elastic-scattering temperature-
dependent line width is also given in Appendix E. When
the parameter iji - ZCﬁFji)z/Meri is evaluated to give
agreement with the magnitude of the experimental results,
the calculated line width is found to cross the experimental
data sharply. The elastic-scattering mechanism is therefore
considered an unlikely explanation of the observed line-
width variations.

The results of the two-phonon-decay calculations are
shown as dashed lines on Figure 5,6, The expansion parameter
ﬁ’rji was fitted to give reasonable agreement with the
magnitude of the experimental results, The calculations
give approximate agreement with the measurements at tem-
peratures above 300°K. However, agreement is poor below
300°K. As mentioned earlier, there are likely to be inter-
actions between the two boron local modes. This would give

a line-width contribution to the 654 and 56Uu c:m-l lines



proportional to

AQ[n(AQ)+l][g(AQ)/NP][n(Q’)+l] R

where Q“ is the frequency of the boron local mode which is
not decaying and AQ is the difference between the two boron
local-mode frequencies. This expression has a T2 dependence
at high temperatures. However, the effects of the thermal
population term [n(Q”)+1] are small below about 450°K or
most of our temperature range of measurements., As a result
the variations appear nearly linear in temperature between
300 and u450°K. This temperature dependence is similar

to that of the two-phonon-decay calculations and therefore
cannot account for the large low-temperature line widths.
Accurate prediction of the observed line widths will have

to wait for a formal treatment of the problem based on the
anharmonic factors of the actual symmetry of the lithium-boron

pairs.

6.4 Temperature Dependence of the Integrated Intensity

The relative integrated absorption intensity I/Io is
shown on Figure 5.7 as a plot of (1.0 - I/IO) vs. temperature.,
In this form, the dependence is linear on a log-log plot.
The integrated intensity has incorporated into it the cor-
rection factor mentioned in section (5.2.1). The relative
integrated absorption intensity was evaluated by first

plotting I vs. T on a linear scale. The zero-temperature
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value IO was then extrapolated for each set of local-mode
data. The dependence of (1.0 - I/Io) is approximately T
where n = 4.2 through 5.1, This plot indicates that no
local modes exist above a temperature of about 530°K. This
temperature dependence is, however, the least accurate of
our data because of the correction factors involved, and
because of some uncertainty in Io. Nevertheless, we do
believe that a non-linear decrease in integrated intensity

occurs,

6.5 The Uniaxial-Stress Results

The results of the uniaxial-stress measurements were
inconclusive. The centroid shifts were constant for stress
applied in the [112] direction and perpendicular to the [111]
direction. A similar experiment by layes and HacDonald2l
on H™ and D~ ions in CaF, had shown a linear variation of
singly-degenerate local-mode centroids with uniaxial stress,
and a splitting of multiply-degenerate modes. Line-width
variations were expected to be of a similar order of magni-
tude. It now appears that not enough stress can be applied
to the lattice to shift the lithium-boron local-mode frequency
by a measurable amount, i.e. more than 0.8 cm-l. The limit-
ing factor is, of course, the fracturing of the samples.
Lvidence supporting this conclusion can be found in a paper
by Hayes.u8 llayes has applied uniaxial stress to oxygen
doped silicon with a resonance mcde due to oxygen at 29.3
cm_l. At stresses near the breaking point (24 - 30 kg/mm2)

he observed a frequency shift of only one cm'l. This small
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a variation in the lithium-boron local modes would remain
essentially undetected by our system. On the other hand,
if the frequency shift scales with the impurity vibrational
frequency, the results of uniaxial stress should have been
easily detected and the fact that we observed no shift would
be paradoxial. It appears that uniaxial-stress effects on
Li-B local modes will require a high-resolution spectrometer
(.2 cm-l or better). The degeneracy of the local modes
is unlikely to be determined by infrared-absorption tech-
niques since the amount of splitting, near the fracture

load, is much less than the local-mode line width,



CHAPTER 7

ISOTOPIC DIFFUSION STUDIES

Our isotopic studies on the mobility of lithium in
germanium were initiated by a desire to obtain a faster
drift rate of lithium in the fabrication of nuclear
"charged-particle" detectors. 6Li will drift faster than
7Li because mobility is inversely proportional to the
square root of the ion mass. Measurements on the ratio of
diffusion constants* were made primarily by means of a
diffusion type measurement, although some effort was also
put into a drift technique. Both techniques required
correction factors in the evaluation of the magnitude of
the diffusion constant. The diffusion constant of lithium
in germanium, at temperatures in the neighborhood of 50°C,
showed about 15% smaller slope than at higher temperatures.
In the classical picture this means that the activation
energy has decreased by 15% with temperature. This suggests
the possibility of a tunneling effect's becoming important
at the low-drift temperatures. Such a tunneling effect
would further increase the mobility of 6Li compared to that
of 7Li. The diffusion constant of 7Li has already been

measured in the low-temperature rangell so that only a ratio

of diffusion constants needed to be measured.

“Extensive use has been made of the Einstein relationship
between diffusion constant and mobility, applicable to the
"dilute semiconductor solutions'" it is given by w = eD/kT.

98
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7.1 Reasons for Measuring the Mobility Ratio

Since an absolute magnitude of the diffusion constant
was not required, the measurement was simplified for several
reasons: First, a measurement of the diffusion constant
would have required a determination of the internal enhance-
ment field across the junction at the diffusion front. This
effect tends to increase the diffusion rate by a factor of
[1+ [Qni(T)/N)2+l]_l/2], where ni(T) is the density of in-
trinsic carriers.ug Thus an accurate knowledge of the donor
concentration N would be required. This, in turn, would re-
quire an accurate determination of the diffusion temperature
and some means of assuring its stability. Secondly, silicon
and germanium are difficult to obtain in ultrapure form;

there are typically 1013 to lolu traps/cm3 (usually oxygen)

remaining in the best crystals.* Consequently, during the
drift or diffusion process the lithium tends to form pairs,
thereby effectively reducing the diffusion rate. This
effect can be neglected if the lithium concentration is
large compared with the concentration of trapping sites,

as is the case for diffusion temperatures above 150°C.
Finally, a measurement based on a drift technique would
require an additional correction factor to account for

that component of mobility due to diffusion. In the de-

termination of the ratio of mobilities of 6I_.i to 7Li, all

v

‘It has recently become possible to produce germanium
crystals with less than 10!0 traps/cm3; such material
does not require a lithium drift to compensate trap
sites in the production of nuclear detectors.S5?
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of the effects mentioned above are eaual for both isotopes
and therefore cancel. It is only necessarv to insure that
both samples are drifted or diffused at the same temperature.
In an effort to assure equal drift temperatures, a
drift experiment was done with both 6Li and 7Li deposited
on the surface of the same crvstal. All germanium was

13 gallium/cm3.

detector-grade, doped with typically 5x10
Half of one surface was coated with 6Li and the other half

with 7Li, followed by a 10-minute diffusion at 400°C. The

sample was then drifted at about 25°C. The results showed
nearly equal drift depths for 6Li and 7Li regions. A
closer study showed two mechanisms which tended to equalize
the drift depths: First, the field across the junction
depended upon the drift depth, If 6Li had drifted further
than 7Li, the resulting decreased E field would reduce the
6Li drift rate. Also, the 12R heating would be larger in
the region of shortest drift depth, tending to thermally
increase the drift rate. Differences in drift depth were,
therefore, quickly reduced. Further drift measurements
were tried based on the technique of Fuller and Severinsgy
however, the CuSO, stain test used to define the junction
region did not give sufficient accuracy. All drift meas-
urements were further complicated by variations in contact
resistance. This effect was minimized by coating the

sample contacts with a liquid mixture of indium and gallium.
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7.2 The Ratio Measurement

Most of our ratio measurements were done with a dif-
fusion process. Two samples of 12 ohm-cm gallium-doped
detector-grade germanium were lapped and cleaned. One
sample was evaporated with 6Li, then placed in mineral
0il while the next sample was evaporated with 7Li.* The
two samples were then placed side-by-side in the preheated

diffusion oven. An argon flow of 10,000-15,000 cma/min.

was maintained throughout the diffusion. After completing

the diffusion, the samples were quenched to room temperature.
Temperature gradients in the oven were the most likely

source of error, since the two samples could consequently

be at slightly different temperatures. Efforts were there-
fore made to eliminate or determine any such temperature
gradients. For example, one diffusion was done on a

single crystal, one surface of which was half 6Li and half
7Li. Another diffusion was done with four pairs of samples,
each pair consisting of one 6Li and one 7Li specimen. Each
sample was typically 4x12 mm of surface area and about 2mm
thick. Thermal variations were found to be small, but a
possible temperature gradient may have existed along the
direction of argon flow. Several measurements on single pairs

of samples were done at 200°C and at 400°C, Diffusion times

at 200°C were typically on the order of two hours or more,

“The lithium isotopes were 99.99% pure and obtained from
ORTEC.
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This gave diffusion depths on the order of 8 mils or more.
Two measurements at 200°C for six hours were tried in order
to improve the accuracy by diffusing to a greater depth, i.e.
about 14 mils., At 400°C the diffusion time was generally
20 minutes, and diffusion depths of typically 25 mils were
measured. The results of these measurements are given in
Table II. The ratio of diffusion constants was taken as
the square of the ratio of diffusion depths, i.e. the
diffusion depth x was approximated as x = 2V/Dt so that D is
proportional to x2. The correction factors belonging to
this expression then cancelled in the ratio.

An accurate measurement of x required that the surface
of the sample, upon which lithium was to be evaporated, be
parallel to its opposite surface. After some practice,
we found that two surfaces could be made parallel to within
1 mil by successive grinding and checking for variations
with calipers. Better accuracy was then obtained by using
a sensitive pressure gauge.* This gauge had a full-scale
variation of +2.0 mils; each mil was divided into 10 parts,
so 0.1 mil accuracy was possible. Variations in the sample
thickness were measured with this gauge; if the two surfaces
were not parallel, one of them would be lapped with more
Pressure on the thickest area. The sample was then cleaned
and the uniformity of thickness checked again with the
Pressure gauge. In this manner we were able to obtain

surfaces parallel to within 0,1 mil. More typical variations,

T — e

The pressure gauge was a style 1000 gauge made by the
Sheffield Corporation with serial number 2201RS,
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Table II - Experimental Fesults of Isotopic Studies

Diffusion Temperature 6£73°K

Notes Diffusion Depth (mils) Ratio D6/D7 Time (min)
T
i TLi
31.51 + .3 ;30,31 + .15/1.084 + ,012 23
36.40 + .15 | 34.85 + ,15/1.091 + .008 29
26,00 + .3 24.70 *+ .,20/1.126 + .015 20
Averarge : Ratio 1.091 + .02
Diffusion Temperature u473°K
Diff. exp 7.84 + .1 : 7.49 + .2 |1.096 + .09 120
- - - %
7.84 + 7.1+ .2 |1.120 + .09 120
9.71 + .1 | 8.83 + ,06[1.210 + .02 120
h , r M
8.u8 + ., ; 8.09 + 0.1]1,102 + .04 120
8.48 + .1, 7.89 + .1 |1.158 + .05 [ 120
.34 + .2 l13.ew + .1 [1.205 + .05 360
2 pairs 8.61 + ,2 : 8.35 + ,2 [1.07 + .10
diffused N N -
together 9.18 + .2, 8.91 + ,2 |1.06 + .10 120
4 pairs 8.01 + .15 | 7.60 + .15[1.11 + .08
diffused 7.69 % .15 | 7.38 + .15/1.08 + .08
simultaneously | 7.37 + .15 | 6.68 + ,15}1,22 + .08 120
6.85 + .15 7.00 + .15| .96 + .08
average 7.16 | 7.48 1.09 + .08
Average ' Ratio 1.096+ .06
, r
Drift Temperature 318°K
Drift exp. 84.20 + .3 1 80.00 + .3 [1,110 + .02 | 23 hrs.

“This is a repeat of the data on the above line with a correction
factor to account for room temperature drift and diffusion.
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however, were 0.2 or 0.3 mils (0.1 mil = 2.54 p), At this
point the thickness of the sample was measured. This meas-
urement was made with the pressure gauge and a set of reference
blocks which varied in thickness by one-mil steps. The
pressure gauge was first adjusted to read zero on some com-
bination of reference blocks whose thickness was near that
of the sample. The reference blocks were then removed and
the sample was inserted under the pressure gauge. The gauge
then measured the difference in thickness between the refer-
ence blocks and the sample, For samples which were not flat
within 0.2 mil, the thickness was recorded at the center and
four corners of the sample. The sample was then beveled at
one edge to assure its orientation. This procedure was
followed for both samples in the experiment. The samples
were then ready for the lithium deposition without further
surface treatment.

Following the diffusion, we generally observed a sur-
face layer of black material one mil thick or less., Measure-
ments indicated 0.5 mil increase over the original thickness
before diffusion. This thin black layer was probably a
Ge-Li alloy with some residue from the mineral oil burned
off during diffusion; it could be easily rubbed off with
CH30H and a Q-tip. Measurements were taken from a zero
diffusion depth at the cleaned surface. The cleaned surface
often had small pits which were avoided in the measurement.

Mineral oil was used to coat the lithium surface follow-

ing the evaporation. Also, the sample evaporated first was
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stored in mineral oil for the nearly one hour needad to per-
form the second evaporation. The amount of mineral oil on
the sample surfaces was reduced to a minimum immediately
prior to placing the samples in the oven, in order to mini-
mize the time needed for it to be burned off. One possible
source of error may be due to the mineral oil's burning
off one sample sooner than the other, hence allowing that
sample to become slightly hotter than the other. In retro-
spect, it appears that xvlene should have been used instead
of mineral oil for this reason.

The measurement technique was similar to.that used by
Pratt and Friedmann51 and consisted of measuring the sample
thickness and the conductivity of the lithium surface be-
tween successive lappings of the lithium surface. Each
lapping removed 0.3 to 0.5 mil of material; the sample was
cleaned before each measurement with trichloroethylene,

The conductivity was measured with the hot-point probe,

which was found to give readings that were strongly depen-
dent on the applied pressure. Consequently, a mechanical
support was arranged to apply equal pressure on each
measurement. The hot-point probe, as described earlier,

was connected to a voltmeter to indicate the thermally-
induced voltage. The location of the junction at the diffus-
ion front reaquired only monitoring variations in the thermal
voltage, hence the actual conductivity was not determined.
The thermal voltage was found to be constant away from the

junction; it began to decrease at about 1 to 2 mils from
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the junction. At that point, the amount of material ground
off after each measurement was reduced to 0.1 to 0.3 mil.
Grinding and measuring were continued until the thermal vol-
tage changed polarity. In this manner we were generally
able to measure the diffusion depth to 0.1l mil. The measure-
ment process generally took one-to-two hours., If work was
done on one sample until the measurement was complete, the
sample with the other isotope would be left standing.
During this time, lithium continued to drift through the
crystal due to the built-in field of the junction. Measure-
ment of the diffusion depth in one crystal ob&iously does
not stop this drift effect in the other crystal. An esti-
mate of the largest effect to be expected can be made by
assuming a step junction. The internal junction voltage is
then about V = 0.4 volt and the resulting drift depth is

given by W = quit)l/2. At room temperature the mobility u

is 3x].0-10 cmz/volt—secll, and a drift depth of 0.4 mil
results in one hour. The actual junction is graded so that
drift depths of 0.2 mil or less may be expected in one hour.
Similarly, the diffusion would continue at room temperature
and produce an additional .13 mil in the diffusion depth in
one hour. Most of our measurements, with the exception of
a few of the earlier ones, were done on the 6Li and 7Li
samples simultaneously. That is, a thin laver was ground
off the 6Li sample, and the thickness and thermal voltage

were recorded, The same was then done for the 7Li sample,

and the measurements alternated back and forth until the
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junction depth of both samples was recorded, The difference
in time between the location of the two junction depths was
consequently reduced to five minutes or less.
Measurements were also performed on crystals diffused
at 100°C; however, the solubility of lithium in germanium

lu/cm3. This is not significantly

at 100°C is only about 2x10
different from the original acceptor concentration, The hot-
point-probe measurements therefore showed large variations in

thermal voltage, and the junction could not be located within

1 mil,

7.3 Comparison of Lxperiment with Tunneling Calculations

The 200°C and 400°C measurements did show variations
from the classical prediction in the ratio of diffusion
constants. This led us to try and fit the tunneling theory
(eq. 2.5) to the existing data on 7Li diffusion constant
simultaneously with our own data on the ratio. To do this
we first needed the distance (a) between adjacent lithium
interstitial sites in germanium. The value finally arrived
at was scaled from existing data on lithium localﬁmodes in
silicon.3b This left us with the barrier height Q and the
local-mode frequency as parameters to be scanned. The best
fit of the diffusion constant was obtained for Q in the
range 0.515 to 0.530 electron volt, and any value of local-
mode frequency in the neighborhood of lO13 Hz. The classical
activation energy (Q) given by Fuller and Sevrienslu was 0.u465
evy; Q determined by the tunneling expression, (eq. 2.5) is

expected to be larger because it includes the energy between
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the bottom of the potential well and the ground state of the
ion., The fit of the tunneling expression to 7Li diffusion
data is shown in Figure 7.1. Error bars indicate the range
of variation in the calculated values as Q varies from 0.515
to 0.530 ev. The local-mode frequency (v) was scanned for
a constant ratio of v. to v

6 7

frequencies scanned was determined from the coefficient DO

equal to 1.08, The range of

in the classical expression for the diffusion constant (see
eq. 2.2). Ve found that any frequency in this range would
give agreement with the experimental data on diffusion
constants but only a discrete set of frequencies would fit
both the magnitude and ratio of diffusion constants. These
results are shown as a plot of ratio vs. local-mode frequency
(v) in Figure 7.2. The shaded area represents the error in
our measurements of the ratio., The best fit of the calcu-
lations to all the data indicates a ratio (DG/D7) = 1.12

at room temperature. This effect is considerably smaller
than hoped for, and represents a savings of only 14 hours

in a ten-day detector drift.
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CHAPTER 8

SUMMARY AND CONCLUSIONS

The purpose of our isotopic-diffusion studies has been
to determine whether a significant time saving could result
in nuclear-detector fabrication if 6Li is used instead of
7Li. A review of existing data showed that the apparent
activation energy Q for 7Li in germanium increased with
increasing temperatures. Such an effect might be caused
by barrier tunneling at the lower temperatures; such a
tunneling mechanism would tend to increase the ratio of

diffusion constants D6/D at the lower temperatures., We

7
have measured this ratio and found it to be 1,091 at u00°C
and 1.096 at 200°C. These ratios are greater than the 1.080
value obtained from classical calculations and therefore
indicate the possibility of tunneling. Calculations based
on a diffusion theory which incorporated tunneling effects
were performed. Good agreement was found to exist between
the calculations and existing 7Li diffusion data with our
measured ratios. These calculations and experimental data
indicate a ratio of about 1.12 at room temperature. This
effect is smaller than had been hoped for and translates
into a saving of only 1% hours in a ten-day detector drift,
These calculations did not evaluate the 7Li local-mode
frequency or any of the effects of the lattice on the local

mode. Consequently, the infrared-absorption studies were

undertaken. 111
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The studv of local modes in germanium proved to be too
difficult because of sample-preparation problems; we there-
fore studied local modes in silicon. These local modes
are similar in many important respects to the local -modes
in germanium. For this work it was necessary to compensate
the lithium with boron in order to reduce the free-carrier-
absorption background. We then set out to evaluate the
effects of anharmonic terms in atomic displacements on the
local modes through application of a uniaxial stress., The
uniaxial-stress experiments, however, did not show any

splitting of the local modes. In fact, the stress necessary

to split the two-fold degeneracies appears to be considerably

larger than the stress necessarv to fracture the sample.
The thermal experiments determined the line width and
centroid shifts of the local modes as a function of temper-
ature. A linear temperature dependence in line width and
centroid shift was observed at temperatures above 300°K.,.
A theory describing these anharmonic effects on local modes
in a C3v symmetry has not yet been developed. We modified
the theory of Elliott et al. in an effort to account for
the actual C3v symmetry of the lithium-boron system, Ve
then compared calculations based on these ideas with the
Observed temperature dependences.
Data and calculations for centroid shift were found
to agree reasonably well. On the basis of the modified
theory of Llliott et al., this agreement indicated that the

centroid shifts were the result of anharmonic effects due

to fourth-order terms in atomic displacement.

"
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Two processes were considered in calculating the local-
mode line widths; two-phonon decay and elastic-scattering
of band phonons. The elastic-scattering mechanism was re-
jected on the basis of its T2 dependence at high temperature.
The two-phonon-decay process was then fit to the experimental
data at 300°K and above. The agreement between calculations
and experiments at temperatures above 300°K was fair; however,
below 300°K there was no agreement. It will therefore be

necessary for a rigorous theory, based on the actual C3V sym-

metry of the local mode, to be developed in order to fully

explain both the line width and centroid shift processes,
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APPENDICES



Because of the small local-mode absorption coefficients

in germanium, an optimization technique was used to deter-
mine the best sample thickness. This technique was carried

out for the split-beam svstem described in section 4.2,

"Je have considered the system in which a difference measure-
ment is formed with a compnensated 7Li sample in the upper
beam, and either a pure silicon sample or a compensated ®Li
Sample in the lower beam. The intensity of the upper beam
(5311) and (SL) of the lower beam, upon entering the monochro-

ma tor, can be expressed as

and SOL are the

wWhere x is the sample thickness and S,
refer

initial upper and lower beam intensities; a_ and ar
To absorption coefficients due to sample attenuation. Back-

Zround effects are tuned to a zero on a spectral region of

SO by means of a variable

No local-modes, i.e. we adjust

wWedge 50 that
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The absorpticn coefficient e and a . refer to the free-
carrier-background absorption and lattice absorption respec-

tively. We then have

where

AA = (o X X, ta, X ) .
u

- - ¢
rcou “*rctLT %L~ oL -2

The detected signal S is then the difference between Su and
SI; . For a compensated sample in the upper beam and pure

g ermanium, of the same thickness, in the lower beam

~a X -o,,X
s=ste Pre "1,

vhere R is the local-mode absorption coefficient and apn
i s the background absorption, i.e, e +aL,. For

aLMK<<l
wWe have

-a,X
_ u B

The optimum signal with respect to sample thickness is then

given by

ds _ SY _ o 1) _
ax - (‘“BS *;z) - ~'('°'B* §) =0 .
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The optimum sample thickness is XO given by

Xo - £~ c it '
B FC "L~*
The typical values of e + a . in a reasonably compensated
sample are 20-40 em™t so that X, = 330 u. However, the
function (—aB+ %) is slowly varying near the maximum SO
that 600-700p thicknesses are also adequate. These thicker

samples are much easier to prepare.



APPCNDIX B

In order to evaluate the thermal breaking of Li-B
complexes, eq. 2.19 is first expressed in terms of

6 = P/N and Q(T) in the form

9 3
Q(T) = un(;m,) Q(a)

The integral Q(a) is then defined by eq. 2.18 where

a = e2/ekTa. The form

2
_ 1 [ekT 6
log Q(a) = log {W( 62) N(l-e)j}

Tt hen results, where, for our samples, N = lolg/cm3.

T ables of log Q(a) vs. a then allow 6 to be evaluated for
any temperature. This has been done for several temperatures
using as a distance of closest ion-to-ion approach 2.6 ?\
The results are plotted in Figure B.l. The observed thermal
breaking of complexes would be much more rapid for larger

values of N.
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APPENDIX C

Use of bakelite contacts between the sample and the pressure
clamp, raised the question of friction at the sample contacts

and the resulting possibility of large components of stress

perpendicular to the direction of application. When uniaxial-

Sstress is applied to silicon, it expands in directions per-

pendicular to the applied force. But, friction at the pressure

applicator contacts opposes this expansion., The result may

be 1local stress components considerably larger than the applied

S tress. The amount of lateral expansion is indicated by Pois-

sSon's ratio, defined as the change in sample width perpendicular

to the applied force, divided by the change in length along

For stress applied to the

the directions of applied force.
45

[L110] direction of silicon, Poisson's ratio is 0.33. It

also possible that stress variations may exist in the

is
sSample around regions of lithium precipitation discussed

earlier. It was therefore decided to evaluate the stress

variations across the loaded sample by birefringence tech-

niques.u6

The test set-up for the birefringence work is shown in

Figure c.1. In this system circularly polarized and nearly
MONochromatic light is incident upon the sample such that

the tvio components of the light are in the plane of the

122
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sample. The silicon crystal under applied stress is opti-
cally anisotropic, i.e., it has different values of refrac-
tive index ir different directions, or in other words, the
two components of light will propagate through the sample
at slightly different velocities.* When these two com-
ponents are remixed to produce a plane polarized wave, an
interference pattern results. The pattern of a loaded
sample (one which has uniaxial stress applied) indicates the
amount of appnlied stress when compared to the pattern of
an unloaded sample.

The components of the birefringence system are standard,
and their function is easily explained. The incandescent
source has approximately a black-body radiation characteris-
tic. The filter is used to block most of the unwanted
visible radiation which would not pass through the silicon
sample. The first polarizer,** set at zero degrees, 1is used
to establish a polarization reference; it produces plane-
polarized light which can be represented by Px. The x axis
has been arbitrarilv chosen as vertical, and the 2z axis is
in the direction of propagation. The first quarter-wave
plate*** then produces a sum of left (P_) and right (P)
circularly polarized light. Each circularly polarized wave
can be represented by components Px and Py, of plane polari-

zation as P, = (1/2)1/2

(Pxi i Py). The sample then retards

If the crystal is viewed as a continum of refractive index
n, the velocity of propagation is given by c/n.

‘*Ahren's-type polarizers made of calcite crystals are used,
They have typically 40% transmittance out to 2.3 microns.
"% The necessary retardation material is available from
Polaroid Corporation.
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the propagation of Px with respect to PV as determined by

the corresponding anisotropny in refractive index. The

second quarter-wave plate combines the resultant field into

a plane-polarized wave. The second polarizer can be rotated

to determine the angle of maximum intensity or to determine

variations in intensity vs. polarization angle. Since

si licon doesn't transmit in the visible, infrared radiation

had been used throughout. The photo-converter tube is

ne cessary to convert the infrared light to visible light
for the measurements.
The intensity maxima or minima are referred to as

They arise as the x and y components of P+ and P _
If

fringes.

are recombined following passage through the sample.
loading produces a uniform stress across the sample, the

whole sample surface would appear to change uniformly from

13 ght to dark as the second polarizer angle is varied. A

nonuniform variation in applied stress gives rise to light

and dark regions or fringes as the different polarization

COmponents are delayed by different amounts. To evaluate

The total stress variation across a loaded sample, a fringe

line is located at one edge of the sample by rotation of

The second polarizer. The polarizer angle 0, is then re-

SO rded. The second polarizer is then rotated slowly so

That the fringe line appears to move across the sample.

“hen the fringe line appears to reach the opposite edge

S f the sample, the polarizer angle 6, is again recorded.

*hile the polarizer is being rotated, the number of times
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that the original fringe line position changes from light
to dark to light again is also noted. This is usually ob-
served to be less than one cvcle; hence 1t doesn't enter
the calculations. The total stress variation across the

loaded sample is then simply

82 - (n o+ g 100% .

This technique was applied to pure silicon and to boron-
doped lithium-compensated silicon samples. lo significant
differences were observed. In particular, we did not ob-
serve any local stresses which could be attributed to
lithium precipitation sites., We found that the stress
variations were determined primarily by how uniformly the
ends of the sample made contact with the bakelite. The
sample ends were ground with aluminum oxide on a glass
plate until they appeared to be parallel to the bakelite
contacts in the pressure clamp. In order to ascertain an
upper limit on the possible stress variations, a compensated
sample was made up for the birefringence testing which had
a more non-uniform contact with the bakelite than did any
of the actual experimental samples. These results showed
that the stress variations decrease with applied pressure.
At 7.6 kg/mm2 the stress variations were *+100%, while at
18 kg/mm2 the variations were *+50% and at 23 kg/mm2 the
variations were +41%, Uhen some care was taken to fit the

Sample into the pressure clamp, the typical stress variation



127
at 23 kg/mm2 was +10%. The decrease in stress variations
with pressure is likely to be due to compression of the
bakelite causing more uniform contacts to the sample.
Friction between the sample and the bakelite was found to
be a relatively small effect, possibly as a result of

expansion of the bakelite,



APPENDIX D

In their analysis of lithium-boron pairs in silicon,
Elliott and Pfeuty7 have considered a basic six-atom model
described in the text (see Figure D.l). The pair symmetry

in C3v which has a mechanical representation for displace-

ment vectors given by 5Fl +T1, ¢ 6F3 for the six-atom model

chosen. The F.., are irreducible representations of the

C3v symmetry with Ty and T, being one dimensional and Ty

two dimensional. Both Fl and F3 are infrared active. The

symmetry coordinates given by Elliott and Pfeuty for r, are

1
d = = (X, +Y_+7Z.) s
1 /3 1 "1 "1
CZ = _l__ (X5+Y5+Zg) s
V3 -
1
3 /3 2 3 y
1
g, = =——— (Y 42 +Z _ +X_ +X +Y )
Yy JE 2 72 73 73 4 4
and
1
4 = = (X +Y _ +Z7 ) .
5 /5- Yy 6 6
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Si

FlGURE D.l The 6-atom model used as

basis for Lithium-boron local-mode calcu-
lations.
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1 . .2
= = .+ y
ny = (Yl le+j Zl s
N3~ 7—;— (X2+jY3+jQZu) ’
n, = -i— (Y, +37,+3°%,)
o1 Y.
ng = 7%— (22+]X3+] YU) ’
and
-1 . .2
wWith a second coordinate for Iy of s = nin, where 1 =

1,2,3,4,5,6. The coordinates X,Y,Z are cartesian coordinates
of the atoms, where each atom is represented by a subscript,
i.e. the subscript 1 refers to the lithium ion and 5 refers
To the boron ion: Jj represents the complex cube root of
unity, and 2,3,4 and 6 refer to the surrounding silicon
QAtoms. The two-fold-degenerate boron local mode is then
represented by one of the two dimensional Targ while the
One-fold degenerate boron local mode is represented by one

Of therT The two-fold-degenerate lithium local mode

1's”
is similarly represented by one of the remaining five Farge
It is observed that the above symmetry coordinates do not

involve a mixing of the silicon, lithium, and boron coord-

Inates., Therefore, in a first-order approximation to the

SLctuyal dynamics of the lithium-boron system, each local
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mode may be considered independently of the other local
modes. An analysis of anharmonic effects similar to that
of Elliott et al.25 can be done for each local mode, taking
care to note the appropriate representations as ry or r,.
Whereas, Elliott et al. find a Green's function which trans-
forms like the irreducible representation FS of Td symmetry,
we would have a Green's function which would transform like
the irreducible representation Fl or T, of the C3v symmetry .
After performing symmetric products on these representations
and by use of symmetry arguments to determine which terms
are zero, a third-and fourth-order Hamiltonian of the same
form found by Elliott et al. is expected. lHowever, the
local-mode operators and expansion coefficients should be
labeled according to which representation and which ion they

represent. Lquations 2.3 and 2.10 would then appear as

>
n, =7 (heldyg o (— Dy gy 42
3 > 214N F? 2I1 0 2 X" (bXF 2 + b T 2) ]
K ) 2°°r WM Y 3 X1 3

3

(a()+at (¥))
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T >.yy1/2 ¢ 2
”u - Z ’ﬁ(w(k)mf(}]\ )) {_T3 Z (b 5 +b+ 2)2
55 b, 10 Moo 2 x.y XT3 %Iy
K,k M 2%p 2 %
Cr12 + 2
+ (b P 24D r 2)
Moo 2 1 ]
1
cr31
Y —_—— + >
Yo 1 xzy(bxr31 # bl DY@ +aE) (akor+at (89))
Al ur ’ 3
3

where Ml is the lithium mass and M2 is the boron mass. The
notation of Elliott and Pfeuty has been changed slightly
so that the boron ion is designated by a 2 instead of a 5.

The labeling of each of the observed local modes 1is summar-

ized in Table 3.

Table IIT - Labeling of Local Modes

local -1
mode (cm 7)) |label
1
522 F3
2
564.,5 Fl
2
1
654 r3

The temperature dependence of the centroid-shift and
line width then takes on the form of Eq. €.1 and 6.5 for
each individual local mode in this approximation.

The presence of two boron local modes at the same
coordinate location makes 1t seem likely that their inter-
action is comparable with the above effects., By analogy

with the development of Elliott et al., a line-width

b
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temperature dependence 1s expected to be given by

w(E)(n(K)+1)(n(a )+1)8(w(k)-0._ 2 +2_ 2)
I3 T

PR A ]

where Q° is the boron local-mode freauency which is not

decavying.



APPENDIX E

The programs for centroid shifts and line widths in-

corporated a silicon phonon density of states taken from

a paper by Dawber and Elliott.

below for Aw

= 8 1/3 cm”

Table IV - Phonon Spectrum

1

19a

The values are given

i g(idw) i g(idw) i g(idw)

1 0.0 21 0.20 41 1.40

2 0.0 22 0.05 b2 1.80

3 0.10 23 0.25 43 0.80

4 0.10 24 0.25 by 0.90

5 0.0 25 0.45 45 0.35

6 0.10 26 0.30 46 0.55

7 0.40 27 0.60 47 1.80

8 0.40 28 0.u5 48 1.55

9 1.00 29 0.60 49 2,30

10 1.35 30 0.70 50 2.80
11 2.40 31 0.85 51 2.85
12 3.50 32 0.95 52 3.00
13 7.80 33 1.10 53 3.05
1y 8.50 34 1.45 54 3.20
15 10.60 35 2.00 55 2.30
16 12.15 36 2.55 56 1.85
17 8.55 37 2.85 57 1.40
18 0.25 38 2,40 58 1.20
19 0.0 39 2.15 59 18,60
20 0.25 40 2.40 60 31.00
61 9.80

134
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For normalization purposes, it can be noted that
} glirw) = 173.55 .
i=1
The equation to be programmed for centroid shift is

“M
,!' glwYhwln(w)+ 1/2]dw

w
f M glw) duw

(o)

K)|£>

= constant,

O

To program this equation it was first necessary to convert
the integrals to sumsj; then dow becomes Aw, w becomes iAw for
integer values of i, and Wy becomes 6lAw. Equation el then

becomes

61
Vo plidwYhidw[n(irw+l/2]Aw
i=1
constant T
Y og(itw)bw
izl

which simplifies to

i glidw)[n(isw+l/2)] .

The term c/MlQ02 Mw determines the leading constant and

1
has been denoted as GAIMA in this program. It is evaluated
in terms of the local-mode frequency OMEGA on line 5 of the

program for centroid shift which follows. As a first try g

)
was taken as 10“l ergs/cmu. GAMMA 1s multiplied by 6 on
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line 8, to account for the six branches in the phonon-
dispersion relation. The loop over temperature, in 20°K
steps, begins on line 1l1; the sum over the lattice srtectrun
begins on line 13. The term AA represents the temperature-
dermendent factor. On line 17 the coefficients GAMMA and
hbow/) p(ibdw) are multiplied in to form AQ/QO. The program
was %hen run with lines 7 and 18 deleted. The results of
this calculation were then expressed as AQ/QO = Cf(T) and
compared with the experiments, The constants C and QO vere
adjusted to fit our high-temperature data in magnitude and
slope. The constant C then represented the variation of ¢

from the value of lO21

ergs/cmu. For the purpose of calcu-
lating Q, the zero temperature shift in AQ/QO was subtracted
out by adding 2,C f(T=0) to Q. This sum is denoted OMLGO

in the following program where line 18 calculates

Q

0 +0 CF(T=0) - 9 CF(T) - o C2£(T=0) £(T)
(@] O O (@]

[

Q +Q Cf(T=0) - Q Cf(T)
(@] O O

The second-order term —QOCQf(Tzo) f(T) represents an error

of typically less than 1% in calculations of the high-
temperature slope. The scale factor C can be conveniently
multiplied into GAMMA on line 8. The program for centroid

shift of the 654 cm_l local mode is



10
11
12
13
1y
15
16
17
18
19
20
21
22

23

data card.

30

40

100

200
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DIMENSION G(62),ANS(40),GG(62)
READ 100, (G(I),I=1,61)
CENTROID SHIFT - 654 - SILICON PIIONON SPLCTRUM

OMEGA

65U

GAMMA

(1.0/(10.81%1.,6%28,09*%1.6%((6%3,1416%5,18

C*6%3,1416%0MIGA) #%2)))*(10%%25)

OMEGO = ©663.0
GAMMA = B6*GAMMA
GG(1l) = 0.0

DP = (6.625%2.5/1.38)

DO 40 N=1,36

T=20%0%N

DO 30 I=1,60

AA= (1.0/(LXP(I%*DP/T)-1.0))+0.5
GG(I+1)=GG(I)+I*G(I)*AA
CONTINUE
ANS(N)=GG(61)*GAMMA%50%3,1416%1,054/((10%%173,55)
ANS(N)=OMEGO* (1 .0-ANS(N))

PRINT 200, (T,ANS(N))

CONTINUE

FORMAT (6F10.3)

FORMAT (8X,13,10X,E10.5)

END

DATA

The data is right justified in each of six fields per

There are three decimal places to the right of

the decimal point, and each field is 10 characters wide.
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The calculations for the 564.,5 cm.l local mode can be done
by simply replacing line 4 with OMLGA = 564.5 once the
appropriate factors C and Qo have been determined as above,
Calculations for the 522 cm-l local mode are similar,
except that GAMMA must be multiplied by 10.81/6.34 to account
for the change to a lithium atomic mass.

The equations to be programmed for the two-phonon-decay

line width 1is

61

ol 1M . . 3 3 13
1 . CAMMA do = 36 ) p(iAw) g(MAw-18w)i(M=-1){(n(idw)+1)
T gliaw)1f iZM-61

X(n(MAw-1Aw)+1l)-n(iAw)n((M-1)Aw)},
where
.2
cama = B "ﬁ"z T
UM a M Wy

and '

M is an integer such that MAw = Qp i,

]

In this program the total temperature dependence is calcu-
lated to be the variable AC. The sum over the phonon
spectrum is done in the variable X(J). In line 21 the

sum over the phonon spectrum is multiplied by GAMMA and Aw
in CM_l and divided by the phonon-spectrum normalization
factor squared. The coefficientf ~ was varied until a best
fit in magnitude and slope was obtained. The resulting

program 1is



10

11

12

13

1y

15

16

17

18

19

20

21

22

23

25

@]

20

30

40

50
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DIMENSION X(61),G(61),ANS(L0)

READ 50, (G(I),I=1,61)

LI:EWIDTH-2 PHONON DECAY - SILICON SPECTRUM
OMEGA = 654

M = OMEGA/8.333

GAMMA=((4+%3,1416%1,054)/(4*10,.81%1,.6%OMECA*6%3,1u416%
((2.809+%1.6)

C##2)%((5,18%2%3,1416%3)%%y)))*(10%*g)
GAMMA = 36%CAMMA

DP=12.01

L=(M-61)

DO 30 K=1,36

T=20.0%K

DO 20 J=L,61

AA= 1.0/(EXP(DP*J/T)-1.0)

AB= 1.0/LXP(DP*(M-J)/T)-1.0)

AC= (AA+1.0)%*(AB+1,0)-AA(AB

X(L-1)=0.0

X(J)=X(J=-1)+G(J)*G(M-J) *J*(M-J)*AC
CONTINUE
ANS(X)=(X(61)*GAMMA)/((173.,55)%%2)%8,33
PRINT 40,(T,ANS(K)

CONTINUE

FORMAT (8X,I13,10X,E10.3)

FORMAT (6F10.3)



143
The equation to be programmed for the elastic-scattering

line width 1is

_11_= o [(r _2922)(ﬁ<7v+3)\2J36Am

oot \uveare 2 (Te (iaw))?

€1 , 9
Z gé(iAw)i n(idw)(n(iaw)+l)

i=1

The coefficient in square brackets is equal to (89.O/OMEGA)xlO-2
for (g - ZBZ/M‘Q?) = 1021 ergs/cmu and OMECA in cm_l. The
sum Zg(jAw) is done with the variable S(J) with the result
stored in S(61). The temperature dependence is given Dby

the variable AA and the sum over the phonon spectrum is done

in the variable GA(J). In line 19, GA(61l) is multiplied

by Aw and GAMMA, and divided by (8(61))2. The program is



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

10

30

40

50

60

1ul

DIMINSION S(62),6(62),0A5(40),GA(62)

READ 50,

LINLEWIDTI,

DO 10 J=
$(1)=0.0
S(J+1)=S
CONTINUE

OMEGA

1]

GAMMA

(G(I),I=1,61)

1,60

(J)+G(J+1)

654

2%3,1416%(89.0/(OMEGA*10%%2))%36

GAMMA=GAMMA/OMEGA

DP=12.01
GA(1)=0.
DO 40 K=
T=20.0%k
DO 30 J=
AA= 1.0/
GA(J+1)=

CONTINUE

0

1,36

1,60

(EXP(DP#(J+1)/T)-1.0)

CA(JI)+((G(J+1))*%2)%*(J+1)*(J+1*AA%(AA+1.0)

GAS(K)=GAMMA*CA(61)%8,3333/((S(61))%*2)

PRINT 60
CONTINUE
FORMAT (
FORMAT (
END

DATA

» (T,GAS(K))

6r10.3)

8X,I3,10X,E10.3)

CLASTIC SCATTERIIG-SILICON PHONON SPECTRUM






