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ABSTRACT

SCANNING PROBE STUDIES OF THE PILUS NANOWIRES IN
GEOBACTER SULFURREDUCENS

By

Joshua P. Veazey

In microbial organisms like bacteria, pili (singular: pilus) are filament-like appendages

that are nanometers in diameter and microns long. The sizes and structures of the different

types of pili found in nature are adapted to serve one of many distinct functions for the or-

ganism from which they come. The pili expressed by the bacterium Geobacter sulfurreducens

act as electrically conductive nanowires that provide conduits for electrons to leave the cell

during its respiratory cycle. Biological experiments have suggested that long range electron

transfer across micron distances may proceed along the protein matrix, rather than by metal

cofactors (metal atoms bound to the protein). Protein conductivity across such distances

would require a novel transport mechanism. In an effort to elucidate this mechanism, our

lab has used two electronically sensitive scanning probe techniques: Scanning Tunneling

Microscopy (STM) and Conductive Probe Atomic Force Microscopy (CP-AFM).

I employed the high resolution imaging and electronic sensitivity of STM to resolve the

molecular sub-structure and local electronic density of states (LDOS) at different points

above pili from purified preparations, deposited onto a conducting substrate. The significant

and stable tunneling currents achieved for biologically relevant voltages, in the absence of

metal cofactors, demonstrated conduction between tip and substrate via the protein matrix.

We observed periodicity of roughly 10 nm and 2.5 nm in topographs of the pili. In our

acquisition of LDOS, we observed gap-like asymmetric energy spectra that were dependent

upon the location of the tip above the pilus, suggestive of easier current flow out of one



side of the cylindrical pilus and into the opposite side. Voltage-dependent STM imaging,

which also contains information about the LDOS at each pixel, was consistent with this

interpretation. The asymmetry in spectra observed on one pilus edge had a slightly larger

magnitude than the other edge, by a factor of 1.3. The width of the gap-like feature was

roughly 1 V.

For direct observation of the long range electron transport, we developed a method

whereby a conductive AFM tip measured current flowing to a surface electrode via the

longitudinal axis of a deposited pilus. These samples also lacked embedded metal atoms.

We achieved a proof-of-principle measurement of conductivity across a 200 nm distance. The

upper bound of the resistance at this distance was 40 MΩ, suggesting a preliminary upper

bound on the longitudinal resistivity of 0.4 Ω-cm, comparable to that of the basal plan of

graphite. I will place these results in context with continuing work in our lab to optimize

the protocols for reproducible deposition quality on the electrodes.
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PREFACE

The interdisciplinary nature of my main research project turned out to be an effective

means through which I learned values critical to conducting research of any kind. Humility,

the most important of these values, proves extremely important when working with those

from different backgrounds. Colleagues with training in different disciplines not only have

different knowledge sets, but they also often have different perspectives. For example, while

I initially understood the pilus nanowires as proteinaceous analogues of carbon nanotubes,

someone with a training in microbiology may have seen them as large structures built from

smaller proteins to extend the spatial reach of a cell’s energy transduction. While both are

accurate, the different perspectives define how data are interpreted and even the proposal for

how data are initially sought. Only a synergistic interdisciplinary effort has the capacity to

fully understand such a complicated object. The physicist interpreting the electronic energy

spectrum of this apparent proteinaceous nanotube must accept that it does not necessarily

obey the systemic bulk simplifications that have been successful in other solid state systems.

Likewise, the biologist must be open to incorporating, if appropriate, adaptations of those

systemic simplifications to models for energy transduction that apply to smaller molecules.

Where we demonstrated humility, we succeeded.

The value of humility does not necessitate that one constantly bend and break, but

rather it necessitates constant self-evaluation so that one is aware when opinions influenced

by gut-feelings, rather than science, drive the investigative process. This does not preclude

attention to one’s tacit knowledge, for the examined scientific life should learn to distinguish

such insight from closed mindedness. In this way, it is the scientific rigor that can drive

ix



one’s work rather than stubbornness or simple arrogance. Physicists seem to be particularly

susceptible to this arrogance, perhaps due to the substantial quantitative rigor of their

disciplines.

As role models, I chose physicists who seemed not to suffer from this trap, such as

my advisor, Stuart. Unintended lessons on humility were perhaps the most valuable I

learned. Humility should prove important as I strive to keep an open mind in future scientific

endeavors—even those that may not necessarily involve interdisciplinarity.
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Chapter 1

Introduction

The potential for applications of nanotechnology today exceeds the realms of ever smaller

devices and ever cleverer materials. It will likely transform how communities produce energy,

how engineers build computers and devices, and how doctors treat and detect diseases. The

diverse community comprising that described by the popular term nanotechnology is not

limited to scientists and engineers from the physical sciences. Indeed, nano is also bio.

Nanomedicine gives doctors hope that one day they may detect disease much earlier than they

are able to today with the aid of molecular sensors, and when required, treat diseases much

more efficiently with molecular machines that target drug delivery. Nano-scale biomolecules

are not limited to the field of medicine. Researchers in the field of microbiology continue to

discover new and understand old molecular machines grown inside of living microbes. For

instance, a set of anaerobic microbes naturally produce molecules that manipulate electron

flow in such a way to neutralize toxic materials. Thus, the modern study of these mechanisms

has brought bioremediation under the roof of nanotechnology. Moreover, these electrically

active molecules may be engineered for other applications, such as current production in fuel

1



cells or information conduits in biosensors and biocompatible devices.

One family of microbes in particular, bacteria from the family Geobacteraceae produce

extracellular appendages called pili that effectively act as nanowires, transferring electrons

outside the cell and to external electron acceptors. This has been explicitly confirmed in

one extensively studied species from this family, Geobacter sulfurreducens. Figure 1.1 shows

a transmission electron micrograph of the cell and pili of G. sulfurreducens, a frequently

studied species because it is genetically tractable. Key to a fundamental understanding

of how these biological processes work is an understanding of the fundamental process of

electron transfer in the microbial nanowires. The postulated transport across distances

on the order of microns would require a novel mechanism of biological electron transfer.

Naturally, scanned nano probes, so frequently used in the physical sciences, are suitable for

studying nano scale properties such as molecular and electronic structure. The scanning

tunneling microscope (STM) and the conductive probe atomic force microscope (CP-AFM)

are particularly sensitive to electronic properties and may probe states at the nano scale, in

addition to facilitating high resolution imaging of these tiny molecules.

Instead of internally respiring oxygen and carbon dioxide, Geobacter species couple the

oxidation of hydrocarbons with the reduction of external oxides. The most common oxide

reduced in the organism’s native environment is Fe(III) oxide. Acetate is an effective electron

donor in the process, and its oxidation is coupled to Fe(III) reduction via

CH3COO
− + 8Fe(III) + 2H2O → 2CO2 + 8Fe(II) + 7H+ (1.1)

The discovery of these species altered the notion that metal reduction in sedimentary envi-

ronments happened exclusively without microbes. In fact, reduction by Geobacter species is
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Figure 1.1: Transmission electron micrograph of Geobacter sulfurreducens cell expressing
visible pilus nanowires. The lead author on the study that produced this image was our col-
laborator, Gemma Reguera. Scale bars are 200 nm. (Adapted by permission from Macmillan
Publishers Ltd: NATURE (nature.com/nature) [1], copyright 2005).

sometimes more efficient than abiological means [6].

In addition to acetate and Fe(III), Geobacter species may metabolize other substances,

including some that are toxic to humans and other organisms. One notable example is

that soluble uranium (VI) oxide may replace Fe(III) as the terminal electron acceptor. This

reaction reduces soluble U(VI) to insoluble U(IV) [6]. While U(IV) is still chemically toxic to

living things, its insolubility prevents it from entering the water table and traveling from the

contamination site. Moreover, its insolubility makes it much more difficult for the human

body to absorb even if it is present. In addition to remediation of toxic substances by

reduction, Geobacter species also have the ability to oxidize toxic aromatic hydrocarbons,

like those found in crude oil pollution [7, 8].

In order to actively enhance bioremediation in sites contaminated with either of these

types of pollutants, additives to the aquifers can stimulate these metabolic processes. Re-

searchers demonstrated that injection of acetate into uranium-contaminated aquifers resulted
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in a reduction in the ratio of U(VI) to U(IV) that was coupled to an increase in populations

of Geobacter species [9]. For accelerated oxidation of aromatic hydrocarbons like benzene

and toluene, reduction of Fe(III) may be stimulated with the addition of chelators that make

it more accessible [10] or graphite electrodes that increase the surface area for electron dona-

tion [11]. It has been shown that the pilus nanowires in Geobacter sulfurreducens allow more

efficient reduction of U(VI) and Fe(III) [1, 12], indicating that they are likewise important

in bioremediative processes. Optimization of these nanowires through genetic modification

or selective pressure could further improve Geobacter ’s capacity for bioremediation.

Another application resulting from the conductive nature of the Geobacter pili emerges

when cells form biofilms on fuel cell electrodes. The fuel cells produce current when Geobac-

ter oxidizes electron donors in the organic fuel and transfers the electrons to electrodes,

which act as the terminal electron acceptors. Experiments growing Geobacter sulfurreducens

biofilms on electrodes demonstrated that the pili were necessary for biofilm formation [13]

and maximum current measured from the electrodes [14]. The average thickness of these

biofilms was 40 µm with the Geobacter cells farthest away from the electrode still being

metabolically active. Because they need to donate electrons to an acceptor to survive, this

means that they had electrical access to the electrode despite being 40 µm away, likely

from a series of interconnected nanowires. Since there is no known evolutionary pressure

to transfer so much current to an electrode, the authors of the report suggested that the

electron transport system may not yet be optimized. Indeed, selective pressure, where the

same culture was grown for weeks, resulted in a new strain identified near the electrodes that

was capable of current production that was roughly a factor of five larger than wild type G.

sulfurreducens [15]. Further optimization of the pili, resulting in an understanding of their
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electron transport mechanisms may further enhance the current. While these fuel cells only

produce current on the order of milliamps, they may be used as low power sources in remote

locations and use organic waste matter as electron donors.

From a physical perspective, we may examine the fundamental mechanisms ofGeobacter ’s

electron transport to gain understanding that may lead to better control and application. As

Chapters 3 and 5 will discuss, evidence thus far suggests that electrons are transferred over

micron distances along the protein matrix. This realization would require a novel conduction

mechanism, as fundamental understanding of protein conductivity limits the distance of

tunneling or multistep hopping to 35 Å [16]. Recent observations of 120 Å conductivity in

α-helical peptides suggest multistep hopping [17], but this is still two orders of magnitude

less than the postulated distance for Geobacter pilus electron transfer.

Scanned probes are natural local probes for these nano scale effects. The STM and

CP-AFM in particular are sensitive to both morphological and electronic structures. These

techniques have been successfully applied to study the electronic structure of other electri-

cally active biological molecules, such as c-type cytochromes [18, 19, 20], the blue copper

metalloprotein azurin [21, 22, 23, 24], and in sequencing DNA through differentiation of

electronic signatures of different nucleosides [25].

For the research discussed in this dissertation, we primarily used these conductive probes

to study the electronic properties of the pilus nanowires in Geobacter sulfurreducens. For

this reason, Chapter 2 gives an introduction to the theory of the STM and AFM scanned

probe techniques, along with practical considerations for implementation in general and in

our own lab. Next, Chapter 3 gives a more detailed description of the Geobacter respiratory

system. Additionally, I discuss important biological principles and electron transfer mech-
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anisms directed toward the reader with a physical science background. We used STM to

examine the local density of states of G. sulfurreducens pili deposited onto the surface of

a conducting substrate. Because graphite, our ideal substrate for STM study of deposited

pili, expresses artifacts on its surface that mimic filament-like biological molecules like pili,

Chapter 4 discusses our experimental work in identifying common and new artifacts. This

helped us differentiate artifacts from pili during STM experiments with pili. In Chapter 5, I

discuss the result: that we were able to study the spatial dependence of the local electronic

structure. The STM observations of pilus electronic structure do not alone prove long range

conductivity. In Chapter 6, I will discuss an experiment using a CP-AFM tip to measure

axial conductivity of a pilus nanowire to a surface electrode. I conclude, in Chapter 7, with

a discussion of our current and future scanning probe studies of G. sulfurreducens pilus

nanowires.
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Chapter 2

Scanning Probe Microscopy

In 1981, Binnig and Rohrer invented the scanning tunneling microscope (STM) [26], provid-

ing the powerful capabilities of atomically resolved real space imaging and electron energy

spectroscopy of conductive surfaces. Today, a variety of scanning probe microscopes (SPM)

has opened up numerous imaging and physical measurement schemes with nanometer or

better resolution. Soon after the arrival of STM, the atomic force microscope (AFM) [27]

enabled high resolution imaging of insulating surfaces, along with the capability of per-

forming force spectroscopy. In the years since, other varieties of SPM have granted nano

scale access to numerous physical properties for imaging and spectroscopy. These include

electrostatic forces [28, 29], magnetic forces [30], friction [31, 32], capacitance [33, 34] and

more.

The research described in this thesis pertained primarily to the structure and electronic

properties of nanometer sized molecules. The STMs in our lab facilitated high resolution

imaging and electronic spectroscopy, and we utilized AFM for imaging and—when equipped

with a conducting probe—electronic measurements. In this chapter, I give a theoretical
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basis for these techniques, as well as practical considerations for design and operation, giving

special attention to the equipment we used. The great majority of my research was based on

STM experiments, and I therefore discuss it first and in the most detail, in Sections 2.1–2.3.

Section 2.4 describes AFM theory and design with more brevity.

2.1 Scanning Tunneling Microscopy Theory

Two decades before the invention of the STM, Ivar Giaver observed the tunneling current

flowing between two electrodes separated by a thin (∼nm) insulating oxide barrier. In

such a configuration, the oxide acts as a potential tunneling barrier for electrons in the two

electrodes, and application of a voltage difference allows a net tunneling current to flow that

gives information about the densities of states of the two electrodes. In Giaever’s experiment,

one of the electrodes was a superconductor, and he observed the energy gap in its density of

states, an important verification of the BCS microscopic theory of superconductivity [35, 36].

When one of the two electrodes is a mobile sharp probe, and the insulator is a vacuum

gap, the spatial variation of the density of states of the second electrode may be probed

with atomic precision. This was the invention of Binnig and Rohrer [26], called the scanning

tunneling microscope. A simple representation of the STM apparatus is shown in Fig. 2.1.

A voltage difference is applied across a very sharp conducting tip and a conducting surface

as they are carefully brought toward each other with a spatially sensitive piezo motor. A

quantum tunneling current is detected when the separation closes to just a few angstroms.

Physically, the system resembles a classic bulk tunneling junction, the additional technolog-

ical challenges notwithstanding. The insulating gap need not be a vacuum; the technique

also works well in air and liquid. The image is a topograph resulting from the tunneling
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Figure 2.1: Schematic for the STM experimental setup. A voltage is applied between a
sharp metallic tip and surface as they are brought to within angstroms of each other. At
this distance scale, a small tunneling current flows. Scanning of the tip proceeds by apply-
ing appropriate superposition of voltages to each of the four quadrants of the piezoelectric
scanning tube. (Creative Commons Attribution ShareAlike 2.0 Austria License, Authors
Michael Schmid and Grzegroz Pietrzak) For interpretation of the references to color in this
and all other figures, the reader is referred to the electronic version of this dissertation.

current, which is quite sensitive to variations in height from surface topography. Ideally,

the tip has an atomic apex, allowing atomic spatial resolution in concert with the height

sensitivity. In the three decades since its invention, STM has also enabled spectroscopy of

surface electronic states distinguishable from atom to atom. It has allowed researchers to

probe states of localized phenomena such as vortices in superconductors [37, 38] and to probe

molecular spectra of biological [39] and other [40, 41, 42] organic molecules.

In a simple approximation, the gap between the tip and sample with an applied voltage

may be modeled as an elementary one-dimensional trapezoidal barrier (Figure 2.2). To

9



understand the character of the tunneling current, we may begin by writing down the forms

of the solutions to the one-dimensional time-independent Schrödinger equation:

− ~2

2m

∂2ψn(z)

∂z2
+ Uψn(z) = Eψn(z) (2.1)

where ψn(z) is the wave function of the nth electron, m is the mass of the electron, U is the

average height of the barrier above the Fermi level (EF ), and E is the electron energy. The

z-axis is perpendicular to the surface. Outside the barrier the solutions to the differential

equations are sinusoidal in z. Inside the barrier, which is classically forbidden, the solutions

to the equation are exponential in z. The solutions in these three regions are summarized

here for a tunneling gap (barrier width) d, and z = 0 defined at the surface of the sample:

ψn(z) =



ψn(0)e
±ikz ; k =

√
2m

(
E−EtipF

)
~ z > d

ψn(0)e
∓κz ;κ =

√
2m(U−E)

~ 0 < z < d

ψn(0)e
±ikz ; k =

√
2m

(
E−EsampleF

)
~ z < 0

(2.2)

Given that the wave function must be continuous at z = d, the probability of an electron

to tunnel across the barrier is then the square of the wave function within the barrier at a

distance d, the width of the gap:

P ∝ |ψn(0)|2e−2κd (2.3)

In the preceding discussion, we made no assumptions as to whether the electron tunneled

from the tip to the sample or from the sample to the tip. In reality, it is only when one
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applies a bias voltage between the tip and the sample that the probability increases for

one direction over the other, and the system achieves a net tunneling current. On average,

when a negative voltage is applied to the sample, electrons tunnel from occupied states of

the sample into the tip, while at positive sample voltage, electrons tunnel from the tip into

unoccupied states of the sample (see Fig. 2.2(b)). Thus, the STM may probe both occupied

and unoccupied states of the sample (as well as those of the tip, incidentally). The current

is proportional to the probability of electron tunneling, which decays exponentially with

tip-sample separation. All states between EF and EF − eV may tunnel, and the current

may be written as:

I ∝
∑
n

|ψn(0)|2e−2κd (2.4)

where κ was defined in Eqn. 2.2. This assumes zero temperature and that the tunneling

matrix element is the same for all states (Section 2.1.1). It is clear from this expression that

the magnitude of the tunneling current itself also depends exponentially on the separation

between the tip and sample. In fact, it depends on distance quite significantly as we shall

now see. When the electron energy is much smaller than the average work function, ϕ

(i.e. pure tunneling regime), then (U − E) ≈ ϕ, and the exponential factor simplifies to

e−1.025
√
ϕ∗d. Here, the other dimensions in the exponent have also been absorbed into

the coefficient, 1.025. Typical values for work functions are ∼5 eV, leading to typical decay

constants of ∼1 Å−1. Thus, when the tip is pulled back just one angstrom (d =1 Å), the

tunneling current is reduced by an order of magnitude.

This high z-resolution also leads to very good lateral resolution because the tip atom

closest to the surface receives most of the tunneling current. For many surfaces, atomic

resolution is possible (see Section 2.1.2), including graphite, for which an example of resolved
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Figure 2.3: (a) Atomically resolved carbon atoms from the surface of graphite. The image
had minimal processing. The color scale of each line was set to the same average value,
but there was no smoothing of adjacent pixels. (b) I-V and dI/dV curves obtained on the
surface near the area imaged in (a). The dI/dV curve is characteristic of the surface density
of states for HOPG. (I=250 pA; V=50 mV)

surface atoms is shown in Figure 2.3(a). In addition to atoms, the STM may easily resolve

larger surface structures, including step edges, pits, and trenches. Nanometer resolution is

possible on virtually every conducting surface, which makes the STM an attractive tool for

imaging and probing electronic states of nanometer scale phenomena and nanometer sized

molecular adsorbates. In addition to sensitive imaging, Equation 2.4 also suggests that we

may study a spectrum of electronic surface states, many of which come from bulk properties.

The general theory of STM spectroscopy will be discussed in Section 2.1.3.
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2.1.1 Tunneling Current: Perturbation Theory

The expressions in the previous section gave the critical result that the magnitude of the

tunneling current in STM is exponentially dependent upon the distance between the tip and

sample. However, we ignored the time dependence of the solution. A more complete solution

incorporates the tunneling rate, but the Schrödinger equation is much more difficult to solve

analytically in its time-dependent form. Using time-dependent perturbation theory, though,

we may derive an expression for the tunneling current incorporating the time dependence.

Following the formulation of Bardeen [43] for the tunneling current in a metal-insulator-

metal junction (MIM), we consider the surface wave functions of the two planar electrodes as

separate systems, calculated from the stationary Schrödinger equations. When the electrodes

are brought into close proximity, the rate of transfer may be calculated using time-dependent

perturbation theory. The transition probability per unit time is given by Fermi’s golden rule,

t =
2π

~

∣∣∣∣⟨ψµ∣∣H′∣∣χν⟩∣∣∣∣2δ(Eν − Eµ) =
2π

~
|Mµν |2 δ(Eν − Eµ) (2.5)

where ψµ and χν are the states of the two electrodes (the surface and the tip in the case of

STM). H′ is the first order perturbed Hamiltonian, and M is the tunneling matrix element.

The delta function in the equation dictates that electrons may only tunnel into states of

equal energy. Bardeen’s integral gives the expression for the tunneling matrix element in

this configuration:

Mµν = − ~
2m

∫
Σ
(χ∗ν∇ψµ − ψµ∇χ∗ν)d

−→
S (2.6)

where the integration is taken over an arbitrary surface Σ between the two electrodes. The

tunneling current may be expressed by summing over all electron energies, and in standard
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STM situations, the energy states may be considered a continuum between the Fermi level

and eV . The net tunneling current is then:

I =
4πe

~

∫ ∞

−∞
[f(ϵ− eV )− f(ϵ)]ρs(ϵ− eV )ρt(ϵ)|M |2dϵ (2.7)

where f(ϵ) is the Fermi-Dirac distribution for fermions, f(ϵ) = [1 + exp(ϵ/kBT )]
−1. Here,

ρs and ρt are the densities of states of the sample and tip, respectively, and ϵ is the energy

of the electron, relative to the Fermi level (ϵ = E − EF ). For very low temperature, the

Fermi distribution becomes a step function, and Equation 2.7 simplifies to

I =
4πe

~

∫ eV

0
ρs(ϵ− eV )ρt(ϵ)|M |2dϵ (2.8)

Of course, STM experiments take place at finite temperatures, some of which are room

temperature or higher. The effect of thermal broadening in the spectral resolution will

be discussed in Section 2.1.3. Equation 2.8 is a good approximation at very low finite

temperatures, as well as other situations where spectral features are larger than the thermal

smearing.

Equation 2.7 was derived for a tip and surface separated by a vacuum tunneling gap.

In the case where a molecule is situated between the two electrodes (see Fig. A.1(d) in

Appendix A), it has been shown, for carbon nanotubes [44], that the effect of the substrate

and tip on the electronic states of the adsorbate is negligible. Shifts in energy of intrinsic

features were on the order of 0.01%-1%, corresponding to typical shifts on the order of 1 mV.

For these magnitudes, the system may still be considered to be in the weak coupling limit,

and Equation 2.7 should still be valid.
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2.1.2 Imaging

While STM topography depends upon tunneling current and thus is sensitive to the charge

density on the surface, the image typically follows the surface structure very closely. This

is because the magnitude of the tunneling current is exponentially dependent on the tip-

sample separation (Eqn. 2.4). This incredible resolution in the direction perpendicular to

the surface also results in very good resolution laterally. In addition, the sensitivity of the

tunneling current to the applied voltage and density of states allows for voltage-dependent

imaging that gives information about the electronic structure of the sample. Both of these

issues will be addressed below.

Spatial Resolution

By approximating the tip wave functions as spherical (the so-called s-wave tip approxi-

mation), Tersoff and Hamann [45] deduced the lateral resolution on a flat surface to be√
2k−1(R + d), where R is the radius of curvature of the tip, d is the tip-sample separation,

and k is the wave number of the tunneling electron. In practice, idealized spherical tips may

have radii of curvature as large as 1,000 Å, leading to a resolution of 50 Å for typical 2k−1

value of ∼1.6 Å. Real tips, however, often have protruding atoms that become the effective

tip when imaging flat surfaces. The radius of curvature in this case is typically (R+d) ∼5 Å,

leading to a resolution of ∼3 Å. This is sufficient to image atoms in a solid, which are usually

spaced 2–3 Å apart.
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Voltage-dependent Imaging

In practice, the STM is most often operated in constant current mode. The applied voltage

difference between the tip and sample is fixed, and a feedback loop applies a voltage to the

scanning piezo (see Sec. 2.3) that adjusts the tip-sample separation to keep the tunneling

current constant. The control electronics produce a topographic map of the feedback voltage

applied to the scanning piezo element to adjust the separation at each pixel. The result is

a real space image of the surface, constructed from the surface structure and its electronic

states.

The challenge in determining the tunneling current described by Equation 2.7 is in calcu-

lating the matrix elements, M (Eqn. 2.6). The calculation becomes much more manageable

when the tip is modeled as a point source of current, an approximation that is valid as

long as the tip wave functions may be approximated as spherically symmetric (the s-wave

tip model) [45]. As the radius R becomes very large, nonzero values of angular momen-

tum quantum number ℓ (non s-wave functions) become more influential. In the s-wave tip

approximation, and for low temperature and voltage, Equation 2.7 simplifies to:

I ∝
∫ eV

0
ρs(ϵ)dϵ (2.9)

Thus, the STM in constant current mode follows a contour of constant density of states

(integrated between 0 and eV) of the sample at the position of the tip. The zero here is the

Fermi level. Therefore, the STM image is determined not only by the surface profile, but

also by the density of states, the tip radius, and as we shall see, the associated geometric

convolutions (Section 2.2.2) [46].
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For voltages above 1 V, thermal excitations of electrons over the barrier and the voltage

dependence of the transmission probability are no longer negligible at room temperature. In

this regime, the transmission probability may be approximated using the WKB approxima-

tion (see, for example [47]). Here I will restrict the discussion to voltages .1 V, the regime

in which our experiments were performed.

Because the STM image depends on the integrated sample density of states (DOS), it may

change if states probed by different voltages have different spatial dependence and relative

magnitude. Voltage dependent images have been obtained on many surfaces [48, 49, 50].

The GaAs(110) surface is a simple demonstrative example of how the spatial variation of

different energy states may be resolved by imaging at different voltages. Valence band states

lie near the As atoms, while conduction band states lie near the Ga atoms. Thus, in the work

of Ref. [48], when a negative voltage was applied to the sample, the STM imaged the As

atoms, and when a positive voltage was applied, it imaged the Ga atoms. A superposition of

two images at opposite polarities results in an image closely resembling a model of lattice at

the surface [48]. Likewise, Hamers et al. observed voltage dependent images of Si(111)-(7x7)

and Si(001) surfaces [49]. By subtracting images obtained simultaneously at voltages slightly

above and below the onset voltage for a given electronic state, the visibility of the spatial

dependence of that state is greatly enhanced. Multiple images at both positive and negative

polarities on the Si(111)-(7x7) surface show varying electronic structure with applied voltage

(Fig. 2.4).

Imaging Summary

The STM is capable of high spatial, often atomic, resolution imaging. Even in the real

space topographic imaging, information on electronic structure is evident in the way the
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Figure 2.4: Example from the literature of voltage-dependent real space STM imaging of the
surface of Si(111)-(7x7) [2]. The left and right images were taken at opposite polarities.

topographic structure changes with varying applied voltage. Different applied voltages probe

different electronic states, and since the image is a convolution of the surface profile and

the sample density of states (Equation 2.9), voltage dependent imaging gives spectroscopic

information.

2.1.3 Spectroscopy

It is clear from expressions for the tunneling current that the STM has access to a wide

spectrum of electron energy states. The current is proportional to an integral of the sample

density of states over the energy range corresponding to the applied voltage (Eqn. 2.9. At

zero temperature where the Fermi distribution is a step function, and at low voltages where

the tunneling matrix element is a constant, differentiation of Equation 2.8 gives

dI

dV
∝ ρs(eV ) (2.10)

An important consideration in arriving at Equation 2.10 is that the tip density of states is

assumed to be constant for metallic tips. In practice, local tip states may convolve with

the sample states, so it is prudent to test the tip on a calibration sample. In samples with

deposited molecules on a well understood substrate such as graphite, this is especially useful
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because spectra of the surrounding substrate may easily test the tip states.

At higher voltages, the voltage dependence of the transmission probability becomes more

significant, but it is typically a smoothly increasing monotonic function. Thus, it contributes

only a background (voltage-dependent) offset in the experimental density of states, the mag-

nitude of which may be reduced by choice of normalization (see page 21). This effect becomes

more significant above 1 V. Thus in practice, although Equation 2.10 is a good approxima-

tion, the constant of proportionality is somewhat voltage-dependent. A good visualization

of this may be found in Reference [47].

Experimentally, in a straightforward representation called point spectroscopy, the tip is

stopped at the point of interest, and the current (I) is recorded as the voltage difference

(V ) is swept within the desired range, corresponding to a range of energy states. These

data may be represented in a plot of I vs. V . The derivative, dI/dV , may be obtained by

either numerically differentiating the tunneling I-V curve or direct acquisition with the use

of a lock-in amplifier. For direct acquisition, a small sinusoidal voltage is added to the tip-

sample voltage. The tunneling current, which consequently has a sinusoidal modulation as

well, is converted to a voltage and connected to an input of the lock-in, where it is compared

with the source of the sinusoidal signal. The in-phase component of the current signal is

approximately dI/dV. The amplitude of the sinusoidal signal added to the tip-sample voltage

limits the energy resolution of dI/dV . Lock-in data presented in this thesis were obtained at

room temperature. We kept the amplitude of the sine wave at 24 mV, which is roughly kBT

at room temperature and less than the spectral energy resolution (∼100 meV, see page 22).

An example of an experimentally obtained spectrum for graphite appears in Figure 2.3(b).

With the output of the lock-in amplifier we may also construct a topographic map of the
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magnitude of dI/dV at a fixed voltage, such as a peak in the spectrum. This method, called

scanning tunneling spectroscopy (STS), maps the magnitude of dI/dV pixel by pixel. STS

may be extended beyond the mapping of spectral features at a single voltage by extracting

information from maps taken at different voltages simultaneously. An example of this is the

practice of mapping the high temperature superconducting energy gap [51, 52].

Normalization

We know that the differential conductance (dI/dV ) across the tunneling barrier depends

on the sample density of states (Eqn. 2.10). In addition, the tunneling current and thus

its derivative, depend exponentially on the distance between the tip and sample (Eqn. 2.4).

Because this z-dependence is a separate factor from the sample density of states, differences

in tip distance affect the experimentally acquired magnitude of dI/dV . Simply stated, the

magnitude of dI/dV is arbitrary because of this dependence on gap width. Comparison of

relative magnitudes, rather, is what is useful.

Thus, to directly compare spectroscopy taken at different tip distances, the data must

be normalized. Common normalizations for low voltages invoke simple scaling factors for

the dI/dV or current curves. For higher voltages, the choice of normalization is often

(dI/dV )/(I/V ), which also reduces the background from the voltage-dependence of the

transmission probability and thermal excitation of electrons over the barrier [53]. Thus, a

side by side comparison of I-V and dI/dV curves is inappropriate without a normalization

that considers the distance between the tip and sample at the time of acquisition.
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Energy resolution at finite temperature

At finite temperature, interpretation of spectroscopy must consider the thermal width of the

Fermi-Dirac distribution. Now, differentiation of Equation 2.7 gives, assuming again that

the density of states of the tip is independent of energy:

dI

dV
∝ ρt

∫
|M |2ρs(ϵ)

∂f(ϵ− eV )

∂ϵ
dϵ (2.11)

This integral is a convolution of the sample density of states and the derivative of the Fermi-

Dirac distribution, which smears the energy resolution in STM spectroscopy by 3.5kBT , the

full width at half maximum of the derivative of the Fermi distribution. At room temperature,

this results in a spectral energy resolution of about 100 meV. For operation at liquid nitrogen

and liquid helium-4 temperatures, the resolution is about 25 meV and 1 meV, respectively.

2.2 Practical considerations for STM

2.2.1 Tip material and fabrication

The choice of tip material is important for physical and practical reasons. We need a material

with a constant density of states so that tunneling spectra are easy to interpret with regard

to the sample density of states. In addition, the tip material must be fairly strong and

inert, minimizing damage from and chemical interactions with the sample and surrounding

environment. Two common materials used for STM experiments are the metals tungsten and

platinum. Tungsten is desirable because it is relatively strong and resistant to damage, but its

utilization is generally limited to UHV environments. This is because in ambient atmospheric
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conditions it develops a thin oxide layer that complicates interpretation of spectra. A more

inert metal that is more desirable in ambient atmosphere and modest vacuums is platinum.

In order to fortify the rather soft platinum tips, a platinum-iridium alloy is often used, with

Pt:Ir ratios equal to or near 80:20.

Tips originate from metal wire that is less than a millimeter in diameter, and fabrication

proceeds by mechanically cutting with hand cutters or electrochemically etching with acids.

Though tip materials are metal and have constant bulk densities of states, the electronic

properties of the tunneling region are what ultimately matter. Because the actual config-

uration of the tip orbitals at the apex are not in general reproducible and may cause the

tip to deviate from metallic behavior, one must test the tip in situ on a calibration sample

(e.g. gold or graphite). The tip should achieve desired spatial resolution and reproduce the

expected density of states of the calibration sample without noticeable convolution with tip

states.

2.2.2 Imaging of large adsorbates with STM

Quite often, STM examines very flat surfaces for investigation of bulk and surface states

of large crystalline solids (see for example Appendix C). As such, the introduction to the

imaging mechanism in Section 2.1.2 assumed this configuration. However, when features or

adsorbates protrude from the otherwise flat surface, geometric convolutions between the tip

and sample affect the image. If the radius of curvature of the tip, R, is much smaller than the

imaged object, then geometric convolutions of the tip shape and feature shape are negligible.

For flat surfaces where atomic corrugations are studied, the imaging mechanism is often a

single protruding atom or orbital, leading to an effective tip radius of ∼3 Å. By contrast,
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Figure 2.5: Examples of geometric distortions due to finite tip geometry. (a) Filament (black)
of diameter D is broadened when scanning with a tip of finite radius Reff , which includes

the tunneling gap width. (b) Broadening of a step edge due to finite tip radius. L is the
apparent length over which the step edge rises. This may be used to quantify the effective
tip radius.

when imaging large molecular adsorbates or other surface structures, a protruding atom is

not the sole imaging site. The geometry of the larger tip apex, approximated as a sphere,

causes a convolution of the tip shape with the object in the resulting image. Here I discuss

the effects more qualitatively, while leaving a more detailed discussion for Appendix A.

The lateral broadening of a molecular adsorbate is illustrated in Figure 2.5(a). Because

of its large radius of curvature, the tip detects tunneling current much sooner than an

infinitesimally small tip would. The edges of the adsorbate thus convolve with the tip radius.

In practice, we would like to fabricate a tip that has as small of a radius of curvature as

possible. Sharp step edges on calibration samples such as graphite serve as test features for

the tip (Fig. 2.5(b)). The height of the step edge is not susceptible to geometric convolutions,

so it serves as an accurate parameter. If the step edge is the height of a single atomic layer,

then it may be assumed that the top of the step is atomically sharp and at a right angle

to the bottom of the step. Now, the step edge is sharper than the tip, and the step edge

images the tip, rather than vice versa. The radius of curvature may be calculated from this

(Appendix A).
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In addition to straightforward geometric considerations when imaging adsorbates, the

effective tunneling gap changes from substrate to adsorbate, causing the tip to move closer or

farther to maintain the constant current. Two reasons for this are the different conductivity

for the adsorbate and a second tunneling gap between the adsorbate and substrate. The

quantitative analysis is more involved, but careful experiments with carbon nanotubes (CNT)

adsorbed on graphite have shown lateral broadening by as much as 50% for 10 nm CNT and

as much as 300% for 1 nm CNT [54]. In addition, this change in effective tunneling gap may

cause a change in the apparent height of the adsorbate. For this effect, CNT is again a well

studied system [55, 56], with typical observations of flattening being roughly 10% [44]. A

more detailed discussion of these and related tip issues is given in Appendix A.

2.2.3 Multi-tip artifacts

In the above discussion, we considered STM tips of spherical and conical symmetry, but

in practice, tips are imperfect and may have multiple apexes separated laterally by a few

or tens of angstroms. This leads to multiple imaging of the same atom or structure for

each tip (so-called ghost images), and the problem is particularly problematic when imaging

molecular adsorbates rising nanometers above the flat surface. Figure 2.6 shows a cartoon

representation of the phenomenon. Such height differences in adsorbates allow access to

multiple tips that may be located nanometers vertically up the tip cone where they would not

be accessible by flat surfaces. When the multiple tips are located close enough laterally, the

multiple images of the same object can overlap, appearing more as a single image distortion

rather than separate images. Also, if the multiple tips have different geometries or electronic

properties, ghost images can appear to be slightly different.
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Figure 2.6: Cartoon of a multitip imaging artifact, in this case a double tip. For imaging of a
flat surface and adsorbates with short height, only one tip images, resulting in the predicted
topograph. (b) For a larger adsorbate protruding high enough for the second tip to image,
the topograph shows the adsorbate imaged twice.

Tip fabrication methods that promote smooth and narrow tip cones reduce the probability

of this effect. Usually the problem is less prevalent for electrochemically etched tips than

mechanically cut tips, particularly if the etched tip has a subsequent smoothing stage of ion

beam milling. For the majority of tips that we used to scan microbial nanowire adsorbates, we

used electrochemically etched Pt:Ir tips and found the occurrence of multi-tips to be reduced

versus mechanically cut tips. In addition, this reduces the broadening effect discussed in

Section 2.2.2.

2.2.4 Vibration isolation

During STM operation, the position of the tip relative to the sample should remain stable.

Vibrations of the tip and sample compromise the high resolution of the technique, as rela-

tive tip motion due to vibration is misinterpreted by the controller as physical topography.

Because of the current’s exponential dependence on distance, even very small amplitude vi-
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brations are problematic. To maintain good surface topography, the amplitude of vibrations

that reach the tip and sample should be an order of magnitude less than the required ampli-

tude of height differences on the sample. In atomic resolution, for example, the corrugation

amplitude is ∼10 pm, requiring vibration amplitudes on the order of 1 pm [57].

The primary sources of vibrations in STM experiments are those transferred to the micro-

scope from the building, which vibrates from human activity, such as walking and shutting

doors, as well as from machinery operating at frequencies near line AC voltage. These types

of vibrations are typically 5–100 Hz, and express higher amplitudes on higher floors of the

building, where the bending of the walls of the building amplifies the vibration. Additional

vibration sources from human activity include acoustic vibrations. Human speech in nor-

mal conversation is ∼250 Hz, the same order of magnitude as building vibrations. Higher

frequency acoustic vibrations from machinery or other activity may also be present in the

lab.

The implementation of vibration isolation for a model STM system considers the global

coupling of the tip-sample distance to external vibrations. Common isolation techniques

divide this coupling into two stages. In the first stage, a rigid scan head connects the tip

and sample, thereby isolating their separation from low frequency vibrations. The scanning

mechanism is also attached to this rigid support and retains control over the relative tip-

sample motion. The second stage isolates the rigid scan head itself from excitations of its

high resonance frequencies. Consequently, this also isolates the tip and sample from their

respective high frequency resonances. The best designs for this stage have supports with

excitation frequencies lower than building vibrations, which are in turn much lower than

the resonance frequencies of the rigid scan head. This means the support ought to be quite
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massive and isolated from the building by a spring-like system with a small spring constant.

Visualizations of these suspension systems may be found for our specific microscopes, in

Figures 2.7 and 2.8. As a quantitative example, a scan head lowest frequency normal mode

of 2,000 Hz coupled with a support frequency of 2 Hz leads to a transfer function of -120 dB,

sufficient for atomic resolution [58]. Furthermore, scanning probe microscopes often reside

on the bottom level of the building, where vibration amplitudes are smallest to begin with.

Each of the two primary stages here may have additional stages to improve isolation.

For example, the rigid scan head sometimes integrates an Eddy dampener. For cryogenic

experiments, the low resonance support may require enhancement via a double spring stage

for sufficient dampening, rather than a single. Pneumatic spring stages can reduce the reso-

nance frequency of the support to as low as 1–2 Hz. Finally, to isolate the microscope from

acoustic vibrations transmitted through the air, it is often sufficient to place the experiment

in a sound proof room.

2.3 STM Experimental Setup

Primary goals for any design of a scanning tunneling microscope system are good signal am-

plification with low vibrational and electrical noise. Atomic resolution imaging and precise

tip placement require angstrom scale lateral control over the relative tip and sample motion.

The exponential dependence of the current magnitude requires dynamic control over the

tip-sample spacing that is an order of magnitude better, and implementation of a vibra-

tion isolation system minimizes external perturbation of this distance (Section 2.2.4). The

careful and precise approach and scan mechanisms invoke piezoelectric elements, materials

for which a voltage drop occurs when the material is compressed or stretched. Conversely,
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the application of a voltage to a piezoelectric material induces compression or stretching.

Voltage-controlled piezo elements are common ways of manipulating relative tip and sample

motion with high precision. Design characteristics addressing vibrations, approach, and scan

environment are addressed in separate sections for the two STMs used in my experiments.

A third section discusses the nature of the tunneling feedback loop, which is schematically

the same for the two microscopes.

2.3.1 Nanosurf Easyscan STM

Though the Nanosurf was not my primary STM, I used it for much of the investigation of

graphite artifacts described in Chapter 4 and work with CeTe3 discussed in Appendix C. A

schematic of the commercial Nanosurf Easyscan is shown in Figure 2.7. The sample is affixed

to a conducting cylinder that rests on very smooth rails, while the tip is held in place by a

conductive clamp that doubles as the tunneling current lead. A linear piezo motor slowly

approaches the sample holder toward the fixed tip via a slip-stick vibration waveform. In a

slip-stick approach mechanisms, one direction of oscillation is fast enough to overcome static

friction, thus slipping along the sample holder. The motor slips along the sample holder in

the part of its period that moves away from the approach direction. In the other direction of

oscillation, the speed is such that the motor sticks to the sample holder pushes the sample

forward. The smooth rails on which the sample holder rests allow it to glide smoothly as

the motor pushes it along toward or away from the tip. Electrical contact via the rails and

sample holder keeps the sample at ground, and the voltage is applied to just the tip.

The compact size and rigidity of this design are advantageous for high resolution. Three

piezoelectric blocks—one for each coordinate—scan the tip in the x and y (lateral) and
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Figure 2.7: Schematic of the Nanosurf Easyscan STM design out of the box and with vi-
bration isolation in our lab. The compact size and stability allow convenience and high
resolution.
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z (transverse) directions. The geometry of the piezo blocks means that their vibrational

excitation modes are very high, and the spatial resolution is thus quite good. The trade-off

is a scan range that is limited to just 500 nm x 500 nm. Another disadvantage is that the

three independent piezo blocks in x, y, and z experience thermal fluctuations independently

of each other and of the sample. The inhomogeneous expansion and contraction from this

causes the microscope image to have a high propensity for thermal drift, in which the tip

drifts in an uncontrollable way. Thus the image is not reproducible from one scan to the

next when the rate of thermal drift is significant. Isolation from convection with the ambient

environment via a small plastic cover reduces this effect somewhat.

The Nanosurf Easyscan is a so-called pocket or table-top device because of its compact

size. Vibration isolation may be implemented on the table top surface (see inset, Fig. 2.7).

We do so with two stages. The first stage is a rubber stack, included from the manufacturer.

Typically, rubber damping stages suppress high frequencies but are unreliable for frequencies

below 50 Hz [59]. The suppression of lower frequencies may be achieved with an additional,

single spring suspension stage. For this, we place the microscope on a platform supported

by four equivalent springs on each corner. The mass of the provided marble block reduces

resonant frequencies of the entire system, and we add mobile lead weights to further dampen

vertical oscillations in the system as well as oscillations in the platform itself.

In order to control the experimental environment, we place the STM in a plastic glove

bag through which we flow a steady stream of dry nitrogen. This allows us to use this

conveniently located and quick-loading microscope to study some materials that otherwise

react to the presence of oxygen or moisture. To cleave surfaces such as CeTe3 in a clean

environment (Appendix C), we installed an optical microscope in the glove bag to assist in
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cleaving in situ.

2.3.2 Besocke style cryogenic STM

While the table-top STM discussed above is convenient for quick sample characterizations as

well as some experimental data runs, its small scan range and pervasive thermal drift limit

its applicability. Moreover, cryogenic and room temperature experiments under vacuum are

impossible with the table-top device. Therefore, we performed most of our STM experiments

with a Besocke [60, 61] style scan head in a system with cryogenic capabilities (Fig. 2.8).

In Besocke’s design, the sample is attached to a sample disk that rests upside down on

three carrier piezo tubes. These tube-shaped piezos move by application of voltages through

separate metal contacts to each of the four circumferential quadrants of the tube. A voltage

on one side contracts that quadrant, while a voltage of opposite polarity on the opposite

quadrant stretches it. The net effect is that the tube bends, and superposition of voltages

among the four quadrants allow 360◦ of motion. A rough schematic of the way the tubes

bend is shown as part of Figure 2.1. Each carrier tube supports the disk on one of three

ramps machined into the disk. The approach mechanism is again a slip-stick waveform. In

this configuration, the carrier piezo tubes are oscillated in a direction following a tangent to

the circular sample disk. The net effect is that the disk rotates, and because of the ramps,

it also moves vertically. The length of the ramp is much greater than its maximum height,

so large rotational motion translates into much smaller vertical motion. Thus, the sample

approaches the tip quite slowly. Electrical contact to the sample via a wire running through

the center of one piezo tube applies a voltage to the sample relative to the grounded tip. In

addition to approach, the carrier piezo tubes may also be used for coarse lateral positioning
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Figure 2.8: Schematic of the homemade Besocke-style STM in our lab and vibration isolation
scheme. The design is mechanically and thermally stable. It possesses a larger scan range
and much less thermal drift than the x-y-z block design. Our scan head may be mounted
on the end of a long stick and advanced to the center of a helium-3 refrigerator under high
vacuum.

of the sample relative to the tip when the sample is not in scan range.

The tip is attached to a fourth, identical piezo tube beneath the disk, pointing up towards

the sample. Four-quadrant voltages scan this center piezo tube in the way voltages move

the carrier piezo tubes. To adjust the tunneling gap, a uniform voltage applied to both the

inner and outer radii of the scanning tube on all quadrants moves the tip perpendicularly to

the sample. The sensitivity and length of the piezo tubes used in our home made Besocke

scan head allow a maximum scan range of about 5 µm x 5 µm. Thermal drift is quite small,

even when operating in ambient environment. Because the three carrier piezo tubes and the

fourth scanning piezo tube are all the same size, material, and orientation, any expansion
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or contraction from thermal fluctuations is roughly the same for all four tubes. Thus, drift

in the tip compensates a matching drift in the sample. Operation in vacuum decreases the

drift ever more, as this impedes convection currents from reaching the scan head.

High Vacuum Chamber

The scan head is placed in a high vacuum chamber integrated with a cryogenic Dewar. It

attaches to the end of a long stick that extends down to the center of the Dewar, which

houses a helium-3 refrigerator. I will not give any data from experiments performed on pilus

nanowires while the STM operated at low temperature. However, in Appendix C, I show

low temperature data for the charge density wave material, CeTe3, and I also give a more

detailed discussion of the helium-3 refrigerator there.

We can pump the sample space down to high vacuum for operation at any temperature.

Under ideal conditions, we can reach 10−7 torr with the use of a turbo pump. Often,

for room temperature experiments, the scan head remains sealed atop the Dewar for easy

access, rather than pushed down to the center. This does not compromise the quality of the

vibration isolation. For some experiments at room temperature, we operate under inert dry

nitrogen gas. In this case, the chamber may be purged of oxygen with nitrogen and operated

with a constant, low flow of nitrogen gas.

A two stage pneumatic spring mechanism isolates the Dewar from building vibrations.

The Dewar rests on one rack, coupled via the first pneumatic spring stage to a separate rack

loaded with lead bricks. The second rack is coupled to the second pneumatic spring stage.

The addition of mobile lead bricks allows adjustments for balance and added weight. Place-

ment of the suspension in a sound proof room reduces higher frequency acoustic vibrations,

and the Dewar itself helps dampen acoustic modes when the microscope is inside.
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2.3.3 Preamp and Feedback loop

The picoamp and nanoamp tunneling currents require a current amplifier to amplify and

convert the small current to an appreciable voltage. Input capacitance from the coaxial

cables is a significant source of noise, so the preamp should be located as close to the tip

as possible. For cryogenic STM, it is not possible to place most amplifiers right next to

the tip because they freeze out at low temperature. Vibrations in the cables connecting

the tip to the preamp cause small changes in capacitance and thus an emf source for noise.

Additionally, input noise exists at the coaxial connections themselves. For this reason, very

low noise preamps or preamps with active elements that operate at cryogenic temperatures

are used [62]. The preamp sensitivity of our home made Besocke STM is 109 V/A.

Following amplification, the feedback electronics compare the output voltage of the

preamp with the tunneling current set point. After evaluating the difference between these

two signals, the feedback applies an appropriate output voltage to the scanning piezo. This

feedback voltage adjusts the z offset to bring the error signal down to zero. If the current is

higher than the set point, the tip retracts; if it is lower than the set point, the tip advances.

Two gain modes in the feedback circuit adjust the error signal—proportional gain and

integral gain, or time constant. The proportional gain amplifies the error signal to improve

the response of the feedback voltage. However, transient effects in the electronics do not

allow for immediate compensation. At high gain, and thus larger error signal, the rapid

response may cause the feedback voltage to oscillate. To prevent this, the feedback also

integrates the signal over a period of time determined by the time constant. While the

response is best for independently highest proportional gain or smallest time constant, the

dual necessity of quickest response to topography and stable feedback voltage requires these
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to remain finite. The user controls both proportional and integral gains during operation of

the experiment.

2.4 Atomic Force Microscopy

The high resolution imaging capabilities of the scanning tunneling microscope are often pow-

erful enough to image atomic lattices, but the requirement of a conducting surface bounds its

applicability. For high resolution imaging of insulating surfaces, Binnig et al. [27] developed

the atomic force microscope (AFM). Much of the practical implementation, such as the scan

head and vibration isolation, is similar to STM. Sensitive to the forces between a sharp tip

and surface, it is also capable of force spectroscopy, in analogy to the STM’s sensitivity to

electronic energy spectroscopy. Forces detected include van der Waals (vdW) forces, elec-

trostatic forces, magnetic forces, and friction. The most widely used application, however,

is topographic surface imaging, which has found widespread use as a characterization tool

for samples from many fields of science.

The AFM apparatus (Figure 2.9) consists of a hard sharp tip attached to the end of a

cantilever. Because the tip need not be conductive, it is made of much stronger non-metallic

materials, such as silicon nitride. The tip is brought toward the sample surface where it

experiences the interaction forces mentioned above. For routine topographic imaging, the

tip is 1–10 nm away from the surface, and the forces that dominate here are the attractive van

der Waals interaction and then, as the tip comes very close to contact, the repulsive atomic

force between atoms (Fig. 2.10(a)). These forces range from 10−9 N at 1 nm separation down

to 10−13 N at 100 nm [57]. The minimum amount of force required to displace a typical

cantilever is 10−18 N [27], so vdW forces provide sufficient and significant deflection of the
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Figure 2.9: Basic schematic of an atomic force microscope having a laser-reflected detection
mechanism.

tip for imaging even at large separation. Other, long range forces, such as the electrostatic

or magnetic may be present, but at distances on the order of 10 nm the van der Waals force

dominates. For the related electrostatic force microscopy and magnetic force microscopy,

the tip is situated much farther away, in the 100 nm range where these forces dominate over

short range forces.

For all experimental modes, the interaction forces between the tip and sample deflect

the cantilever. While several deflection detection schemes exist, we used a quite common

design. A laser beam bounces off a mirror attached to the back of the cantilever, into a four-

quadrant photo detector that senses the motion of the beam. Typically, laser deflections of

less than an angstrom may be detected. For routine imaging, we used a commercial AFM

and controller from Dimension Instruments, in the Keck Microfabrication Facility at MSU.
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For electronic transport experiments we used an AFM equipped with a conductive probe (see

Section 2.4.2, Chapter 6), from Asylum, in the lab of Professor Pengpeng Zhang at MSU.

2.4.1 Modes of Imaging

Images in AFM topography may be constructed in a few different ways. The choice of imag-

ing mode depends on the properties of the sample and the desired signal quality. Common

imaging modes are discussed in the following paragraphs. First is contact mode, which,

though less common now than in the early days of AFM, serves as an illustrative example of

how cantilever deflection and feedback interact. Then we will discuss types of non-contact

mode. First is amplitude detection, where the cantilever is driven slightly off-resonance,

and changes in amplitude of the deflection determine the image. Thereafter, we will discuss

tapping mode, which minimizes tip and sample interactions.

To first consider contact mode imaging, recall that the interaction mechanism in AFM

is the force the tip experiences from the sample, and the detection mechanism measures

cantilever deflection caused by this force. The most straightforward imaging mechanism—

though not the most widely used—is analogous to constant current STM. As the tip scans

the surface topography, the photo detector measures the deflection of the cantilever, and a

feedback mechanism retracts or advances the tip to compensate for these deflections. Similar

to constant current STM, a topograph of the constant force feedback voltage represents the

surface topography. Because surface features effectively reduce the tip-sample distance, a

corresponding increase in the interaction force causes the feedback mechanism to retract

the tip to compensate. The opposite happens for dips in the surface topography. This

mode of imaging is referred to as contact mode or dc mode. It is limited by the fact that
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the signal to noise ratio (SNR) is quite low for the small surface deflections on the sample.

Moreover, maximizing the SNR requires the tip to be very close to the surface, increasing the

interactions and often damaging the tip and possibly the sample. For soft organic samples,

the tip can tear the molecules or become contaminated.

By contrast, the AFM cantilever’s vibrational characteristics provide a more sensitive

metric for the interaction. In non-contact mode, or ac mode, the cantilever is modeled as

a one-dimensional beam, weighted with the tip, and it is driven at or near its resonance

frequency (Figure 2.10(b)). When using amplitude detection as the feedback signal, the can-

tilever is driven slightly off resonance. The force between the tip and the sample dampens the

oscillation. Changes in the damping force, due to changes in topography, shift the resonance

frequency so that the drive frequency becomes off-resonance. This causes a significant reduc-

tion in the amplitude of oscillation. Because the frequency is near resonance, the amplitude

change detected by the photo detector is quite large (Fig. 2.10(b)), larger than a deflection

caused by the surface topography directly in contact mode. Thus, the SNR is much greater

than in contact mode. Because the cantilever was driven off resonance, the feedback can

distinguish increases or decreases in height as either an increase or decrease in the amplitude,

respectively (Fig. 2.10). In practice, the feedback mechanism keeps the oscillation amplitude

constant, and it is important to find a sharp resonance peak before beginning the experiment,

a process called tuning. An alternative implementation of non-contact mode is frequency

modulation [63], where the feedback adjusts the drive frequency to keep the phase constant.

For the imaging in this work, however, we used amplitude detection in tapping mode.
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Figure 2.10: (a) Sketch of the potential versus distance between the AFM cantilever and
sample surface. Depending on mode, the microscope may be operated at z > z∗ (non-
contact mode); z < z∗, U > 0 (contact mode); z < z∗, U < 0 (tapping mode). (b) Sketch of
cantilever deflection and phase as a function of frequency. Amplitude deflection mode (Point
1) is operated slightly off resonance so that the direction of deflection may be detected.
Frequency modulation (Point 2) and phase modulation modes are operated on resonance.

Tapping Mode

A modification of non-contact mode called tapping mode is useful when the sample is sensi-

tive to lateral dragging forces from scanning (such as for soft, biological molecules) or when

operating the AFM in ambient conditions, where thin layers of water develop over most

samples [64]. This water layer may cause the tip to stick to the surface while scanning, be-

having in an unpredictable way. In tapping mode, the amplitude of the driving force is large

enough that the tip only interacts with the surface near the bottom of its oscillation cycle.

As the tip nears the sample, it feels the damping force, and the feedback mechanism keeps

this constant as in the non-contact modes discussed previously. This technique provides

high signal to noise ratio and minimizes lateral forces on the tip and sample. For routine

imaging on the Dimension Instruments AFM, we have carried out experiments in ambient

environment and have employed tapping mode.
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2.4.2 Conductive Probe AFM

An atomic force microscope equipped with a conductive probe (CP-AFM) adds electronic

measurement capability. Cantilevers are fabricated in the usual way and then coated with

a metal, such as gold or platinum. A voltage is applied across the tip and sample, and

the current is read through a current-voltage preamplifier. The ability to spatially resolve

changes in electronic properties is limited by the resolution of the AFM itself, which is in

general poorer than STM for experiments in ambient conditions and for laser-reflected AFM

designs. However, the CP-AFM does have an advantage in that the forces between the tip

and sample during electronic spectroscopy are quantifiable and controllable [65]. The force

feedback mechanism allows the pressure applied by the tip to be held constant, which is

especially useful for soft samples, such as biological samples, that are sensitive to tip forces.

STM is preferable for experiments on homogeneously conducting samples in which high

resolution of the spatial variation of the sample density of states is desired (Chapter 5). If

the sample has both conducting and insulating regions, or the resolution of STM is unnec-

essary, CP-AFM is useful for locating and identifying conducting molecules and performing

electronic measurements (Chapter 6).
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Chapter 3

Geobacter sulfurreducens

The metal reducing bacterium, Geobacter sulfurreducens has in recent years received much

attention for evidence of the use of pilus nanowires to deposit electrons outside the cell

during respiration [1]. Respiration is the process by which all cells produce energy. G. sul-

furreducens is a member of the family Geobacteraceae, the predominant family of microbes

in anaerobic environments where Fe(III) oxides are reduced to Fe(II) as they receive waste

electrons [66, 67]. Specifically, the species G. sulfurreducens has been the subject of much

experimental investigation because it is genetically tractable [68]. In other words, a complete

genome is available, and protocols exist for genetic modification, such as replacement of tar-

get amino acids (Section 3.3). These substitutions are common tools by which the geneticist

may experimentally alter function and structure at individual sites while keeping all others

constant.

In this chapter, I give an elementary overview of the Geobacter sulfurreducens respiratory

system, concentrating on the pilus nanowires in particular. The pilus structure is explained

in Sections 3.3 and 3.4. Motivated by work in the Reguera lab, I will discuss the hypothesis
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that electron transfer (ET) occurs along the protein matrix, rather than via cytochromes

or other proteins with embedded metal atoms (metalloproteins). Possible mechanisms of

electron transfer along the protein matrix are then discussed in the remainder of 3.4.

3.1 Elementary cell respiration

Vital to a cell’s activity is the process of respiration, whereby nutrients are converted into

usable energy in the form of Adenosine triphosphate (ATP), the “energy currency of life.”

Among the most important functions for which cells use ATP are motility and division, as

well as the biosynthesis of DNA, RNA, and proteins. These functions break down the ATP

into its precursors, which are then recycled.

The reactions occurring while the nutrient sources break down create a potential gradient

across the membrane, which in turn drives a molecular motor to produce ATP. Correspond-

ingly, electrons must leave the cell to conserve charge. They exit via the so-called electron

transport chain, which is composed of several electrically active molecules. Many of these

are metalloproteins, which are proteins with bound metal atoms (metal cofactors). The con-

clusion of the transport chain is a foreign terminal electron acceptor, a molecule that has a

reaction potential for which the molecules in the ET chain have evolved. In aerobic respira-

tion, the preferred mode in human cells, this terminal electron acceptor is molecular oxygen.

The electron allows the O2 molecule to bind to a carbon atom from glucose to produce CO2

waste. Anaerobic respiration, in contrast, must proceed in the absence of oxygen, often using

external metal oxides as terminal electron acceptors. The anaerobe Geobacter sulfurreducens

breaks up an electron donor, such as acetate or hydrogen, producing the potential gradient,

and then may use electron acceptors such as Fe(III), U(VI), S, or other chemical species
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with appropriate reduction potentials. Typical anaerobic electron transport chains invoke

cytochromes and other metalloproteins.

3.2 G. sulfurreducens respiration

Geobacter sulfurreducens is an anaerobic organism that completes its electron transport chain

in its native environment by reducing Fe(III) to Fe(II) (Fig. 3.1). Some oxides are soluble

and may be reduced in the periplasmic space (the space between the inner and outer cell

membranes), but others are disperse and insoluble [69, 70]. Utilization of these insoluble

oxides as terminal electron acceptors requires a mechanism for transferring electrons to

the outside of the cell. This extracellular electron transfer may be facilitated by proteins

embedded in the outer membrane of the cell, and indeed there is evidence that common

outer membrane c-type cytochromes [71] and other metalloproteins [72], contribute to this

process.

However, several experiments have made it clear that the type IV pili in G. sulfurre-

ducens are also necessary for an efficient pathway to extracellular terminal acceptors and

hence healthy cell metabolism [1]. Pili are filament-like appendages with diameters of 2–

10 nm and lengths of microns (Section 3.4.1). The most straightforward evidence is that

genetically modified mutants lacking the ability to build the pilus were grown in the presence

of insoluble Fe(III) oxides and were unable to reduce them, thereby severely impeding cell

growth. Another study, relevant to G. sulfurreducens bioremediation capabilities (Chap-

ter 1), showed that wild type cells (the type found in nature) producing pili were able to

reduce significantly more U(VI) than the mutants lacking pili [12]. Suggestive that the pili

additionally transfer electrons from cell to cell is that when stressed by sub-optimal growth
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Figure 3.1: Simplified cartoon of the electron transport chain in Geobacter sulfurreducens.
Establishment of proton gradient for ATP production results in shuttling of electrons outside
the cell through a series of metalloproteins and quinones in the periplasm. The terminal
electron acceptor, in this case Fe(III), accepts an electron from either an outer membrane
bound cytochrome or the electronically conductive pilus.

temperatures, the cells tend to grow more pili [1]. Analysis of biofilms on fuel cell electrodes

is consistent with the possibility of inter-cell transfer. As the biofilm grows, electronic effi-

ciency of the outermost cells remains constant. For this to occur, they must be maintaining

electrical access to the electrode despite the fact that they reside many layers away. More-

over, the spacing between cells suggests length scales of long pili rather than the intimate

contact that metalloproteins would require [13, 14].

As demonstrated, several pieces of evidence in biological studies have suggested that the

pili are an important part of the electron transport chain. As such, individually examined

pili should be electrically active. Previous CP-AFM current measurements of pili verified

transverse conductivity across the diameter of the pilus between the AFM tip and a con-

ducting graphite substrate [1]. Possible mechanisms of this conductivity will be discussed

in Section 3.4, and the proposal of further experiments examining the conductivity will be
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discussed in Section 3.4.4.

3.3 A primer on protein structure

Proteins are molecular tools and machines that are essential for nearly all life processes.

The cell synthesizes proteins such that their specific composition and folding profile define a

specific function. A protein is a linearly polymerized chain of smaller molecules called amino

acids. The assembled polymer, called a polypeptide, is composed of a heterogeneous sequence

of amino acids from twenty distinct types that the cell produces for protein synthesis. Each

amino acid has a unique side-chain, also called a residue, and the specific arrangement of

these is essential to the protein’s function and inter-protein interaction. The side chains are

attached to the backbone, common to all amino acids, and the site at which they covalently

bond to their neighbors in the peptide. (Fig. 3.2(a)). The assembly of the backbone, and

the unique residue sequence, may be referred to as the primary structure of the protein.

The cell’s DNA encodes for twenty distinct amino acids for use in protein synthesis. Most

are composed entirely of carbon, hydrogen, nitrogen, and oxygen, while two also contain

sulfur. The functional component giving each amino acid its unique properties is called the

residue. These may be charged or neutral, and some are polar. Several contain aromatic

residues, which are stable carbon rings with unsaturated bonds, allowing for the presence of

delocalized electron states. This will be important in the discussion of electron transfer in

Section 3.4.3.

A hierarchical description of protein structure is useful. The sequence of amino acids in

the polypeptide is referred to as the primary structure. Secondary protein structure refers

to the folding of proteins into regular geometric shapes, stabilized by hydrogen bonds across
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non-neighboring residues, sometimes in a periodic manner (Fig. 3.2(b)). Common secondary

protein structures are the α-helix and β-sheet. The α-helix is a right-handed coil in which

residues form bonds with each other across neighboring turns of the coil. The periodicity

is defined by 3.6 residues per turn, which, with the multiple hydrogen bonds, results in a

very rigid structure. Another common secondary structure, the β-sheet, is a set of laterally

bonded β-strands—straightened peptide series of 3–10 residues. The next order of folding,

tertiary structure, describes the actual three-dimensional placement of the sub-structures

(Fig. 3.2(c)). It describes, for example, the relationship of two different local α-helices

to each other in space. Physically speaking, secondary and tertiary folding minimize the

conformational energy of the polypeptide. Ultimately, evolutionary pressure has selected

the amino acid sequence leading to higher order folding and thus a specific and optimal

protein function. In quaternary structure, inter-protein interactions are invoked to assemble

a structure composed of multiple protein subunits (Fig. 3.2(d)). For example, several α-

helical subunits may assemble into a filamentous structure. In concert, the entire hierarchy

of protein structure determines the unique functions and properties of each protein.

3.4 Possible mechanisms of electron transfer

The long-range electron transfer mediated by the pili of Geobacter sulfurreducens requires an

understanding of electronic structure at the molecular level. In this section, I discuss common

mechanisms of biological electron transfer and provide some speculation on how these may

be subsets of the novel mechanism in G. sulfurreducens pilus electronic structure. Because

protein structure—particularly the configuration of local electronic states resulting from

higher order structure—is a significant determining factor in electron transfer, Section 3.4.1
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Figure 3.2: Hierarchy of protein structure. (a) Primary structure consisting of a linear
polymer of amino acids. Highlighted is tyrosine, which has an aromatic side chain. (b)
An example of secondary structure, in this case an α-helix. An atomic stick model is su-
perposed with the ribbon representation. (c) Examples of tertiary structure. PAK pilin
subunit (upper) and horse heart cytochrome C (lower). (d) Quaternary structure. Pic-
tured here is the PAK pilus, assembled from multiple pilin subunits. (Part (d): Adapted
by permission from Macmillan Publishers Ltd: NATURE REVIEWS MICROBIOLOGY
(nature.com/nrmicro) [3], copyright 2004)
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discusses the pilus macromolecular structure. Section 3.4.2 discusses common metalloprotein

contributions to the electron transport chain of anaerobic microbes. Finally, Section 3.4.3

discusses the feasibility of electron transport in the absence of any metals, along the proton

matrix itself.

3.4.1 The structure of G. sulfurreducens pili

The pili of G. sulfurreducens belong to the type IV class of bacterial pili, which express

a quaternary assembly of pilin subunits. The pilin subunit in Geobacter is composed of a

∼60 residue α-helical hydrophobic tail with a short hydrophilic head group (Fig. 3.2). Pilin

polymerization is promoted by the hydrophobic attraction among the α-helix tails, and pilin

assemble into a larger helical fiber that has a diameter of 2–5 nm. It is possible that the

quaternary structure is such that orbitals or bonds are situated to optimize electron transfer

upon assembly.

3.4.2 Electron transfer in metalloproteins

Electron transfer outside of the cell of anaerobic organisms may proceed via c-type cy-

tochromes or other metalloproteins—proteins with bound metals. Despite observed metal-

loprotein participation in G. sulfurreducens electron transfer [1], the pili are an integral part

of the electron transport chain, as discussed in Section 3.2, which is the reason they are

referred to as microbial nanowires. In other reported microbial nanowires, the pilus acts as

a scaffold for c-type cytochromes or other metalloproteins arranged in a filament-like mor-

phology [73, 74]. To investigate the possibility that the pili may contain metal cofactors,

work in the Reguera lab has analyzed the composition of the purified pili and concluded that
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there were no metals present (discussed below).

Purification of the pili [75] removes cellular material and biological debris except the

pili themselves, which are then suspended in fluid. Preparation of purified samples removes

residual metals from metalloproteins elsewhere in the cell, so that metals do not contami-

nate analysis of the pilus composition. The presence of pili in purified samples was verified

by SDS-PAGE, confocal laser scanning microscopy (CSLM), atomic force microscopy, and

transmission electron microscopy (TEM). In SDS-PAGE, molecules in solution are separated

according to their charge to mass ratio, which is often sufficient to distinguish proteins.

CSLM is an optical microscope that detects fluorescence from molecules attached to anti-

bodies only binding to proteins of interest, in this case binding to sites specific to the pilin

subunit. AFM and TEM characterizations further confirmed the presence of pili with little

contamination.

Experiments performed in the Reguera lab have eliminated the possibility that metal

cofactors are responsible for the conductivity of the pili [75]. Inductively coupled plasma

atomic emission spectroscopy (ICP-AES) measured the occurrence of metal atoms in parts

per million, and found only trace amounts metallic elements. This suggests that pilus con-

ductivity occurs along the protein matrix itself.

3.4.3 Electron transfer in protein matrix

Electron transfer may proceed along the pilus protein matrix itself, as evidenced by previ-

ously discussed biological studies (Section 3.2). Although protein conductivity across such

long distances is unprecedented, multistep tunneling processes allow transfer of electrons over

more modest distances, as large as 35 Å [16]. While metalloproteins and metal cofactors
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commonly participate in the ET processes discussed here, recent studies have shown that

amino acids can contribute directly to electron transfer in the absence of any metals [76, 77],

perhaps a partial explanation for the finding that there are no metals in the G. sulfurreducens

pili (previous section).

A generalized model of an electron tunneling from one site to a second may be described

by a double well potential, shown in Figure 3.3(a). The electron is situated at the donor

site (D), separated by a potential barrier from the acceptor site (A). Electron transfer events

depend on direct or resonant tunneling between the two wells or activation over the barrier

(hopping). For a symmetric well, average occupation at the two sites is equal. In organic

electron transfer, the donor and acceptor sites must be in thermodynamic equilibrium. Thus

a proper treatment considers positions of the ions, referred to as the nuclear coordinates.

For this reason, the reduction in the Gibbs free energy for a transfer reaction describes what

is referred to as the driving force, ∆G0. Nuclear motion, as well as reduction and oxidation

potentials of the acceptor and donor define the driving force. Marcus theory [78] has been

quite successful in describing this process semiclassically, where for non-adiabatic transitions,

the rate of electron transfer is given by:

kET =
2π

~
∣∣HDA∣∣2
︸ ︷︷ ︸

1

1√
4πλkBT

exp

−
(
λ+∆G0

)2
4λkBT


︸ ︷︷ ︸

2

(3.1)

For the analyses of SPM data presented in this dissertation, however, we shall concern

ourselves only with the implications of Factor 1 above, for which HDA is the electronic

coupling matrix element. I will briefly note here, though, that in Factor 2 above, λ is the

reorganization energy, which is the energy difference of the nuclear configurations between
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Figure 3.3: Schematic of two-site biological electron transfer reactions in the form of a
double-well electronic potential. Upper: symmetric; Lower: asymmetric.

the initial and final states, due to the presence or absence of the transferred electron. The

total reorganization energy is a sum of inner and outer sphere contributions, essentially

the vibrational and solvent, respectively. The former is often approximated by a harmonic

oscillator potential (Fig. 3.3(b)), and the latter demonstrates an influence of the solvent on

transfer rates. Thus the nuclear coordinates must also be in resonance for an electron to

tunnel. A conclusion from Equation 3.1 is that the transfer rate has a maximum when the

driving force equals the opposite of the reorganization energy. From here on, we shall concern

ourselves only with Factor 1. If we assume fixed D and A positions relative to the rest of the

protein matrix, then Factor 1 incorporates the D-A distance dependence and temperature

dependence of the electron transfer rate.

For fixed D and A positions the coupling HDA ∝ e−βr [79], where r is the distance

between D and A. The decay constant, β, is determined by the character of the protein matrix

between D and A, called the bridge (B), and the electron is transferred via superexchange
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tunneling. In the field of biological ET, superexchange does not refer to the solid state

definition of spin coupled process, but rather describes a process by which the intervening

bridge molecules enhance the coupling between D and A without specific regard to spin.

Here, we ignore the details of the intervening medium and focus on typical resulting transfer

distances cited in the literature. Typical β-values range ∼1.0–1.4 Å−1, but the dominant

variable is the D-A separation. Because the rate decays exponentially with separation, as the

distance increases, the rate will eventually become too slow to be biologically relevant. This

means that although tunneling still occurs, albeit at a lower probability, the flux of electrons

is too small to be useful in the biological process. Approximations for the fundamental

distance limit for tunneling range from 14 Å [80] to 20 Å [76].

The maximum distances that the related process of multistep tunneling can achieve often

eclipse those of superexchange tunneling. In multistep tunneling, the electron resides on in-

termediate states momentarily before moving on to the acceptor, contrasting superexchange

where intermediate orbitals simply change the decay rate of a single coherent tunneling

event. One class of these processes is electron hopping along aromatic side chains, with

several experimental findings reported. In one set of experiments [81], substitution in an

ET peptide of an aromatic residue decreased the transfer rate across the maximum 20 Å

distance by a factor of 20–30 versus the protein with a non-aromatic knockout substitution,

suggesting that tunneling would remain biologically relevant across farther distances. Other

experiments have corroborated aromatic hopping assistance, commonly via residues from

the amino acids tryptophan (Trp) or tyrosine (Tyr), and sometimes associated with proton-

coupled electron transfer [82, 83, 84, 85, 86, 87]. Electron transport via a multistep hopping

mechanism allows transfer distances as far as 35 Å [16].
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If electron transfer were to proceed along the protein matrix in the pili of G. sulfurre-

ducens then it is feasible that it would involve superexchange or hopping processes. A

preliminary model of the pilin subunit shows aromatic Tyr residues situated with a spac-

ing of 2–12 Å [88], a distance that favors electron transport via a hopping mechanism [87].

Polar amino acid residues (arginine and lysine) can also be found in the vicinities of the

Tyr residues and may influence the unoccupied electronic states in the aromatic residues to

optimize the chance of electron occupation [87]. The Geobacter pili are presumed to transfer

electrons at distances exceeding 35 Å by perhaps as much as three orders of magnitude (see

Chapter 6). Superexchange and hopping processes alone will not be sufficient to account

for this. Speculatively, an explanation of such long-range transfer may need to consider

quasiparticles such as polarons, where the polarization field would provide a feedback mech-

anism, or Davydov solitons [89], a type of acoustic polaron specific to α-helices. Others in

our collaborative effort have recently begun modeling the pilus morphological and electronic

structure using linear scaling density functional theory.

3.4.4 Experimental potential

The hypotheses of long-range electron transfer along the protein matrix in G. sulfurreducens

use established biological ET theory and observations as foundations. However, a complete

understanding of the long-range process would perhaps require a new mechanism to ex-

plain transfer farther than 35 Å. Scanning probe microscopes have high electronic sensitivity

coupled with spatial resolution an order of magnitude better than the length-scales of the

molecule and the hypothesized ET mechanism transfer limits. Previous CP-AFM measure-

ments [1] were taken from mechanically sheared pili—samples in which remnant metals and
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debris remained and the pili were not isolated. New scanning probe experiments may be

applied to samples with purified pili to examine conductivity of the protein matrix alone.

The scanning tunneling microscope may be employed to test the conductivity of the pro-

tein matrix in isolated pili from purified samples. The configuration of donor and acceptor

states should be such that charge pathways exist in the molecule, not only along its axis,

but also along its diameter between the STM tip and a conducting substrate. Tunneling

spectroscopy in this configuration can tell us something about the local density of states

of the electronic system. Moreover, the spatial sensitivity of the STM allows a congruent

spatial map of the conductivity and tunneling spectra across the entire imaged region of

the molecule. Presumably, “hot spots” of conductivity, heretofore termed donor and accep-

tor sites, may be imaged with nanometer resolution, consistent with intraprotein tunneling

distances. I will discuss experiments of this nature in Chapter 5.

While STM analysis focuses on transverse conductance, it does not directly probe the

long-range electron transfer believed to take place along the pilus axis. We may use an-

other electronically sensitive scanning probe—CP-AFM—to measure conductivity of a pilus

that bridges the tip with a distant electrode. Because the bridging pilus must lie upon an

insulating substrate, AFM can image both insulating substrate and conducting electrode

in topographic mode to find the pili, at which time the conductive tip may measure pilus

conductivity. I will discuss the development of this experiment in Chapter 6.
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Chapter 4

Filament-like artifacts on graphite

Highly oriented pyrolytic graphite (HOPG) is a common substrate for STM and AFM stud-

ies of biological molecules [1, 73, 90]. It is an ideal surface for STM because it is easily

cleavable by adhesive tape, resulting in large, atomically flat planes that are relatively inert

and electrically conductive (see Chapter 5.1.2). Typical planes range in size from hundreds

of nanometers to tens of microns with single atomic layer steps. Despite these attractive at-

tributes, the cleavage of HOPG surfaces also generates a variety of artifacts, many of which

are filamentous structures similar to DNA and other biological molecules [91]. Some even

exhibit periodicities that mimic helices and other substructures expected in filamentous bi-

ological molecules [91, 92, 93, 94]. Because the primary substrate used in the STM studies

presented in this thesis has been HOPG, I observed and catalogued many of these commonly

known filament-like artifacts. The presence of these artifacts demands a careful interpreta-

tion of STM images, to appropriately identify filamentous biological molecules when HOPG

is used as a substrate. The data presented here serve as a demonstration for how we dif-

ferentiated pilus nanowires from filament-like graphite artifacts in STM experiments. STM
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imaging and spectroscopy of the pilus nanowires themselves will be presented in Chapter 5.

Because the scanning tunneling microscope is a powerful probe with high spatial resolu-

tion for studying the surface topography [95] and electronic properties [19, 96] of biological

samples, it has drawn considerable interest from researchers wishing to study many biolog-

ical molecules. One particular molecule of interest is the filamentous molecule, DNA. Soon

after the invention of the STM, researchers postulated that it may be used to sequence DNA

with more accuracy than with traditional techniques [90, 96, 97, 98, 99]. This effort has

led to successful development of functionalized STM tips that differentiate individual nucle-

osides [25, 100] However, the filament-like artifacts on the graphite surface, some of which

were periodic, complicated these studies.

Likewise, the size, structure, and periodicity of pili from Geobacter bacteria are expected

to produce topographies resembling those of common artifacts on the surface of HOPG. These

pilus nanowires are protein filaments that are 2–5 nm in diameter and are formed through

the periodic self-assembly of a single, small peptide subunit. Despite the limitations imposed

by its artifacts, graphite remains an attractive substrate for pilus deposition and probing.

For this reason, I conducted an investigation of HOPG artifacts by STM generated during

biological deposition of pilus nanowires. In addition to graphite artifacts previously described

in the literature [91, 92, 93, 94, 101, 102], we identified two types of artifacts on the surface

of freshly cleaved HOPG that bore a resemblance to conductive biological filaments [103].

These artifacts have not been described or characterized in this detail or context before. The

first is a fiber structure, and the second is a periodic, zipper-like structure.

In the following chapter, I give an overview of common graphite artifacts and then dis-

cuss the characterization of the novel fiber and zipper graphite artifacts by STM. The results
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presented here demonstrate that HOPG surfaces produce artifacts that are structurally sim-

ilar to microbial nanowires, but also that they can be differentiated, thereby enabling the

application of STM methods to the study of conductive biological structures.

4.1 Materials & Methods

In general, sample preparation followed the protocols for STM study of pili outlined in

Chapter 5.1. When indicated here, biological sample deposition was followed by chemical

fixation for five minutes with a 1% solution of glutaraldehyde in phosphate buffered saline

(PBS). Aspiration and drying proceeded as in 5.1. Controls with bare HOPG that lacked

biological samples or solvent treatment were placed in the STM chamber within minutes after

cleaving. The two microscopes used to acquire data in this chapter were described previously

(2.3.1 and 2.3.2). The Nanosurf STM imaged the common artifacts shown here except

Fig. 4.2(a) and (b), and the cryogenic STM imaged all other artifacts at room temperature.

The STM tips used in this study varied. An electrochemically etched tungsten tip was

used to image carbon fiber artifacts in samples that underwent biological deposition. A

mechanically cut Pt:Ir (80:20) tip was used to image clean graphite and common artifacts.

An etched, ion-milled Pt:Ir (80:20) tip was used to characterize zipper artifacts.

Experimental Procedure

We used STM to scan dozens of graphite surfaces. The prepared surfaces fell into three

categories: bare HOPG, HOPG negative control, and HOPG covered with biological sam-

ples (cells expressing pilus nanowires). The negative control samples were HOPG surfaces

prepared in the same way as the samples undergoing biological deposition, but without cells
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or pili present in the growth media. In general, HOPG surfaces with biological deposition

were sparsely covered with intact cells, pilus nanowires, and cell debris. In order to locate

and identify the pilus nanowires, we examined a high number of large scan areas. Scanning

continued until a conductive filamentous structure (a pilus nanowire or an artifact) was im-

aged and characterized. As a surface and calibration control, we also performed similar scans

on bare graphite. A result of this large number of samples across the three categories of sur-

face preparations was a collection of common and rare HOPG artifacts. Two, in particular,

that may possibly be mistaken for biological filaments, such as microbial nanowires [1, 73]

were further studied. The artifacts included a fibrous carbon structure (Section 4.3) and a

zipper-like structure (Section 4.4).

4.2 Common artifacts

Several STM observations of filament-like artifacts on graphite have been catalogued in the

literature [91, 92, 93, 94, 101, 102]. I encountered many of these during STM studies of

graphite surfaces that were bare and surfaces that had biological deposition. These include

buckled graphite sheets [92, 104], (Fig. 4.2), step edges with substructure (Fig. 4.1), grain

boundaries [93], (Fig. 4.1), and creases of folded-over graphite sheets. Here I discuss a few

of these in particular.

First, the rather simple and abundant step edge formations found in virtually every

STM scan can occasionally appear to the STM to be more than just the edges of carbon

sheets. Single atomic step edges are rather easy to identify because of their small height

of just a few angstroms, but edges of several graphite sheets may be as high as several

nanometers. These stacked sheets will often give the illusion of structure when the break
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Figure 4.1: (a) STM topograph of a rough step edge. As evident in the profile in (b), the
edge is several layers in height. To produce the plot, a best fit line in the direction of the cut
was subtracted to correct for the background slope. This subtraction makes the step edge
easier to identify. A cartoon of the step edge is also shown in (b). (c)-(e) Grain boundaries
on HOPG. (c) Representative topograph of grain boundaries encountered during our studies.
(d) Grain boundary resembling that in (c) [4]. (e) Atomic resolution topograph of the same
grain boundary at the location of the box in (d). (inset): Lattice planes at shifted angles
superimposed over a simulated STM image for a grain boundary.
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is not straight. Especially with image processing artifacts such as line by line subtraction,

the edge may appear to have the structure and depth of a filamentous object. Figure 4.1

shows an example of such an object. The step height in Fig. 4.1 is three times graphite’s

interlayer spacing of 3.3 Å, indicating that this step is a height of three stacked layers. The

rounded and jagged breaks on the edge mimic the edge of a filamentous object adsorbed

on the surface. Line by line subtraction, an image post-processing function that is often

performed by the software during data acquisition, gives the illusion of depth. Furthermore,

a reproducible and anomalous electronic structure at the step edge is imaged by the STM.

With care, even these intricate step edges are easily identified. Fig. 4.1(b) shows a line cut

taken across the edge, in which a background best line fit was subtracted along the direction

of the profile, resulting in a height plot of the step edge with well defined flat upper layer

and flat lower layer. This is a typical and rather straightforward method whereby step edges

are differentiated in our analyses.

Another common artifact occurs at grain boundaries. These occur at interfaces of

graphite grains, which have dimensions on the order of microns. Most grain boundaries

are not imaged without atomic resolution. In Figure 4.1(c-e), I show that grain bound-

aries may exhibit electronic structure that has a periodicity mimicking a helical filament-like

molecule. In this case, the surface is flat, but the electronic structure leads to an apparent

height that is finite in the STM imaging. This phenomenon is described in Reference [93].

The feedback loop of the STM in constant current mode will pull the tip away from the

surface when it detects current exceeding the set point. Because the imaging software plots

this as a topographical height, the electronic structure leads to an imaging artifact that

looks like an adsorbed filament. Often, these artifacts have an apparent height of just a few
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Figure 4.2: Series of STM topographs of buckled graphite sheets. (a) and (b) are examples
of these oft-observed filament-like features. (c)-(e) One particular buckle examined in more
detail. (d) Buckle cartoon and profile taken at the location of the line cut denoted in (e).
(e) Atomic resolution topographs of the buckle. The inset is sized to scale and is placed at
the approximate location at which it was taken subsequently at higher resolution.
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angstroms, in contrast to microbial nanowire apparent heights of 10–15 Å (Chapter 5) and

may be identified with proper care. A conclusive way to do this is to image the object with

atomic resolution so that the change in lattice orientation is easily seen in the topography

(Fig. 4.1(e)).

Perhaps the most prevalent of the artifacts that may be mistaken for microbial nanowires,

faint filament-like objects that are microns long and on the order of 1–10 nm wide, litter

the surface, appearing roughly once per five maximum STM scan areas with the Besocke

instrument (5 µm x 5 µm). These are quite common on both bare graphite surfaces and

biologically-covered graphite surfaces. When these objects are examined in detail, as I

show in Figure 4.2, they appear to be buckled graphite sheets, with similar appearance to

those described in [92] and also to the buckled graphene sheets described recently [104].

These artifacts are often hundreds of nanometers long and range from 3–20 Å in height. In

Figure 4.2(f), I show an atomic resolution topography of such an object. Other than this

atomic lattice, there is no detectable substructure. Imaging the edges and on top of the

buckle, one still observes the graphite lattice, indicating this is a graphitic structure.

While all of these common artifacts have become easy to discern when searching for

adsorbed microbial nanowires, other artifacts, discussed in the next two sections, are less

common. The discussion that follows will demonstrate that despite a familiarity with com-

mon artifacts, every object must be carefully examined for graphitic properties.

4.3 Fiber Artifact

Figure 4.3 shows a set of images of conductive filamentous artifacts taken in the same

3 µm x 3 µm area of a HOPG surface that was fixed with the glutaraldehyde after de-
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Figure 4.3: Series of scanning tunneling microscopy topographs of a region of the HOPG
surface having disturbed graphite sheets (V=-400 mV, I=-50 pA). STM image taken before
(a) and immediately after (b) the tip pushed one of the fibers across the surface (denoted by
arrows). Both (c) and (d) were taken in the vicinity of the region in (a) and (b). (c) Higher
resolution STM topograph of filament junctions. The sharp angles and rigid structure are
more characteristic of HOPG artifacts than biological material. (d) Another high resolution
topograph. The structure follows or originates from the step edge.
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position. Fixation is a chemical treatment that preserves the basic structure but prevents

decomposition. Because the protocol followed for the biological deposition does not cova-

lently attach the biological sample to the surface, pilus nanowires can, in principle, be moved

across the surface by typical tip-surface forces. We have used this property to discriminate

pilus nanowires from common graphite artifacts such as grain boundaries and buckles. Like

biological nanowires, the fiber artifacts were not attached to the HOPG surface, and could

be displaced by the STM tip (Fig. 4.3(a-b)). Although the fiber artifacts were effectively

displaced by the STM tip, they maintained their rigid structure. This contrasts with the

flexible nature of biological structures such as the pilus nanowires of G. sulfurreducens, which

show curvature changes during tip scans [105]. This is an effective way to discriminate be-

tween graphite artifacts and pilus nanowires. At higher magnification, the conductive fibers

had the appearance of bundles comprised of multiple filaments, each having a width of

∼5 nm (Fig. 4.3(c-d)). Abrupt breaks also were noticeable in some of the fiber artifacts.

Figure 4.4(a) shows a higher resolution topography of one of the fiber artifacts described

in Figure 4.3. A cross section of the fiber (Fig. 4.4(b)) is representative of the typical fiber

dimensions—heights of 10–15 nm and widths ranging from 50 to 100 nm. Tunneling spec-

troscopy also suggests that this was a graphite artifact. As shown in Figure 4.4(c), I-V curves

obtained from a point on top of the fiber and one on the surrounding graphite, roughly 50 nm

away on the HOPG surface, were similar, both exhibiting the same characteristic graphite

shape.

The bundled appearance could be misinterpreted as a bundle of bacterial pili, as pre-

viously reported [73]. However, evidence to date indicates that bundled pili do not cluster

or aggregate in a way that results in collimated rows [106]. Biological helices and suprahe-
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Figure 4.4: STM topographs of fibrous artifacts on the surface of HOPG. (a) High resolution
image of an artifact observed on the surface of an inoculated and fixed sample in the same
region shown in Figure 4.3 (V=-400 mV, I=-60 pA). The line denotes the location of the
profile plotted in (b). A multi-tip effect may be contributing to the observed width of ∼80
nm. (c) Representative normalized I-V spectroscopy curves. Each is an average of ∼40
curves with 13-point S-G smoothing. The darker line is a curve taken on the section of the
fiber marked in (a). The lighter line is an I-V curve of the flat HOPG next to the filament.
The two curves do not have any distinguishable differences. (d) STM topograph of a similar
artifact observed on the surface of a bare freshly cleaved graphite control sample (V=50 mV,
I=1 nA).
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lices such as pili and pili bundles, respectively, often exhibit supercoiling or twisting [107],

which prevents the collimated arrangements observed in the fiber artifacts. Furthermore,

the artifacts were consistently observed in areas close to torn graphite sheets and folded step

edges (Fig. 4.3). This, and the fact that the filaments had sharp angles and rigid structures,

suggests that the objects were graphitic. To further confirm the graphitic nature of the

fiber artifacts, we scanned freshly cleaved graphite that had not been exposed to biologi-

cal deposition or solvents. As shown in Fig. 4.4(d), similar structures were identified on

the surface of bare HOPG controls. The bare graphite fiber was also a bundle of filaments

that were each roughly 5 nm wide. When found on the surface, the substructure of these

objects are resolved to varying degrees, but they occur in roughly 10% of the maximum

Besocke STM scan ranges. Fibers as large as those in Fig. 4.3, however, are more rare.

Cleaved graphite can form rigid rod-like structures like nanotubes and fibers [108]. However,

the fiber artifacts characterized here have not previously been described. The structural

and topographical features of the fiber artifacts imaged by STM were remarkably similar

to the nanowires reported for Shewanella oneidensis and other bacteria [73]. Thus, careful

analyses and characterization are required to discriminate fiber artifacts from nanowires in

these organisms when using STM. Structural rigidity and the presence of sharp angles and

abrupt breaks such as those shown in Figures 4.3(c-d) are good indicators of fibrous graphite

artifacts rather than soft biological molecules and can help discriminate between the two.

4.4 Zipper Artifact

We also identified a long filamentous structure resembling a zipper on a surface that was not

chemically fixed (Fig. 4.5). The object was microns long and had a periodicity of 6.5 nm
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when measured in a cross section along the axial direction. The symmetric periodicity and

dimensions were inconsistent with any known conductive biological structures. Furthermore,

the width of the zipper structure (∼15 nm) was larger than the apparent width of pilus

nanowires (6–10 nm) (Chapter 5.2). This larger width is unlikely to have resulted from a

tip broadening effect because the edges of the object had features that were defined with

nanometer resolution. A multiple tip effect is also unlikely because the small topographic

features did not repeat in the image, most notably the small, 1-nm dots repeated along the

lower right side (Fig. 4.5 (b-c)). Furthermore, the object was quite straight and had a rigid

appearance, which contrasted with the slightly curved and flexible pilus rod [105]. Although

the pitch of the object in Figure 4.5 is roughly consistent with that of the pilus (Chapter 5.2),

we see no deviations from this pitch larger than a few angstroms. This is in contrast to the

larger uncertainty in the pitch of the soft pili, which is often 10–20 angstroms (Chapter 5.2).

Lastly, the imaged zipper filament did not interact with the tip and could not be displaced.

Although it may have been pinned to step edges at several locations, thereby preventing it

from being pushed, tip-induced displacements are still expected in the middle regions of a

biological nanowire because of their flexible nature. However, the tip did not displace the

structure in any way at any point along the length probed.

The filamentous zipper structure presented in Figure 4.5 has a morphology resembling

that reported for grain boundaries (Section 4.2, [101, 102]). However, it has more substruc-

ture than any artifact previously reported in the literature. In those reports, authors showed

that torn sheets of graphite rotated at specific angles relative to one another, which resulted

in the formation of an interface that was imaged by STM as a filament-like periodic grain

boundary. However, at the time of our acquisition of this object, the tip could not resolve the
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Figure 4.5: STM topograph of a zipper structure. The box in (a) denotes the region scanned
in (b) and (c) (V=1 V, I=100 pA). The structure appears different in (b) and (c), presumably
due to changes in the tip configuration while scanning. This structure was observed just once,
and due to its rarity, it has not been observed on HOPG controls that were bare or exposed
to solvents only. It also does not resemble the G. sulfurreducens pilus nanowires that we
have observed on multiple inoculated samples (e.g. Chapter 5). The object appears to be
pinned to a step edge and is straight and rigid, in contrast to the observed appearance of
the pili.
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atomic lattices, which could help address this possibility. Also, this was an extremely rare

artifact. The structure was observed only once in the course of experiments that included

the scanning of several 4 µm x 4 µm fields for each of dozens of samples undergoing biological

deposition and dozens of samples of bare graphite. The artifact was observed in one of the

fields scanned among the samples that had undergone biological deposition. Thus, we could

not rule out the possibility that the deposition method contributed to the formation of this

artifactual structure.

4.5 Conclusions

The increased use of scanning probes to investigate the electronic properties of filamentous

biological structures, such as microbial nanowires, prompted us to investigate the presence

of filament-like artifacts on the surface of cleaved HOPG. In addition to the common and

well-catalogued filament-like artifacts, I also described two previously undescribed graphite

artifacts that could be mistaken with biological nanowires because of structural or topo-

graphic similarities or because they were observed on surfaces that had undergone biological

deposition.

Step edges, grain boundaries, and graphite buckles were common on the surface of cleaved

graphite. I observed several examples of each of these artifacts on samples undergoing

biological deposition, as well as negative controls and bare graphite. Careful analysis and

familiarity with these commons artifacts facilitates their identification in STM study of

biological molecules.

One of the newly described artifacts, a fibrous carbon filament, was often observed on

bare, freshly cleaved HOPG surfaces as well as those undergoing deposition. This indi-
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cates that HOPG cleavage, rather than biological deposition, contributed to its formation.

Although the tip could push the fibers across the surface, they lacked structural charac-

teristics of biological nanowires and had an indistinguishable spectroscopic signature with

the surrounding graphite. In contrast, the rare periodic zipper structure was rigid and had

distinguishable structural features that enabled its discrimination from STM images of bi-

ological molecules, especially those of the pilus nanowires produced by G. sulfurreducens

(Chapter 5). These results demonstrate that the surface of cleaved HOPG contains artifacts

that resemble biological nanowires when imaged with STM. However, a careful examination

of unique structural and spectroscopic features enables their identification. This, in turn,

facilitates STM approaches for the study of biological nanowires on graphite.
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Chapter 5

STM study of pilus nanowire

electronic properties

In an effort to elucidate the nature of the conductivity in the pilus nanowires of Geobacter

sulfurreducens, we used STM to probe the local density of states of pili deposited onto a

conducting substrate [109]. In such a configuration, we measured not length-wise transport,

but rather transverse conductance in the tip-molecule-substrate direction, perpendicular to

the pilus axis. The high spatial resolution of STM combined with the ability to probe the

energy spectrum of electronic states allowed for imaging of molecular substructure and an

analysis of the spatial dependence of the local electronic density of states (LDOS) of the

pilus (Chapter 2.1.2).
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5.1 Materials & Methods

5.1.1 STM and AFM Measurements

Within minutes after deposition of the sample onto a substrate (Section 5.1.2), or after

removal from storage in a nitrogen box, samples were placed in the cryogenic STM cham-

ber, which was under dry nitrogen or high vacuum (Chapter 2.3.2). Though the nature of

the solvent for molecules in situ can influence conduction properties (Chapter 3.4.3), dry

proteins (solid-state) have been shown to conduct as well or better than those in moist envi-

ronments [110]. A thin layer of water may also remain around a “dry” molecule. Therefore,

in our depositions of pili that subsequently dry out, the STM tip can still probe the electronic

states contributing to conduction, but analysis should acknowledge potential differences in

properties when dry and when in moist environments.

Experiments discussed in this chapter were performed at room temperature. Most pro-

ceeded in dry nitrogen gas, using commercial electrochemically etched Pt:Ir (80:20). Samples

with cells expressing pili were scanned in high vacuum (∼10−6 torr) with cut Pt:Ir (80:15)

tips. Tips were tested on HOPG for sharp profile and the expected electronic structure. For

imaging and spectra of pili, we used a small tunneling current set point (typically 50–100 pA)

to keep the tip relatively far from the sample and minimize its influence on the electronic

states in the pilus and its mechanical deformation. When not in use, samples were stored in

dry nitrogen atmosphere.
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5.1.2 Sample Preparation

The appropriate sample preparation protocols required some important considerations. De-

position needed to result in sub-monolayer coverage for clear and individually resolved

molecules, and the STM required a conductive substrate to allow the pili to be biased via the

surface. Sub-monolayer coverage was desirable so that individual pili could be clearly dis-

tinguished from the surrounding surface. Sparsely populated samples, however, with fewer

than one pilus in an area of 5 µm x 5 µm, required a time consuming search algorithm in

which scanning would have to be stopped, the sample shifted, and then brought back into

range. We therefore sought protocols resulting in a reasonable balance (Section 5.1.2). The

sample growth and deposition protocols used in our studies were derived from those devel-

oped previously for transverse CP-AFM experiments [1]. The purification protocol has been

developed more recently [75] by collaborators in the Reguera lab to remove all biological ma-

terial except pili. Moreover, we found that the purified pili preparation greatly reduced or

eliminated the amount of contamination impeding STM study. We shall discuss this below,

followed by a discussion of substrate requirements.

AFM topographic imaging was performed in ambient environment with a Dimension

Instruments 3100 scanning probe microscope in tapping mode. Samples of cells expressing

pili and purified pili were imaged with silicon probes (Veeco) having nominal spring constants

of 42 N/m and 0.2 N/m, respectively.

Growth and Deposition

A schematic of growth and deposition steps is shown in Figure 5.1. First, an anaerobic tube

of fresh water with fumarate and acetate media (FWFA) was inoculated by transferring
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Figure 5.1: Schematic for deposition of samples in STM study of (a) cells and pili and (b)
purified pili.

from an existing Geobacter sulfurreducens culture. Then, the tube was incubated at 25◦ C

for 72 hours—growth conditions that optimized pilus growth [1]. Samples were then either

deposited directly onto the substrate at this point (as below) or taken for pili purification.

We took no steps to chemically adsorb the pili to the substrate, so the physical adsorption

is likely due to the van der Waals force.

A Pasteur pipette deposited a droplet onto a small (∼5 mm x 5 mm) graphite chip and

left 15–60 minutes for pili to diffuse towards the surface and adsorb. Droplets consisted of

either cells and pili (suspended in growth media, FWFA) or pure pili (in phosphate buffered

saline (PBS)). The surface was then rinsed twice with anaerobic wash buffer or PBS to

remove excess salts while maintaining the same pH. Excess moisture was then aspirated and

gently wicked dry with absorbent paper. For cells expressing pili, this procedure was carried

out in a nitrogen glove bag; for purified pili, this was carried out in ambient atmosphere.
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As a control (Section 5.5), non-conducting pili from the bacterium Pseudomonas aerug-

inosa K strain (PAK) were purified following the method of [111]. Deposition of PAK pili

suspended in PBS buffer proceeded in the same manner described for deposition of purified

G. sulfurreducens pili.

STM experiments—which require a conductive sample—were complicated if insulating

material was present. For samples composed of cells expressing pili, insulating debris from

the culture and remnants from the growth media and buffer remained, even after rinsing

(Fig. 5.2). The tip could also crash into the insulating cell bodies themselves. A significant

tip crash almost always resulted in the need to change the tip. Because of the infinitesimal

probability of landing a new tip in the same micron sized location, a permanent loss of

a potentially interesting area of the sample would result. In practice, even when the tip

interacted only minimally with insulating debris, the tip quality degraded over time until the

development of unstable tunneling currents or double tips (Chapter 2.2.3). This degradation

was likely a combination of tip damage and biological contamination of the tip itself.

In our samples with cells expressing pili, the optimal balance between minimal cell concen-

tration and sufficient pili concentration was an experimental disadvantage when compared

with the purified samples. This was quantified during surface characterization by AFM

(Figure 5.2). Adjustment of pilus concentration to improve statistics for STM location and

identification came with a corresponding increase in the concentration of large insulating

cells and other biological debris. Moreover, the rate of pilus occurrence was comparable to

the rate of filament-like artifact occurrence (Chapter 4). In addition, the AFM characteri-

zation likely underestimated the number of pilus candidates for STM study. This is because

the STM tip often pushed filaments across the surface, likely due to the larger forces between
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Figure 5.2: (a) Atomic force microscopy image of cells expressing pili deposited onto the
surface of HOPG. The white box indicates the nominal maximum scan range of the STM.
An increase in density of pili comes with increase in debris and cells. For reference, an STM
topograph of a sample prepared in a similar way is also shown. A double tip, which often
developed while scanning these dirty samples, complicates the interpretation (V=900 mV;
I=70 pA). (b) AFM image of purified pili deposited at high concentration onto the surface
of HOPG. With purified pili, we may exert much more control over the concentration and
achieve sub-monolayer coverage for use in STM, as shown in (c). Both (b) and (c) are the
same scan size as the maximum scan range of the STM.

the tip and surface in the presence of an electric field.

The use of samples of purified pili alleviated this problem. The purification process not

only selected the conductive pili, but it removed insulating cells and debris present in the

growth stage. For these samples, an increase in the pili concentration did not come with

the consequence of a corresponding increase in the density of insulating cells hazardous to

the tip. Figure 5.2 compares the two biological preparations after deposition onto HOPG.

An STM topograph of a pilus, with a ghost image from tip degradation in this type of

sample preparation is shown (Fig. 5.2(a)). Though tips were tested on cleaved HOPG

before beginning the experiment, interactions with insulating debris frequently caused this
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immediate tip degradation. The pili themselves in these preparations were quite disperse, as

seen in the large AFM topograph. An increase in concentration resulted in a parallel increase

in insulating cells and debris. In contrast, samples with purified pili preparations could be

deposited at much higher concentrations (Fig. 5.2(b) and (c)). Because of the quality of

purification, little or no other insulating debris was present in typical samples. The overall

cleaner surface improved efficiency of STM study.

Substrate

The choice of substrate is a critical consideration when imaging biological molecules with

STM. The surface should be electrically conductive because, after all, the source of signal in

STM is the tunneling current. In addition, for optimal adsorbate definition during imaging, it

should be flat. The surface should also be biocompatible so that the cells or other molecules

may adsorb readily and not degrade quickly. Finally, the substrate material should be

relatively inert to the surrounding atmosphere.

It is desirable, though not a strict requirement, that the conductivity in the substrate be

metallic in nature. The current-voltage spectroscopy comes about from a convolution of the

densities of states of the tip, adsorbate, and sample (Chapter 2). Such convolution of states

is the reason metallic tips are preferred in most STM experiments to begin with. Substrates

with metallic density of states over the energy range probed in the experiment simplify the

interpretation of electronic information to extract the properties of the adsorbed molecules

themselves.

In order to image with good contrast between the surface and pilus, and to obtain spectra

for which the electron pathway was most clearly defined, we needed to deposit pili onto a

substrate that was very flat over the region scanned. Quantitatively, I defined this as a
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need for plane sizes at least an order of magnitude larger laterally than the adsorbed pilus.

Vertically, the need was for corrugations an order of magnitude smaller than the 2–10 nm

pilus size, which meant atomic or near atomic flatness. Thus, atomic planes that were

hundreds of nanometers on a side were ideal. Because of limits in the dynamic z-range of

the scanning piezo tube, it was desirable for step edges or other features on the surface to

be no more than a few nanometers in height for good image definition. This allowed enough

contrast in the image to resolve the pili, and for STM experiments, the local electronic

density of states of the nanowire was presumed to be undisturbed as long as spectroscopy

was performed sufficiently far away from defects.

Considering all of these substrate requirements, I studied in detail three surfaces for use

as an STM substrate: Au(111), Si(100), and highly oriented pyrolytic graphite (HOPG). Of

these, HOPG provided the most desirable combination of substrate conductivity, flatness,

and biocompatibility. While working with the Au(111) surface, I observed evidence that

pili were often not attached to the surface firmly enough to enable repeated STM imaging

and spectroscopy after depositing samples of cells expressing pili. In limited data runs with

purified pili deposited onto Au(111), I again failed to locate pili, which is consistent with

the conclusion of poor attachment. During trials for another surface, Si(100), I consistently

found that the tunneling current was not stable enough to image adsorbed pili. This is likely

due to the 1 nm thick native oxide that forms in the ambient environment and covers the

entire surface.

Though the surface of HOPG expresses filament-like artifacts that mimic biological

molecules, an extensive study of these artifacts aided pilus identification (Chapter 4). More-

over, the implementation of samples of purified pili allowed greater control over concentra-
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tion, thus providing a statistical pathway to discerning pili from artifacts. We obtained

numerous pili on the surface for nearly every sample and were able to express enough control

over the concentration and deposition to obtain sub-monolayer coverage.

5.2 Pilus Imaging

The high resolution real space imaging of STM provides an effective means to determine

structure of conductive adsorbates at nanometer length scales. The high resolution aids

not only in identification of pili, but also in the association of spectroscopic properties with

spatial variation within the molecule. Tip shape and states may cause minor variations in

the resulting image (Chapter 2.2), but molecular dimensions may be estimated from the

topographs.

Figure 5.3 shows an STM topograph of a 200 nm segment of a long pilus from a purified

sample preparation. A representative line cut across the diameter of this pilus is shown in

Fig. 5.3(b) and indicates an apparent diameter of ∼8 nm and an apparent height of ∼1 nm.

Typical measured diameters varied between 8–10 nm. The apparent heights varied depend-

ing on the tip position and sample voltage. The latter of these is a result of the voltage

dependence of the density of states and will be discussed in greater detail in Section 5.3.

Another line cut in Fig. 5.3(b) was taken along the pilus axis, indicating two periodic struc-

tures. First is a large pitch of ∼14 nm, consistent with measured pitches of 12–14 nm on

samples with purified pili. Helical quaternary structure has been observed for other type IV

pili [3, 112, 113], attributed to the way in which the subunits assemble. The smaller periodic

structure observed here, though convolved with the larger pitch, is also measured using a

line profile along the pilus axis. The periodicity for this substructure is roughly 2–3 nm,
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Figure 5.3: (a) STM topograph of a pilus from purified pili sample. (b) Axial (black) and
transverse (grey) line profiles obtained for the same image at the locations marked in the
inset. Offset on y-axis is arbitrary. Large pitch of ∼14 nm measured over three periods
denoted by filled arrows. Small pitch of ∼3 nm measured over two periods (open arrows),
consistent when measured at other locations (0.5 V, 110 pA).

consistent with the average measured periodicity of 2.5 ± 0.1 nm. Similar analysis gives an

average peak width of 1.2 ± 0.1 nm.

5.2.1 Analysis of observed structure

To analyze the pilus dimensions observed by STM, we may also consider samples of cells

expressing pili as in the STM topograph in Figure 5.2. Line profiles of diameter, height,

large pitch, and small pitch gave approximate values of 6 nm, 1 nm, 7 nm, and 2.5 nm,

respectively (profiles not shown). The finite tip radius in experiments studying both samples

of cells expressing pili and purified pili led to geometric convolution of the tip and pilus in

producing the images (Chapter 2.2.2). The most significant contributions were in lateral

broadening, affecting the diameter, and vertical flattening, affecting the apparent height. By

contrast, the line cuts that measured the pitch values were taken along the pilus axis and

thus not subject to lateral broadening or vertical flattening.
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As discussed in 2.2.2, analyses of STM images of carbon nanotubes deposited onto

graphite indicated that broadening could occur by 50% to 300%, depending on actual car-

bon nanotube diameter. Diameters for the pili measured by STM range between 6–10 nm,

and if we assume, at least to first approximation, similar broadening factors, then the pili

would have a diameter of 3–7 nm, which is consistent with expected values of 2–5 nm. In

contrast to broadening of the diameter, which was a result of geometric effects and variable

tunneling gap width, the apparent pilus height would likely be flattened due to changes

in tunneling gap width alone. This was measured for carbon nanotubes to be as much as

10–20% [44, 114]. Depending on the position of the tip and the applied voltage, typical

apparent nanowire heights ranged from 0.8–1.2 nm. Applying the CNT estimate again sug-

gests actual heights of 1.0–1.5 nm. One could speculate that additional flattening may have

occurred from a reduction in moisture ex situ, explaining the still smaller diameter estimated

by height versus estimation by width. A further comparison with measured AFM heights

is useful because the imaging mechanism in tapping mode does not suffer from the flatten-

ing effect of the STM tunneling gap. Typical heights measured in AFM characterizations

were 1–2 nm, consistent with this assumption (Appendix B). Moreover, samples that do

not conduct as well as carbon nanotubes may suffer from this flattening effect in STM to a

greater degree [44]. These reasons may explain why the diameter is smaller when measured

via height compared with width.

In general, STM measurements were consistent with expectations for pilus dimensions,

and while an exact molecular model of theG. sulfurreducens pilus does not exist, the observed

structure has features in common with models of other type IV pili [3, 112] and cryogenic

SEM images of N. gonorrhoeae type IV pili [113]. The smaller pitch of ∼2.5 nm is perhaps
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consistent with the expectation of “hot spots” of conductivity discussed in Chapter 3. This

will be explored more in Section 5.6.

5.3 Voltage-dependent Imaging

Given that the tunneling current magnitude depends on the integrated sample DOS between

the applied voltage and zero (Eqn. 2.9), the STM topograph contains spatially-resolved infor-

mation about the density of states. The resulting image is a convolution of the morphological

structure and the electronic states probed (2.1.2). We used this fact to perform a type of

electronic spectroscopy by imaging the sample at different bias voltages. At low voltages

(.1 V), the states probed are those in the energy range corresponding to the voltages be-

tween the set bias voltage and zero volts. An image at 0.5 V, for example, resulted from an

integral of the states between 0 and 0.5 eV.

When operating in constant current mode, the image is actually a topograph of the

value of the feedback voltage that is applied to the scanning piezo tube in order to keep the

tunneling current constant, thereby producing an image with information about both the

morphological structure and the density of states. If a local electronic state has a threshold

turn on voltage, then as the applied voltage is increased past this threshold, the tip detects

an increase in tunneling current. The feedback voltage responds accordingly, pulling the tip

out, which consequently increases the apparent height. If the characteristic threshold of this

local state is not uniform with the surrounding structure, the difference in contrast makes

it appear brighter in relation to its surroundings. This is an illustrative example of how

changes in electronic states can alter the topographic image even though the morphological

structure of the object has remained the same.
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Figure 5.4: Voltage-dependent imaging of the pilus nanowire shown in Fig. 5.3. The apparent
height is proportional to the integral of density of states (Chapter 2.1.2). (a) Topographs of
the same pilus section obtained at different sample voltages. (b) Three-dimensional rendering
of the topographs at +1.0 V and -1.0 V to highlight differences in apparent height on the
left edge versus the right edge. (c). Representative line profiles taken at the same location
for +1.0 V (dark blue) and -1.0 V (light blue).
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Acquisition of multiple topographs at different voltages allowed visual inspection of the

spatial dependence of electronic states at different energies. Figure 5.4(a) shows a series of

images of the same pilus section at different voltages. The character of the ∼2.5 nm pitch

“hot spots” appeared to change slightly, but the most dramatic differences occurred upon

comparison of the apparent heights of the left and right edges for +1.0 V versus -1.0 V.

Three dimensional renderings of the images from these voltages are shown in Figure 5.4(b).

At -1.0 V sample voltage, the pilus is brighter on its left edge than right edge, indicating

greater apparent height. By contrast, at +1.0 V sample voltage, the pilus is brighter on

its right side. This apparent difference is not due to a change in the physical height above

the surface, but rather indicates an asymmetry in the spatial dependence of the electronic

structure at opposing polarities. The asymmetry essentially suggests easier current flow out

of the pilus on its left edge and into the pilus on its right edge.

Figure 5.5 shows the development of the transition between these two regimes in 100 mV

increments using STM data obtained on a sample of cells expressing pili first shown in

Fig. 5.2. The apparent heights do not portray the asymmetry for voltages near zero, but

the crossover into asymmetric behavior—for both positive and negative polarity—happens

at 0.4–0.6 V. We will return to this in the discussion of Section 5.6.

5.4 Point Spectroscopy

We further investigated the variation in energy states at different voltages using point spec-

troscopy, which displays information on the density of states in a two-dimensional curve. In

this case, the tip was stopped at several different locations above the pilus, the voltage swept,

and either the current, I, was recorded directly or the differential conductance, dI/dV , was
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Figure 5.5: Voltage dependent imaging in 100 mV increments for the pilus from Fig. 5.2. (a)
The white box denotes the location at which all images in (b) were cropped (V=900 mV;
I=70 pA). (b) Topography development with voltage changing in 100 mV increments be-
tween +1.0 V and -1.0 V. Images near +1.0 V have a larger apparent height on the right
edge while images near -1.0 V have a larger apparent height on the left edge, qualitatively
consistent with the observation for purified pili in Fig. 5.4. Here, a large pitch of 6–8 nm is
constant with voltage and a small pitch of 2–2.5 nm shifts from right to left with voltage.
(|I|=70 pA)
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obtained with a lock-in amplifier (See Chapter 2.1.3). dI/dV is proportional to the local

density of states, albeit limited by thermal smearing (Chapter 2.1.3). As I-V is the integral

of the differential conductance, it too is a valuable way to display spectroscopic information

about the density of states.

Curves taken at positions spanning the diameter show varying asymmetry. Figure 5.6

shows the basic spatial dependence of both I-V and dI/dV spectroscopy curves. The I-

V curves demonstrate that the current signal was higher for negative voltage on the left

edge, while higher for positive voltage on the right edge. In the center of the pilus, the I-V

curve was symmetric. The dI/dV curves display the same information in a slightly different

form. The right edge has a greater measure of density of states for large positive sample

voltages, while the left edge has greater measure for negative voltages. For smaller voltages,

such as ±0.3 V, this asymmetry in dI/dV was reversed. Above the center of the pilus were

symmetric dI/dV curves with characteristics of the substructure seen in the curves on the

left and right edges. All three curves show a gap-like behavior near the Fermi level with

widths of .1 V and sub-gap states. Any spatial dependence of the width of the gap-like

feature could not be determined, as the variations of the width in different curves were on

the order of the margin of error from thermal smearing at room temperature, ∼100 meV.

Finally, interesting peaks or plateau-like structures occur near the edges of the gap, between

250–750 mV, denoted by arrows.

The overall evolution of the asymmetry as the tip moved along the diameter of the pilus

is plotted in Figure 5.7. Fig. 5.7(a) shows a series of fourteen dI/dV curves obtained for

different points spanning the diameter of the pilus. Points off the pilus express spectra

that are characteristic of the graphite substrate. Points on the right edge of the pilus are
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Figure 5.6: Position dependent tunneling spectra for a purified pilus. Red: I-V spectroscopy
curves at left edge, center, and right edge locations denoted in the topograph. Each is an
average of 100 I-V curves obtained in sequence. Blue: dI/dV spectroscopy curves at the left
edge, center, and right edge locations denoted in the topograph. Each is an average of 20
curves obtained with a lock-in amplifier, followed by 19-point Savitzky-Golay smoothing. The
blue and yellow circles are added to the dI/dV curves at ±1.0 V and ±0.3 V, respectively,
as visual aids for observing the asymmetries at those voltages. (Topograph: V=1.0 V;
I=150 pA)
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Figure 5.7: (a) dI/dV tunneling spectroscopy for fourteen curves spanning the diameter of
the same pilus under the same conditions as in Fig. 5.6; locations marked in (b). Right edge to
left edge is top to bottom. A short red line denotes an omitted curve due to anomalous noise,
inconsistent among the 20 averaged curves. Major tick marks in (a) are each 0.21 GΩ−1.
(c) Asymmetry factors for each of the fourteen dI/dV curves in (a). (Topograph: V=1.0 V;
I=150 pA)
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asymmetric but become more symmetric as the tip moves toward the center. Moving on from

the center to the left edge of the pilus, the curves become asymmetric again but have the

opposite asymmetry to the right edge. To quantify this, we defined the asymmetry factor,

which is the natural logarithm of the ratio of dI/dV value at positive polarity to the value

at negative polarity:

AsymmetryFactor (|V0|) = ln


dI
dV

∣∣∣
V=−V0

dI
dV

∣∣∣
V=+V0

 (5.1)

Curves with opposite asymmetry have asymmetry factors with opposite signs, and the mag-

nitude is a measure of the magnitude of the asymmetry. Plotted in Figure 5.7(c) are fourteen

asymmetry factors, calculated from the curves in (a), moving in order along the diameter of

the pilus from right edge to left edge. I have calculated asymmetry factors for both ±1.0 V

and ±0.3 V. Examples of spectrum locations at which they were calculated are denoted by

the blue and yellow circles in Fig. 5.6. When the two bar graphs are compared side by side,

it is clear that the asymmetry at higher voltage is opposite the asymmetry at lower voltage,

closer to the Fermi level. This is true for all positions on the pilus. At both high and low

voltage, the asymmetry flips sign as the tip moves from the right side to the left side. For

high voltage, this means the asymmetry flips from negative to positive, and for low voltage,

this means the asymmetry flips from positive to negative.

5.5 PAK Pilus Negative Control

As discussed previously in chapter 3, the pili of Geobacter species are protein filaments

classified as type IV pili and are assembled from pilin subunits. The pili of Pseudomonas
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aeruginosa, like Geobacter, are also type IV. The polymerization of the PAK pilin subunit,

composed of an α-helix tail and large globular head group, also assembles helically [3, 115].

However, unlike Geobacter sulfurreducens pili, they are not electrically conductive. The P.

aeruginosa bacteria use these pili for twitching motility [116] and attachment to cells of

hosts for infection [117, 118]. Although the structure of P. aeruginosa pili protein filaments

is similar to that of Geobacter, they do not have electronic states participating in electron

transfer [1]. Thus, they provide a negative control for Geobacter pilus electronic properties.

Purification of Pseudomonas aeruginosa K strain (PAK) pili, performed in the Reguera

lab, produced filaments that had lengths of hundreds of nanometers and diameters compa-

rable to those of Geobacter when examined with AFM (Fig. 5.2(a)). Often, this apparent

diameter for both species’ pili was 30–40 nm in AFM, likely due to broadening from tip

curvature (Chapter 2.2.2). Height measurements in AFM were more accurate, and we mea-

sured heights of 2–3 nm, somewhat smaller than the 5 nm diameter measured from X-ray

diffraction and EM data of single PAK pili [3, 119]

In contrast, PAK pilus imaging was much more difficult with STM, where the imaging

mechanism required a tunneling current. The behavior was that of a surface covered with

insulating debris. Because of the unstable tunneling current, images were noisy, and iden-

tification of pili was not possible without increasing the applied voltage much higher than

required when imaging purified G. sulfurreducens pili. Figure 5.8(b) is one such image. The

voltage was increased to 3 V, much higher than is biologically relevant for electron transfer

processes, and much higher than used for G. sulfurreducens pili, which ranged between ±1 V

and gave images stable enough to resolve LDOS variations (Section 5.3). While a PAK pilus

is discernable in Figure 5.8, its poor definition is the result of an unstable tunneling signal
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Figure 5.8: Purified PAK pilus control sample. (a) AFM characterization of purified PAK
pili. (b) STM topograph of purified PAK pili, indicative of unstable tunneling current and
insulating behavior (V=3.0 V; I=50 pA). (c) I-V tunneling spectrum taken at the point
denoted in (b). Voltages had to be high to obtain appreciable signal. The curve has a flat
(insulating) region that extends well outside the bounds where significant tunneling current
was obtained for G. sulfurreducens pili (Fig. 5.6), and well outside the bounds of biologically
relevant electron transfer energies.

between the tip and surface, described as follows.

As the tip scans along the conducting HOPG substrate, it enjoys a stable tunneling

current. As it comes upon an insulating object, the feedback loop detects this as a decrease

in the tunneling current. In order to compensate, the feedback pushes the tip closer to

the surface until it detects a current spike greater than or equal to the set point current

(Chapter 2.3.3). For an insulating molecule, the error signal will not be monotonic across the

diameter. Thus, the pilus is imaged unstably, although a human observer of the topography

can distinguish it from the surrounding graphite. In addition to imaging the pilus unstably,

the hard contact of the STM tip with the pilus molecule can damage the delicate, sharp

active region of the tip. The tip can be left with loose atoms or pieces of debris from the

pilus that are not as rigid as the solid metal usually is. This is why much of the image

(Fig 5.8(b)) after this tip contact continued to look unstable.
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Using tunneling spectroscopy to take a more careful look at the electronic structure of

the PAK pilus corroborated this inference. Point spectroscopy is less sensitive to a damaged

tip cone, although a flaky tip may cause anomalous I-V curves if mobile atoms or contam-

ination cause the effective tip-sample separation to fluctuate. Figure 5.8(c) shows a PAK

I-V spectrum obtained between +3 V and -3 V. These high bias sweep limits were necessary

to get appreciable signal. We may use tunneling I-V to infer information about the density

of states, much like its derivative, dI/dV . When we compare this PAK I-V curve with a

G. sulfurreducens I-V curve (Fig. 5.6) near the Fermi level, in the region of the spectrum

where we studied G. sulfurreducens electronic structure, the PAK pilus I-V curve is quite

flat, suggesting a virtually infinite resistance. The signal to noise ratio for PAK pilus I-V

curves was quite low, as there was little tunneling current detected.

Recall from Chapter 2.1.3 that because of the arbitrary tip-sample distance when per-

forming tunneling spectroscopy, spectroscopic curves often must be normalized in order to

directly compare them. Because of the evidently poor conductance of the PAK pilus, the gap

voltage while scanning PAK samples was necessarily much higher than that for Geobacter

samples. In the voltage range studied for Geobacter, PAK was quite insulating, so a com-

parison of normalized curves would not be easy to interpret, if meaningful at all. Thus, the

I-V comparison of PAK with Geobacter should not be quantitative but rather qualitative,

based on the information contained therein.

The I-V spectroscopy and the difficulty in stably imaging the PAK pili were consistent

with our expectation that PAK pili, having no known evidence of or need for participation

in electron transfer processes, should be nominally insulating and should not image easily

or give the interesting electronic signature seen for G. sulfurreducens pili. Thus, there is
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something significant about the structure of the Geobacter pili that leads to the biologically

relevant conductivity. The PAK pilus, a protein filament of similar size and structure, did

not display the same electronic behavior when observed with STM. We can rule out artifacts

of the technique that perhaps could have contributed to stable imaging for G. sulfurreducens

pili, such as stable tunneling through the pilus protein. The STM technique has given us

information unique to the electronic structure of the Geobacter sulfurreducens pilus.

5.6 Discussion

A very important result from this STM work is the affirmation that electron transfer occurs

along the pilus protein matrix itself, rather than metalloproteins (See Chapter 3), as evi-

denced by the stable imaging and high spectroscopy signal. Though coherent signal had been

observed previously with a CP-AFM study of mechanically sheared pili [1], metalloproteins,

and other cell debris were not systematically eliminated. These are present in cells further

up the ET chain before the electron reaches the pili. However, in the STM examination of

samples of purified pili, the matrix of the protein was isolated from any contamination of

this kind. Moreover, spectral features in I-V and dI/dV of these isolated pili were indicative

of good conduction rather than insulation or tunneling across the pilus as the tunneling

barrier [24, 120]. Asymmetric spectroscopy curves with the basic peaks and gap-like features

shown in the preceding sections were obtained with varying degrees of quality on roughly

five pili from purified preparations. The spatial dependence of this structure, however, was

observed twice on pili from purified samples and once on a pilus from a preparation with cells

expressing pili. Further examination of the electronic structure of this protein conduction is

discussed below.
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Topographic structures

Recall from Chapter 3 that a hypothetical explanation of the charge transport in the pilus

nanowires constructed a series of donor and acceptor sites along which an electron may

continuously travel. For an electronic probe of the density of states, these donor and ac-

ceptor sites may be manifest as imaged “hot spots” of conductivity. The periodic struc-

ture discussed in Section 5.2 had a pitch that ranged 2–3 nm and an average pitch of

∼2.5 nm (Figs. 5.4 and 5.5), consistent with the known distant limit of single superex-

change tunneling events and approaching that of hopping (Chapter 3.4.3). This may invite

the assumption of a varying inter-hot-spot distance range of 2–3 nm, but it is unclear from

the data whether this was a real fluctuation or the result of the tip interaction or convolu-

tion with the larger pitch. Future STM studies may examine this possibility, but it should

be noted that this distance range is consistent with the distance limits for superexchange

tunneling and multistep hopping.

Comparison of the larger pitch with the helical quaternary structure of other type IV pili

with known protein structure is complicated by the inconsistency of its STM measurement.

The measured pitch was either 7–8 nm or 12–14 nm depending on which pilus was mea-

sured. Because the latter value is double the former, one could speculate that for structural

or electronic reasons the STM was unable to resolve every period every time. The PAK

structural model, however, gives a pitch of 4.1 nm, defined by the size of the subunit’s αβ-

head group [113]. Of course, because the PAK pilus has a much different electronic structure

than the G. sulfurreducens pilus (that is, it is insulating), an STM image of its pitch does

not exist for comparison. Structural and electronic models of the G. sulfurreducens pilus

nanowire would be useful for comparison with these data.
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Electronic structures

The tunneling spectra shown in Section 5.4 express an asymmetric character, and are gap-

like near the Fermi level with sub-gap states. The peaks in the spectra occur at 0.4–0.6 V

(Fig. 5.6), which is also the voltage onset of the increased brightness in the 2.5 nm periodic

structure in the voltage-dependent imaging of the pili (Fig. 5.5). Biologically relevant re-

duction potentials for cytochromes in anaerobic microbes, which are also tuned to Fe(III)

reduction, are in the range of ±0.4 V [20, 121]. While the features at these potentials were

not closely scrutinized in data acquisition, future STM work may focus on precise measure-

ment and character of these peaks for comparison with reduction potentials and modeling

of G. sulfurreducens pili.

The broader spatial dependence of the electronic structure presents a clearer picture.

We observed a spatial dependence of the nature of the asymmetry in the dI/dV spectra

(Section 5.4) that was also visualized by voltage-dependent imaging (Section 5.3). That is,

the location on the pilus where dI/dV exhibited enhanced states at +1 V compared with -1 V

(the right edge) was also brighter in topographs obtained at +1 V. Similarly, dI/dV spectra

on the left edge were enhanced at -1 V and images at that voltage were correspondingly

brighter on the left edge. Assuming no significant difference in the tunneling matrix element,

brighter contrast represents larger apparent height and thus higher integrated density of

states.

The spatial dependence of this asymmetry is key. Rectifying behavior has been observed

previously in tunneling spectra of atomic adsorbates [122] and several biological adsorbates,

including those in References [24, 123], which were artifactual. Depending on the situation,

the effect may arise due to band bending at the substrate-adsorbate interface or an asymmet-
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ric voltage drop at the tip-adsorbate versus adsorbate-substrate tunneling gap. In our STM

data, the fact that the sign and nature of the asymmetry develop spatially depending on

tip position suggests it is intrinsic to the nanowire electronic structure itself. Real rectifying

behavior in organic molecules is not unprecedented [124, 125, 126, 127, 128], and in the case

of G. sulfurreducens pilus nanowires, it may be biologically relevant.

Asymmetry of current flow between the sample and the tip may be inferred from the

dI/dV spectra and visualized by the I-V spectra (Fig. 5.6). When the STM tip is above

the left edge, it probes electrons from the current coming out of the sample, and when it is

above the right edge, it acts as a source for electrons going back into the pilus (see Eqn. 2.7.

To speculate on how this may be extrapolated to the nature of the long-range transport in

the pilus nanowires, we may again consider the type IV structural model [113]. We know

that type IV pili have helical symmetry, so the reversal in the sign of the rectifying behavior

may indicate current flow in one direction circumferentially and thus axially as well. While

this is speculative, the biological relevance of this is the fact that the cell may like to keep

electrons moving away, toward the external electron acceptor (Chapter 3).

The stability and quality of the STM data, along with existing biological data, suggest

that electron transfer occurs along the protein matrix. While these STM data give evidence

that the pilus nanowires may be rectifying, we would need a direct observation of such

behavior via a transport measurement to clarify this. Moreover, electron transfer in proteins

across distances farther than 10 nm would itself be novel behavior. This so-called long

distance electron transfer is the object of study in the transport experiment described in the

following chapter.
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Chapter 6

CP-AFM study of pilus long distance

electron transfer

Recall from Chapters 1 and 3 that biological studies of the Geobacter sulfurreducens respi-

ratory system have indicated that the organism’s pilus nanowires transport electrons across

longer distances than previously observed in biological systems. The fact that cell viability is

uniform across 40–50 µm thick G. sulfurreducens biofilms grown on fuel cell electrodes sug-

gests that the transport for single nanowires could be on the order of a micron or more [14].

The authors of that study also state that individual pili as long as 20 µm have been ob-

served. Recent experiments in marine sediments observed redox reactions across distances

of 12 mm, between oxidized and reduced materials, at rates much faster than achievable

by diffusion. This suggests that direct electrical contact exists, perhaps via a network of

conductive nanowires [129].

Fundamental limits for single electron transfer tunneling and hopping events are 20 Å

and 35 Å, respectively (Chapter 3). Recent experiments have even observed electron trans-
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port across distances in excess of 120 Å in self-assembled monolayers of synthetic α-helical

peptides [17]. The ability for charge to move this distance was attributed to multistep hop-

ping. While the study of Geobacter pili thus far has suggested that transport may occur over

much longer distances than these, the evidence is indirect. Additionally, STM (Chapter 5)

and other experiments have suggested that the conduction takes place along the protein

matrix; an observation of such long distance protein transport would further push the need

to consider a novel transport mechanism for G. sulfurreducens pilus nanowires.

To this end, we developed a method to measure long distance conductivity of a pilus

nanowire bridging a surface electrode with a conductive AFM tip (Figure 6.1). We used

photolithography to deposit a single microelectrode with 5–10 µm gaps opening to an in-

sulating substrate. While operating the CP-AFM in topographic mode, we searched the

insulating surface for pilus nanowires lying across the edge of a gap, resting opposite ends

on the gold electrode and the substrate. We then placed the tip into an end of the nanowire

opposite the electrode to measure current with the conductive probe.

The samples we dealt with were heterogeneous mixtures having aggregates of multiple

pili interspersed with individual pili (see for example, Fig. 5.2(b) and (c)). However, the

method we developed gave us a statistical advantage over more straightforward transport

measurement methods like fixed two-point and four-point fabricated probes. The dynamic

AFM probe was able to search for individual isolated nanowires, in contrast to the more

traditional methods, which would have relied on single unaggregated nanowires to land across

each of the stationary probes. El-Naggar and co-workers developed a similar experiment

in parallel to our own development, but they studied nanowires expressed by Shewanella

oneidensis [130], where the conductivity takes place among cytochromes [73], rather than
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Figure 6.1: Schematic of the experiment. Purified pili suspended in water are deposited
onto a surface electrode. For electronic measurement, the pilus bridges the electrode to a
conductive AFM tip. Upper right: Photograph of one of the electrode geometries we use.

the protein matrix as with G. sulfurreducens pili. While we shall see in this chapter that

at this time, we have obtained preliminary data using our system, and that long distance

conductivity has been observed in Geobacter nanowires, the experiments discussed here are

ongoing.

6.1 Materials & Methods

We used standard photolithography techniques to deposit metallic electrodes onto insulating

substrates. Photoresist (Shipley S1813) was spin-coated onto silicon ⟨100⟩ wafers having

either native (∼1 nm) or thermally grown (300 nm) oxide surface. After the photoresist

development, we evaporated 5 nm of titanium followed by 25 nm of gold onto the exposed

wafer surface. Purified pili suspended in doubly distilled water (ddH2O) were then deposited

onto the electrodes, left to adsorb for 10–25 minutes, and wicked dry with absorbent paper.
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Wafers having only the native oxide were B-doped (p type) and had bulk resistivity of 1–

5 Ω-cm. Electrical contact to the metal electrode was obtained by attaching a gold wire with

conductive paint.

Topographic imaging to evaluate deposition quality was performed with a DI-3100 AFM,

as described in Chapter 5.1. CP-AFM was performed on another device (Asylum) with Pt:Ir-

coated silicon cantilevers having nominal spring constants of 42 N/m. While in imaging mode

(tapping), we identified pilus nanowires lying across the electrode edge, and then obtained

I-V curves after placing the tip on a point of the pilus lying on the SiO2 opposite the

electrode. For control, we obtained I-V curves on the surrounding substrate and the gold

electrode to check for insulating and metallic behavior, respectively. We also used STM to

measure the surface band gap of the silicon with the native oxide.

6.2 Preliminary Results

6.2.1 Native oxide substrate

We first investigated deposition of and transport in pili on the native oxide of silicon. In

ambient atmospheric conditions, the presence of water and oxygen promote the growth of a

∼1 nm thick layer of SiO2 on the surface of Si [131], termed the native oxide. Although we

operated at low voltages within the band gap, the insulating barrier helped impede electronic

conductivity through the substrate at the low voltages applied. The standard value of the

indirect band gap of Si is 1.1 eV, and the surface band gap measured with STM across the

native oxide was ∼3 eV (Fig. 6.2).

Figure 6.3 shows I-V curves obtained from one of these samples. The curve acquired
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Figure 6.2: Representative STM I-V spectroscopy taken at a point above a clean silicon
wafer like that used in the electrode of Fig. 6.3, plotted on a log scale. Arrows mark the
edges of the band gap, well outside the region probed in Fig. 6.3.

with the tip placed above the end of a nanowire, roughly 200 nm away, shows significant

conductivity compared to that for the surrounding silicon substrate. Voltages were ramped

cyclically, so the two curves for each point were acquired: one while the voltage increased and

one while the voltage decreased. An average low-voltage resistance of 40 MΩ was calculated

from the slopes of the I-V curves in the linear region near the Fermi level. Outside this

region, the resistance at negative voltage was roughly 15 MΩ. Control I-V curves taken on

the Si substrate show insulating behavior in this voltage range, which is inside the band gap.

Finite current near +500 mV may indicate Schottky behavior where the electrode contacts

the surface. STM electronic spectroscopy obtained on clean electrodes fabricated in the same

manner indicated a band gap at the surface of ∼3 eV (Fig. 6.2), which is consistent with

silicon’s I-V behavior in Figure 6.3. Finally, I-V curves obtained with the tip placed above

the gold electrode show resistance several orders of magnitude less, as the amplifier saturates

almost immediately at finite voltage.

102



-0.4 -0.2 0.0 0.2 0.4

-8

-6

-4

-2

0

2

4

6

8

C
u

rr
e

n
t 
(n

A
)

Voltage (V)

0

10

20

30

40

(nm)

200 nm

Au native SiO2

Electrode

Nanowire

Substrate

Figure 6.3: I-V curves obtained with CP-AFM at points from the AFM topograph at right.
The nanowire and substrate curves were taken with the tip placed roughly 200 nm away from
the electrode. We have not speculated here on the origin of the finite current at zero voltage.
While the electrode curve appears vertical and overlaps the current-axis, it has finite slope
consistent with gold conductivity.

The results here offer convincing preliminary evidence of long range conductivity, but we

should be careful about generalizing to electronic behavior of the pilus. Unfortunately, this

short data run was limited by time constraints, as it was obtained on others’ equipment. We

obtained just one conductance curve for the nanowire and studied just one sample deposited

onto this substrate. Though the STM and CP-AFM control measurements of the band gap

on the surface demonstrate no significant tunneling across the 1 nm native oxide, we may

choose a different surface that has less access to surface states. In the next section, I will

discuss work with a substrate having a thicker oxide.

6.2.2 Thermal oxide substrate

Because the effects of surface electronic states on substrates having only the 1 nm thick

native oxide are unknown, we sought to repeat the measurement of Section 6.2.1 on a silicon
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SiO2

Au

Figure 6.4: AFM characterization of a deposition onto 300 nm SiO2. The larger, 7 µm x 7µm
topograph shows widespread coverage of pili, and the inset shows pili lying across the elec-
trode edge. The inset is an amplitude signal topograph taken following the larger image.

wafer with a thicker, thermally grown oxide from a dry growth process [132]. The oxide

thickness of 300 nm is much greater than the distance across which significant tunneling

current may flow, so the electronic states at the Si surface are inaccessible to the CP-AFM

probe. In addition, we are not limited to voltages within the Si band gap.

Though successful electronic measurements have yet to be performed on samples pre-

pared in this way, we have begun work to test the deposition onto this surface. Figure 6.4

shows a successful deposition of a sample of purified pili. The surface had a heterogeneous

arrangement of aggregates and individual pili. Current work in our lab is focusing on op-

timizing the protocol so that we may have reproducible control over the deposition quality.

Electronic measurements like those obtained on the native oxide will follow thereafter.
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6.3 Discussion and Future Directions

The observation of long-range (∼200 nm) electron transport discussed in Section 6.2.1 is

quite promising but needs to be reproduced. An upper limit of resistance was calculated

from the data of Section 6.2.1. As our scheme is essentially a two-probe measurement,

contact resistances between the nanowire and the tip or surface electrode will increase the

measured resistance. Control over the pressure exerted by the tip on the nanowire may

reduce the former source of contact resistance. During experiments of conductivity of pili

deposited onto the thick thermal oxide, we intend to quantify the contribution of these

contact resistances by measuring the resistances of the same nanowire at different distances

from the electrode. In this experiment, a plot of resistance versus distance should have a

y-intercept equal to the total contact resistance. This will in effect be a scanning probe

version of a transmission line measurement. The existing data quantified the average low-

voltage upper limit of resistance at just one distance (∼200 nm) to be ∼40 MΩ. In other

words, the data imply an upper bound on the resistance per unit length of 200 MΩ/µm.

We estimate the resistivity from this to be 0.1–0.4 Ω-cm depending on whether we use the

area implied by a ∼5 nm cylindrical nanowire diameter or the area estimated from flattened

nanowires (Appendix B). This is roughly the same resistivity as the basal plane of graphite.

For comparison, measurements by El-Naggar et al. for Shewanella oneidensis nanowires also

subtracted the contact resistance in the manner described above, resulting in a resistivity of

1 Ω-cm, comparable to that of moderately doped silicon nanowires [130].

In the future, we would like to further explore the possibility for nanowire rectifying

behavior, for which we discussed evidence in Chapter 5. Though the curve in Figure 6.3

does show some asymmetry, an experiment designed to test this specific question would be
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preferable. In future transport experiments of the kind discussed in this chapter, we may

replace the single surface electrode with two interdigitated electrodes—Electrodes A and

B. I-V curves may then be obtained with Electrode A biased and Electrode B grounded.

Rectifying character should be reversed if we then conversely ground Electrode A and bias

Electrode B. This eliminates the possibility that differences in contact resistance between

the tip and electrode cause rectifying behavior not intrinsic to the nanowire itself [24, 133].

It is important to keep in mind that the long-range electron transport in Geobacter

sulfurreducens takes place along the protein matrix itself (Chapters 3 and 5), while transport

in Shewanella oneidensis nanowires takes place along cytochromes that align themselves

along the pili [73]. Electron transport along the protein matrix at such long distances would

require a novel biological electron transport mechanism. Future work with this experimental

setup will investigate expectations that this novel transport happens at distances even longer

than 200 nm.
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Chapter 7

Conclusions

The electron transport chain in Geobacter sulfurreducens employs pilus nanowires to attach

to external electron acceptors. Using scanning probes, we have made progress in understand-

ing the mechanism of electron transport in these pili. In concert with previous biological

experiments, we have shown that electrons do not travel along metalloproteins, as they do

in many other biological ET processes, including long distance electron transport in other

microbial nanowires [74, 130]. Rather, electrons move along the protein matrix itself. Evi-

dence for this included the stable and significant tunneling current signal and energy spectra

from our scanning tunneling microscopy experiments performed on purified pili lacking metal

atoms. Additionally, the results of the STM experiments gave information about the local

electronic density of states at different positions on the pilus. Although we were primarily

interested in electronic states contributing to long distance electron transport, for these mea-

surements, the charge traveled transversely across the diameter of the nanowire, a distance

on the order of just a few nanometers. In contrast, our transport experiment measuring pilus

conduction to a surface electrode, with CP-AFM as a dynamic second electrode, detected
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electron transport length-wise, over a distance on the order of hundreds of nanometers. As

our lab further develops this technique, we postulate that it will have the ability to detect

transport over distances perhaps as long as a micron, a distance scale suggested by biological

reports [14, 129].

Because fundamental distances for well understood electron transfer processes purely in

the protein matrix are limited to ∼4 nm (Chapter 3), and recently reported observations

of protein matrix transport in synthesized α-helices still only reach 12 nm [17], it appears

as though the pili use a novel mechanism of long distance electron transport. Development

and optimization of the potential applications discussed in Chapter 1 would require an

understanding of the biological electron transport process.

In scanning tunneling microscopy experiments (Chapter 5), we observed asymmetries in

the topography and spectroscopy. The apparent heights in the topographs, proportional to

an integral over the local density of states between the sample voltage and zero, indicated

that opposite sides of the nanowire have enhanced states at opposite polarities at high

(∼1 V) tip-sample voltage. Direct acquisition of dI/dV , which was directly proportional

to the local density of states at the position of the tip, showed curves at opposite edges of

the nanowire that were consistent with this observation. The calculated asymmetry factors

at the sample voltages at which the asymmetric images were obtained (±1.0 V), which

quantified the direction and magnitude of the dI/dV asymmetry (Eqn. 5.1), ranged from

-1.3 on one edge of the nanowire to +1.7 on the opposite edge. The helical symmetry of the

assembled pilus suggests that the tip-molecule-substrate pathway may be repeated lengthwise

down the axis. (For a representation of this symmetry, refer to the structural model for

the Type IV PAK pilus, in Fig. 3.2(d)). A model developed by Kuznetsov [128] began
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with the STM configuration having redox energy levels in the probed molecule sandwiched

between the tip and sample and predicted an asymmetric dI/dV . We could speculate that

perhaps the assembly of dipolar subunits in the pilus (Chapter 3) is such that it provides

the same potential drop simulated by the tip-substrate potential difference. Rectifying pilus

nanowires may be biologically relevant as the cell wants to move electrons unidirectionally

toward external acceptors (Chapter 3).

While investigation of this apparent rectifying behavior was one motivation for measuring

the transport properties of the pilus nanowires, micron distance transport of any character

would require a novel biological electron transport mechanism. This was the primary reason

we employed CP-AFM to perform such an investigation (Chapter 6). At the time of this

writing, we have achieved convincing preliminary evidence for at least 200 nm charge trans-

port, with resistances at this distance of tens of megaohms, inferring an upper bound on the

longitudinal resistivity of 0.4 Ω-cm. However, the present size of the data set (one nanowire

curve) is insufficient to make firm conclusions about either the distance across which the

pilus nanowires may transfer electrons or the electronic structure involved in that long-range

transport. This is an active experiment in our lab at this time.

We have demonstrated protein conductivity in the absence of metals, and preliminary

evidence suggests that this electron transport is indeed long-range. Yet questions remain.

Though preliminary pilus structure models [88] indicate aromatic residues that may help fa-

cilitate tunneling or hopping reactions, this alone does not explain sustained transport across

micron distances. In other systems, feedback mechanisms propel electrons via quasiparticle

states like polarons (electrostatic interaction) and Davydov solitons (vibrational interaction

in alpha helices). The polar pilin subunits in the nanowire may be suggestive of the former,
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while their alpha helical nature may be suggestive of the latter. The fact that nuclear motion

is a degree of freedom in biological ET would accommodate a feedback mechanism as well.

The question of how long-range transport proceeds is a very difficult one. On the following

pages, I conclude this dissertation by suggesting ways in which scanning probe techniques

in particular may continue to further elucidate the pilus electronic structure.

Future Directions

Future study of this system with scanning probes should continue to exploit their powerful

topographic and electronic acquisition capabilities. Postulating that known electron transfer

mechanisms are elements of the more complicated pilus electron transport system, we may

direct future scanning probe experiments to study their contributions piece by piece. While

pure electron tunneling has no temperature dependence, it does vary exponentially with

distance between initial and final states. Thermally activated hopping events, meanwhile

do depend on temperature but their distance dependence is not necessarily exponential.

Because of the sensitive distance dependence of tunneling, biological ET processes generally

transition to hopping mechanisms beyond ∼2 nm. Since even hopping conductivity should

die out by the time distances reach tens of nanometers, we should consider both tunneling

and hopping as possible players in the overall system. The introduction of modified pili

from genetic modification or selective pressure would provide a source of varied structure,

such as variable distance between donor and acceptor states for electrons. Modification may

involve insertion or deletion of amino acids to change distances without altering the higher

order structure. Access to cryogenic SPM will allow our lab to observe changes in electronic

structure with decreasing temperature. Modeling of the electronic and molecular structure

of the pilus nanowires will greatly enhance our ability to interpret data and develop new
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experiments.

Our most widely used probe so far, the STM, is indispensible for the examination of the

local electronic states of the pili. We could extend our proven ability to spatially distinguish

variation in the density of states to detect changes in the electronic signature when we intro-

duce modified pili and/or vary the temperature. We might observe these subtle variations

either in imaging or dI/dV versus voltage curves. Though topographic imaging is sensitive

to integrated density of states, scanning tunneling spectroscopy imaging (STS) may be able

to image the relative magnitude of a localized state with more sensitivity. STS, as described

in Chapter 2.1.3, gives a topographic image of the magnitude of the local density of states

at a particular tip-sample voltage. If it is indeed possible to image localized “hot spots”

of conductivity in this way, then we could observe how the position or magnitude change

when we alter the D-A distances or temperature. This is of course somewhat speculative and

depends on the hope that STS would be possible and robust for this soft organic material.

Alternatively, in two-dimensional curves of dI/dV vs voltage, we may observe how the

energy spectrum at a particular point itself changes as we adjust these variables. If the energy

levels of the local states change, this may alter the asymmetry in some detectable way. If

peaks in the dI/dV curve do correspond to redox potentials of terminal electron acceptors, as

suggested in Chapter 5, we could observe how these energies and thus redox potentials may

vary as well. This type of analysis has been achieved by others for c-type cytochromes, with

comparison to theoretical redox levels and complementary electrochemical experiments [20].

The existence of an electronic model for the Geobacter pilus, complemented by a simulation

of what electronic signature the tip would detect in the STM configuration, would greatly

complement the interpretation of experimental data.

111



Another logical experimental direction for the future is the continued use of the dynamic

CP-AFM transport technique. If indeed we isolate interesting modified pili, the transport

technique could directly study the long-range transport dependence. Utilization of a cryo-

genic CP-AFM would allow similar measurements to take place while lowering the tempera-

ture. In this way, we could study the temperature dependence of the long distance transport

to infer properties of the transport process.

These experiments may also play a role in informing the enhancement of the potential ap-

plications forGeobacter species and their pilus nanowires, discussed in Chapter 1. If STM can

indeed identify reduction potentials, perhaps it may assist in engineering modified pili with

reduction potentials optimized for specific toxic substances. For enhancement of Geobacter

fuel cells, continued study of electronic properties of pili and modified pili could help identify

optimal strains to use in fuel cell studies seeking optimal current output. Finally, if it is in-

deed possible to incorporate pilus nanowires into top-down or self-assembled—and possibly

biocompatible—devices, then biodegradation may impede the lifetimes of these. Chemical

fixation could preserve the pili long term, but common methods such as glutaraldehyde fix-

ation can alter electronic properties. For this reason, it may be necessary in the long term

to perform similar studies of the electronic properties of preserved pilus nanowires.

Most immediately, however, we should fall back toward the earth. Perhaps the most

intriguing possible outcome from physical studies of the pilus nanowires over the next several

years is the elucidation of a novel biological mechanism for electron transfer. The potential

physics involved in sustaining transport over such long distances in a seemingly amorphous

structure, some of which were broached in this chapter, promise to be interesting as well.

Future study of the electronic properties by scanned probes and other means should continue
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to drive toward the nature of this novel conduction mechanism.

113



APPENDICES

114



Appendix A

Tip-adsorbate distortions

The effects of geometric convolution and tunneling gap variability for adsorbates were first

discussed in Chapter 2.2.2. These effects have been studied in detail by Biro, et al. [44,

54, 114, 134] while interpreting STM images of carbon nanotubes (CNT). Because of the

large radius of curvature of the tip, the leading tip edge begins to image the filamentous

adsorbate much earlier than an infinitesimally small tip would (Fig. A.1(a)). As a result,

the tip follows a contour defined by its effective finite radius. This effective radius includes

the tunneling gap, in addition to the physical radius of curvature. In practice, we would like

to be able to quantitatively determine the amount of broadening of a filamentous feature,

such as a nanowire. The effective tip radius must be determined experimentally for the same

tip used to image the nanowire. Characterizations of tip radii ex situ via scanning electron

microscopy (SEM) or transmission electron microscopy (TEM) may estimate the tip radius,

with some predictability. An in situ method of estimating the tip radius is more desirable.

This may be done by analyzing images of step edges on the same surface that contains

adsorbates (Fig. A.1(b)) [54]. Most step edges are in effect atomically sharp. Rather than
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the tip imaging the step edge, the smaller effective radius of the step edge images the tip.

From geometric arguments alone, one can show that the effective tip radius is given by:

Reff =
L2 + h2

2h
(A.1)

where L is the apparent step width in the image, and h is the height of the step edge

(presumed to be much more accurate), as illustrated in Fig. A.1(b). Once the tip radius is

determined by analyzing the line profile of a step edge, the apparent diameter of an imaged

nanowire may be expressed, also via geometric arguments, as:

Dapp

2
=

√
(2Reff − δ)(D + δ) (A.2)

Where Dapp is the apparent diameter and δ is the separation between an adsorbate and the

substrate. The expression may be solved for the actual width, D, of the nanotube. Typical

values of δ for a carbon nanotube on a substrate are ∼3 Å [44].

For adsorbates with very large heights, &10 nm, the active tip must indeed be approx-

imated by a cone rather than a sphere (see Fig. A.1(c)). The tip begins to contact the

adsorbate much sooner, and the radius of the cone at the point of contact will be added to

the smearing effect. The tip pulls out following a path along the cone until the active tip

region reaches the spherical regime. This again broadens the measured diameter [54]:

Dapp = D + 2Rc (A.3)

2Rc = 2H tan

(
β

2

)
(A.4)
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where H is the height of the point of contact of the adsorbate with the tip, Rc is the cone

radius, and β is the apex angle of the cone.

Even when tip preparation methods are followed identically, the exact tip radius is not

reproducible with a sufficient level of accuracy. As a general rule for imaging large adsor-

bates or surface structures, one would like the smallest nominal tip radius possible, with the

smallest cone apex angle. The actual tip radius may then be determined in situ. Experi-

mental determination of the sizes of adsorbates must consider geometric convolution of the

tip and sample. Broadening by as much as 50% for 10 nm CNT and as much as 300% for

1 nm CNT has been observed [54].

In addition to lateral broadening, STM topography of CNT often shows anomalously

small apparent heights as well [55, 56]. Typically, this reduction in apparent height is roughly

10% for CNT [44]. This issue has been attributed to several possible factors [54, 44] that

should not be unique to CNT studies. Differences in work function between the substrate and

adsorbate is one effect that could dominate. If the tunneling decay length is significantly

decreased as the tip reaches the adsorbate, the tip-sample gap is much smaller, and this

results in the feedback circuit reporting a reduced height. In addition, the interface of the

adsorbate and the substrate results in a second tunneling gap, in addition to the tip-adsorbate

gap (Fig. A.1(d)). Intuitively, this would lead to a reduced tunneling probability, and in fact

simulations have shown that a significant fraction of tunneling electrons originating from

the tip is reflected back into the tip at the adsorbate-substrate tunneling junction [54].

Another possible explanation for vertical flattening is again a consideration of geometric

effects on the tunnel gap. Larger radii of curvature for the tube-like adsorbates [44] and

the tip itself [44, 135] lead to a smaller tunneling gap and thus a flattened apparent height.
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Finally, mechanical deformations in the adsorbate from the tip and the substrate, which are

difficult to quantify, may also affect the measured height. Thus, it is clear that apparent

heights when measured with STM must be analyzed with care.

In summary, when imaging molecular adsorbates, the finite tip radius and conic geometry

can lead to a lateral broadening of the imaged molecule. A varying tunneling gap is thought

to be the largest contributor to the flattening of the apparent height of these adsorbates.

These issues must be considered along with those addressed in Section 2.1.2 when interpreting

images of adsorbates.
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Figure A.1: Examples of geometric distortions due to finite tip geometry. (a) Filament
(black) of diameter D is broadened when scanning with a tip of finite radius Reff . (b)

Broadening of a step edge due to finite tip radius. L is the apparent length over which
the step edge rises. This may be used to quantify the effective tip radius. (c) Geometric
distortion for large filament where tip is approximated as a cone. The apparent radius is
broadened due to imaging before apex reaches the filament. (d) Schematic of tunneling
junctions for tip-surface and tip-molecule-surface configurations. The interface between the
molecule and the surface acts as a second tunneling junction.
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Appendix B

AFM characterization of pilus height

An approximation of the heights of adsorbates in scanning probe experiments requires careful

consideration of the imaging mechanism. In Chapter 5, we discussed that when imaging with

STM, due to the difference in work function between substrate and adsorbate, the tunneling

gap may change and thus give an apparent height that is misleading. The AFM, however,

does not suffer from this problem because the imaging does not depend on a tunneling

current. We therefore used AFM in tapping mode as another means to measure the height

and compared it with STM. Figure B.1 shows a representative line profile of several pili

from a purified sample prepared in the same way as described in Chapter 5.1. Because

this and other similarly prepared samples contained aggregates of multiple pili, the line cut

was taken across the smallest filaments on the surface, presumably individual wires. The

apparent heights measured this way were 1–2 nm, compared with STM, which measured

0.8–1.2 nm. As discussed in Chapter 5, it is possible that some physical flattening has

taken place during deposition. In the AFM setup we used for this measurement, the lateral

broadening—analogous to that for STM—is quite large, and the apparent pilus width here
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Figure B.1: Representative AFM line profile of several pili. The white line marks the location
of the cut.

is neither accurate nor of any consequence to the height measurement.
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Appendix C

Subsurface atom contribution to

tunneling current in CeTe3

Rare earth tellurides (RTe3) are a family of layered materials that have received much

attention as model systems to study incommensurate charge density waves (CDWs) [136,

137, 138]. The characteristic square net of the cleaved surface in these materials forms a

one-dimensional CDW driven by Fermi-surface nesting [139]. CeTe3 in particular forms a

CDW energy gap of ∼400 mV [140, 141, 142] at even room temperature, and the CDW

remains at temperatures as high as 500 K [143]. Below 10 K, CeTe3 becomes a weak Kondo

lattice and then transitions to an antiferromagnetic ground state (TNeel=2.8 K) [141]. The

f electrons in the cerium atoms are the sources of the magnetic moments leading to these

properties.

The undistorted crystal structure of CeTe3 is shown in Figure C.1. It is a weakly or-

thorhombic, NdTe3 type, described within the space group Cmcm [144, 145]. Corrugated

and covalently bonded CeTe slabs are sandwiched between double Te net layers between
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which a weak van der Waals attraction allows an easy cleavage plane for surface studies like

those involving STM. In analyses of Fourier transform (FT) images from STM topographs, a

CDW peak consistent with qCDW = 3.9 nm−1 is observed, along with interesting satellite

peaks (Fig. C.2, C.3, [146]). These are explained by a wave vector mixing analysis given in

Ref. [146]. The nature of the other peaks, marked qatom is the focus of the investigation

described here. These peaks form an additional square lattice that may be interpreted as

either subsurface atoms or dimerizations (Section C.2.1). We present room temperature and

low temperature STM data, along with simulations of STM images to elucidate the nature

of the qatom peaks. Detailed analysis of the data with regard to the CDW is not the focus

of this discussion, so I refer the reader to [146, 147] for more information.

C.1 Materials and Methods

We performed STM topography on freshly cleaved surfaces of CeTe3 at both room temper-

ature (∼300 K) and 77 K. CeTe3 crystals were grown by halide flux method [148]. For room

temperature STM measurements described here, we used adhesive tape to cleave the crystal

in a nitrogen glove bag and then placed the sample directly into the table-top Nanosurf

STM operating inside the same glove bag. For low temperature experiments described here,

we cleaved the CeTe3 crystal in air and then immediately placed it into the high vacuum

chamber coupled with the Besocke-style STM and Dewar, and began pumping before cool-

ing down. The steps taken during cleaving minimize contamination that may form within

minutes on the CeTe3 surface.

Two-dimensional Fourier transform (FT) image production and reverse FT filtering were

performed with SPIP software (Image Metrology). Simulations of STM data were performed
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Figure C.1: The average (undistorted) crystal structure of CeTe3 consisting of CeTe slabs
corrugated as shown, separated by a double layer of a 3.1 Å square Te net. The side
view shows two complete unit cells repeated along the b⃗ axis (vertical, perpendicular to
the cleavage plane). The top view shows the exposed surface upon cleaving, displaying the
square Te net and positions of the subsurface Te and Ce atoms. The subsurface Ce atoms
are 2.53 Å below the Te net, while the Te atoms are 3.44 Å below.
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by collaborators in the Mahanti group at MSU using electronic structure calculations within

density-functional theory, described in more detail in Ref. [146].

C.1.1 Cryogenic operation of Besocke STM

I briefly mentioned in Chapter 2.3.2 the capability of our Besocke microscope to operate with

the sample and scan head at cryogenic temperatures. The scan head attaches to the end of a

long stick that extends down to the center of a Dewar housing a helium-3 refrigerator. In this

refrigerator, a sample space is kept at high vacuum and the microscope is in good thermal

contact with the cryostat pot via copper contacts. Our refrigerator operates at several base

temperatures. Liquid nitrogen cools the Dewar to the nitrogen boiling point of 77 K for either

operation at this base temperature or as a precooling step for lower temperatures. To reduce

the temperature further, the nitrogen is removed and backfilled with liquid helium-4, the

boiling point of which is 4 K. Precooling with nitrogen is desirable because it is significantly

less expensive than helium-4. Pumping on the helium-4 lowers the vapor pressure, allowing

the temperature to drop to 1.2 K. After this, the introduction and pumping of helium-3 in

a separate pot cools the Dewar more. The helium-4 in the 1 K pot cools and condenses the

helium-3 into a liquid. Pumping on the helium-3 reduces its temperature to 0.2 K, which

is the lowest temperature this type of refrigerator may reach. Because helium-3 is rare and

quite expensive, we would like to recycle it. For this reason, a sorb pump is selected to pump

on the helium-3 so that the refrigerator may reach 0.2 K. The sorb is a porous charcoal collar

wrapped around the helium-3 pot that captures the helium-3 vapor. When all the helium-3

evaporates, it may be recovered by re-condensing, either back into the helium-3 pot or into

a helium-3 storage Dewar. The experiments described in this appendix, however, were only
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performed at the liquid nitrogen base temperature (77 K).

In order to prevent thermal shock to the piezo tubes or other sensitive components, the

scan head must be lowered slowly into the Dewar, a process which takes several hours. A

flange on the stick meets with the opening to the sample space, and the stick slides through

the flange via a sliding seal. To maintain vacuum, a mechanical pump pumps on the sliding

seal while the stick is moved. Under ideal Dewar conditions, the sample space itself can

reach vacuum levels of 10−7 torr with the use of a turbo pump. The properties of the

piezoelectric materials change with temperature, so when operating at low temperature, it

is necessary to use a different calibration to determine scan sizes. For example, at nitrogen

temperature, piezo motion is reduced by roughly a factor of three for the same voltage at

room temperature. Coaxial cables attached to the tip, sample, and piezo tubes run from the

scan head, through the center of the stick, outside to the control box.

C.2 Results and Discussion

To investigate the nature of this surprisingly large additional square lattice contribution (the

qatom peaks), we directed a series of STM experiments and simulations specifically to this

task. We complemented existing and new room temperature STM with low temperature

(77 K) STM [146, 147]. Because of the reduced thermal and vibrational noise, low temper-

ature STM is generally much cleaner and is able to more clearly resolve structure and thus

FT peaks.

Figures C.2 and C.3 show STM topographs and FT obtained at room temperature and

77 K, respectively. In the room temperature data, it is clear from the topograph and its

reverse FT that the STM resolves the surface lattice and CDW modulation. The reverse FT
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Figure C.2: Room temperature STM topography. Raw topography (a) and reverse FT
(b) clearly showing both the square surface Te net and the CDW oriented 45◦ relative to
the net. (b) was obtained by filtering noise below a certain threshold magnitude in the
Fourier transform. This image also shows the location of the a⃗ and c⃗ lattice vectors. (c)
FT image obtained by adding the square root sum of six topographs taken consecutively.
The color scale is the relative Fourier magnitude, where blue to white corresponds to low to
high magnitude. Two of the peaks corresponding to the surface Te net are labeled L, and
the other two were lost when filtering out noise lying along the vertical axis that was an
artifact of the scan direction. One of the peaks corresponding to the CDW wave vector is
marked, along with two of the four peaks corresponding to the larger square lattice rotated
45◦ relative to the surface Te net. (sample voltage=800 mV; I=50 pA)
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Figure C.3: Low temperature STM topography (77 K). (a) Topograph again showing the
surface Te and several periods of the CDW. The image is the average of four images that
were obtained consecutively. The bright irregular features indicate surface contamination.
A lattice grid, where line intersections indicate surface Te locations, is superimposed on the
2 nm x 2 nm inset. The grey lines on the left side of the topograph indicate CDW maxima.
(b) Fourier transform of the low temperature data in (a). The color scale is the relative
Fourier magnitude, where blue to black corresponds with low to high magnitude. The same
peaks are labeled as in (a), but are much more clearly distinguished in the low temperature
data, where STM is more thermally stable. (sample voltage=100 mV; I=0.6 nA)
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allows filtering of background noise to enhance the contrast from the lattice and CDW. In

the FT image (Fig. C.2(c)), we observe some of the satellite peaks also observed in Ref. [149].

The low temperature data of Fig. C.3 are much clearer. We observe clear peaks from the

Te net, the CDW and satellite peaks, and the additional square lattice peaks that are the

subject of this study. We will discuss this in more detail now.

C.2.1 Secondary square lattice

In addition to Fourier transform (FT) peaks corresponding to the square net and the CDW,

we also observed an additional square lattice oriented at 45◦ relative to the Te net, with

k = 2π/c = 14.3 nm−1 [146, 149]. Here, c⃗ is the lattice vector that points in the direction

of the CDW (Fig. C.1). This location and spacing were consistent with both the subsurface

Ce and Te atoms. It may show that STM has access to the f electrons near the Fermi

level of the cerium atoms. This signature was also consistent, however, with dimerizations

observed in the related material TbTe3 at sample voltage outside the CDW gap [5]. This

is because the FT retains no information about the phase, so equal k⃗ vectors with different

phases appear identical in the FT image. Figure C.4(a) shows an illustration of how these

dimerizations have equivalent spacing and thus identical FT signatures. In the report of

Fang, et al. [5], the dimerizations are not due to displacement of the atoms themselves, but

rather enhanced tunneling signal between pairs of atoms. This is why the signature from

the surface Te net is not destroyed.

To elucidate the source of the contribution to this additional lattice, we first addressed

the question of whether the peaks arise from dimerizations, as were observed for TbTe3. In

Figure C.4(b) and (c), I show STM topographs taken on CeTe3 under the same tunneling
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Figure C.4: (a) Cartoon showing the locations of dimers observed with STM for the related
material TbTe3 in Reference [5], as well as the locations of the subsurface Ce and Te atoms.
Because the Fourier transform lacks phase information, the square net rotated at 45◦ relative
to the Te net observed in our Fourier transforms of CeTe3 (Figs. C.2 and C.3) could be due
to either these dimers or to the subsurface Ce or Te net. (b) STM topography of CeTe3
at room temperature and sample voltage -800 mV, the same used when dimerizations were
observed in Ref. [5]. The current set point here was 140 pA, which was necessary to achieve
quality comparable to that of [5]. We did not observe evidence of dimerizations in CeTe3
under these conditions. Lower quality images at 50 pA also lacked evidence of dimerizations.
The image is raw data, aside from line by line subtraction. (c) Low-pass (|k| < 26 nm−1)
Fourier filtered image of the same data as in (a), given in high contrast for comparison
with [5].
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conditions as Ref. [5] on TbTe3. We observed no evidence of dimerizations in either the

raw data or the reverse FT enhanced topographs. Moreover, we did not see evidence for

dimerization in the hundreds of images taken of CeTe3 over a broad set of voltages in the

range ±800 mV. This suggests that the secondary square lattice peaks are due to either

subsurface Ce or subsurface Te.

To the naked eye, the subsurface structure is less apparent in the real space data of

Fig. C.4, but the representative FT in Fig. C.2 demonstrates that the contribution of

this secondary square lattice is present here, even in the absence of dimers. So why then

should we expect that, if present, we would have been able to observe dimers here in the

real space data alone? The relative magnitude of the tunneling signal in the dimeriza-

tions of Ref. [5] suggests that if they existed, they should be quite strong and thus visible

in our own real space imaging. However, by contrast, the subsurface peaks observed in

Figs. C.2, C.3, and Refs. [146, 149] in the absence of easy real space STM observation of

the subsurface lattice suggests that the magnitude of the subsurface contribution is small

enough that it is typically difficult to see with the naked eye in real space images.

Next, we address the question of whether the subsurface contribution comes from the

subsurface Ce or subsurface Te atoms. The subsurface Ce is closer (2.53 Å) to the surface

than the subsurface Te (3.44 Å), but this does not directly imply a larger contribution to

the tunneling current. Figure C.5 shows a simulation of an STM image at sample voltage

100 meV and temperature 77 K taken at the approximate position of the tip above the

surface (3 Å). These were the same conditions as Fig. C.3. The subsurface Ce contributes

more to the charge density than the subsurface Te, suggesting that the Ce sites are more

likely to contribute tunneling current to the image.
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Figure C.5: Simulation of STM image to investigate the relative contributions of the sub-
surface Ce and Te to the topography that results in the square lattice rotated 45◦ to the
surface Te net. The image here is a contour plot of the charge density projected onto a
plane at 3.0 Å above the surface (roughly the distance to the tip), in the energy range of
0.0-0.1 eV. The subsurface Ce atoms contribute more to the charge density than the subsur-
face Te atoms. The Fermi level corresponds to 0.0 eV. Moreover, the subsurface modulation
is of comparable magnitude to the signal from the surface Te net.
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Barring any other unknown electronic contributions, we conclude that the surprisingly

large secondary square lattice contribution to the tunneling current comes about from the

subsurface Ce atoms. For most materials, STM only has access to electrons at the surface.

That STM may be able to probe the f electrons in the subsurface Ce presents the possibility

of examining the electronic structure of the Kondo lattice with STM below 10 K. Thus far,

STM has only studied Kondo properties for surface magnetic impurities on metals. Despite

the certain experimental challenges, it is an exciting prospect.
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