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ABSTRACT

A CLASSIFICATION MODEL FOR PREDICTING ACADEMIC
PERFORMANCE FOR MASTER OF BUSINESS
ADMINISTRATION STUDENTS AT
MICHIGAN STATE UNIVERSITY

by Robert George Harris

The purpose of this study was to develop a classi-
fication, or probability, model for predicting academic
performance in the Master of Business Administration program
at Michigan State University. This model was designed to
assist the admissions officer in answering two questions:

(1) WBat is the likelihood that this applicant could

successfully complete the MBA program and

graduate?

(2) What would be the extent of this applicant's
academic success in the MBA program?

The sample of students used in constructing the model
was selected from the population of all students admitted
and enrolling for the first time in the MBA program at
Michigan State University from Fall term, 1962, to Summer
term, 1966, inclusive. The "check" sample, used to validate
the model's ability to correctly classify individuals, was
selected from students entering MSU, under the same con-
ditions in Fall term, 1966,

Application of selective criteria (essentially
excluding foreign students, students with incomplete records,
and females), reduced the number of students eligible for

selection to 514 graduates and 72 academic withdrawals.,
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From those eligible, three extreme groups were
selected for analysis. These groups were : (1) Upper
level graduates; (2) lower level graduates, and (3) lower
level withdrawals. Each of the graduate groups contained
138 students, or 27%, of all graduates., Because of the
small number of academic withdrawals, 38 students, about
50%, were included in the third group.

Two multivariate statistical procedures, both pro-
grammed for machine computation, were used in the analysis.
Multiple-discriminant analysis was used to investigate the
significance of group differences and to determine the
location of group centroids in discriminant space. Maximum
likelihood classification methods were used to develop a
classification model on the basis of the measurements of
predictor variables for each individual in the sample.

With such a model, then, unclassifled individuals were
assigned to a group characterized by academic performance
in which the individual had the greatest likelihood--the
greatest probabllity--of membership. By assigning members
of a "check" sample--individuals not involved in the formu-
lation of the model--in this manner, the model was eval-
uated for 1ts accuracy in predicting the academic perfor-
mance of an "unclassified" individual, such as an applicant

for the MBA program.
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The 12 predictor variables used were those elements
of information generally available for all applicants for
admission from either the standard MSU application for
graduate study or university record files for each indi-
vidual, with the exception of a new variable which was
formed in an attempt to "adjust" or "weight" the appli-
cant's undergraduate GPA in respect to the "quality" of his
undergraduate institution. The measure of "quality" used
was the mean ATGSB Total score for the undergraduate
college, as reported by ETS.

In general, there is a monotone descending relationship
between the mean values of the 12 predictor variables and the
level of academic performance. As the mean value of the
predictor variable decreases, the level of academic per-
formance decreases.

From the data, one observes that the more academically
successful student has most of the following character-
istics. He:

(1) Attained a higher undergraduate GPA (both "raw"

and "adjusted");

(2) scored higher on all three ATGSB tests;

(3) attended an undergraduate college other than

MSU that was relatively large (over 10,000)
but not as large as that attended by the
less successful MBA student;

(4) was older, married, and delayed longer before

beginning the MBA program;

(5) maintained legal residence outside of Michigan,

and

(6) had completed a non-business undergraduate major
course of study.
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The classification model was constructed from the set
of values for the predictor variables for each individual
in the "main" sample. This data permitted computation of
the coefficlents and constant terms for a set of classifi-
cation functions--one classification function for each of
the three classification groups. Evaluation of these
classification functions yielded a set of three scores for
each individual. The model compared the computed classi-
fication scores for each unclassified individual and
assigned him to the group for which he had the highest
score.

In this manner, the 109 unclassified 1ndividuals in
the "check" sample were also assigned to the three academic
performance categories. The academic performance of 53.2%
of the "check" sample was accurately predicted and were
termed HITS, 21.1% were MISSES, while 24.7% were labeled
NEAR HITS, since they were predicted as graduates but the
level of performance was 1lnversely predicted. If HITS
were to be defined simply as predicted graduation or
predicted withdrawal, the model produced 78.9% HITS and
21.1% MISSES.

From the analysis of the results 1t was found that:

(1) the three classification groups could be dis-

tinguished from each other on the basis of the
12 predictor variables used in the study,

(2) the group centroids were colinear (points on

the same straight line) and ordered in the same

manner as the three levels of academic per-
formance,
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(3) the upper level graduate group was well separated
from both the lower level groups, but that the
lower level graduates and the academic with-
drawals were relatively close together,

(4) the likelihood of individual membership in one
or another such group can be predicted on the
basis of the elements of information known about
the individual at the time of the admissions
decision,

(5) the model offers the admissions officer an
objective, systematic method to assist in the
selection of students for the MBA program. It
establishes an order of priority in the selection
of students, provides a basis for admission to
elther regular or provisional status, identifies
"borderline" applicants, and suggests when
additional information should be considered in
arriving at the admissions decision.

Therefore, from these findings it was concluded that:

(1) The three groups--upper level graduates, lower
level graduates, and academic withdrawals--are
distinct separate groups that can be distin-
guished from each other on the basis of measure-
ments on the 12 predictor variables used in
this study,

(2) the major problem in classification of indi-
viduals results from the difficulty in discrim-
inating between the lower level graduates and
the academic withdrawals,

(3) the classification, or probability, model,
constructed on the basis of the measurements of
the 12 predictor variables for each individual
in the "main" sample is a valid model for the
prediction of academic performance for MBA
students at MSU,

(4) the model does no worse than the less objective
methods used in the admissions decision-
making process during the time period encompassed
in the study.
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Admission to graduate school is a major and most
serious decision., While the state of the art is not suffi-
ciently advanced to entrust admissions decision-making to
a computerized model, the assistance that such a model can
provide should not be overlooked. By increasing the objec-
tivity of the selection process, the exercise of subjective
Jjudgment, which in the final analysis 1s still the major

element 1n the admissions decision, can be sharpened.
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CHAPTER I
INTRODUCTION
Need

Problems associated with the admissions decision-
making process exist in varylng degrees at all educational
institutions. These problems have, generally, become more
acute in recent years because growing interest in educa-
tion, and particularly higher education, has measurably
increased the mumber of applicants for admission to the
nation's colleges and universities. A partial solution
to these admissions problems has often been found by
increasing student enrollment. However, increased enroll-
ments are subject to the limitations imposed by maintenance
of respectable academic standards and such factors as the
availability--or better, the non-availability--of adequate —
facilities, competent staff, and sufficient financial
support. Generally, these limitations preclude unlimited
or greatly increased enrollment and dictate the use of
selective admissions criteria.

In recent years, the Graduate School of Business
Administration at Michigan State University, like many
others, has been the recipient of an increasing number of
applications for admission. At the same time, there has

1



been a general improvement in the qualifications of the
students seeklng advanced study. This has been particular-
ly true in the Master of Business Administration (MBA)
program at Michigan State University. In response to the
increased demand, there have been larger student enroll-
ments in the MBA program each year for the past several
years. Because of an abundance of qualified applicants,
however, and the limited (although increased) resources
allocated to the program, the admissions decision-making
process has become more difficult.

Faced with this situation, it 1is suggested that
selective admissions criteria objectively answer two major
questlions about each applicant, based on the kind of
information about the individual now available. First,
it should be asked, "What is the 1likelihood that this
applicant could successfully complete the MBA program and
graduate?" Next, providing the first answer is in the
affirmative, one should inquire, "What would be the extent
of his academic success in the program?"

If the answer to the first question is "no likeli-
hood at all," then of course, the second question is
superfluous and the admissions decision has been made.

If, however, the answer 1s something other than that, it
i1s important to weigh the degree of academic success that
the applicant is 1likely to achieve. Given the answers to

these two questions, it would seem reasonable to select



those applicants who were most likely to attaln the highest
academlic performance, and to reserve a decision on admis-
sion of those individuals who might be expected to meet
minimum graduation standards but generally perform just
above the academic "borderline."

"Selective admissions," as an institutional policy,
1s based on merit and is limited to those applicants con-
sidered to be best qualified to benefit from the educa-
tional opportunity provided by the college. Information
such as the applicant's past academic achievement, recom-
mendations, reports on character, personal qualities,
entrance examlnations, test scores and personal interviews
are often included in the selective admissions procedure.
Many of the elements of information obtained about the
applicant are qualitative in nature. A substantial portion
of the information, however, is quantitative or is repre-
sented in a quantitative form.

Regardless of its form, both subjective and objective
evaluation and judgments are made about the applicant,
based on the available information. These elements of
information are evaluated and a Judgment 1s made about the

likelihood of the applicant's academic success if selected



for admission. Both Snookl and Stuart2 maintain that selec-
tion of students must rely to a large extent upon the sub-
Jectlve Jjudgment of the admissions officer. Nevertheless,
it would seem advantageous to maximize the objective evalua-
tion of all availlable information, both qualitative and
quantitative, in the selection process. Hopefully, a more
objective method would permit selection of those applicants
for admission who can reasonably be expected to satisfac-
torily complete a particular course of study; conversely,
such a method would tend to "select out" those candidates

with 1ittle 1likelihood of academic success.

Purpose

The purpose of this study 1s to develop a probability
model to predict the academic performance of applicants for
admission to the MBA program at Michigan State University.
This probability model will incorporate the recorded
experience of former MBA students at the University; and,
prediction of academic performance of new prospective

students will be predicated on elements of information

known about them at the time of the admissions decision.

lJohn L. Snook, Qualitative Admissions Factors--Proof,
Practice, and Prejudice, a paper presented to the 1966
Symposium of schools using the Admission Test for Graduate
Study in Business, Princeton, N.J., May 5, 1966.

2Douglas Stuart, A Study of the Relationships of
Admissions Data to Student Performance in the Graduate
School of Business during the Period, 1958-1961, East
Lansing, Michligan State University, Office of Institutional
Research, June, 1962, p. 13.




The study will use multivariate procedures to con-
struct a probability model that would determine the maximum
likelihood of an applicant being a member of one of three
groups: top level graduates; lower level graduates, or
academic withdrawals. This model will be designed to
assist the admissions officer in answering the two questions
previously posited:

1. What is the likelihood that this applicant could

successfully complete the MBA program and graduate?

2. What would be the extent of this applicant's

academic success in the MBA program?

Research Problems

Two research problems are to be investigated in this

study. They are as follows:

1. Can groups of MBA students, who have eilther
graduated or withdrawn from the program, when
grouped by the overall graduate grade-point
average, be distinguished from each other on
the basis of the elements of information known
about the students at the time of the admission
decision?

2. Can the likelihood of individual membership 1n
each of these groups be predicted on the basis
of the elements of information known about the
individual at the time of the admissions

decision?



The elements of informatlion known about the students
at the time of the admissions decision are, for the most
part limited, directly or indirectly, to the information
available on the completed "Application for admission to
Graduate Study" required of all persons seeking admission

for advanced study at Michigan State University.

Rationale

Customarily, researchers concerned with predicting
academic performance have used a statistical procedure
known as multiple-regression analysis. Thls procedure
requires the identification of a set of factors (indepen-
dent variables), that are considered to be predictive of
academic performance. The criterion for academic performance
(the dependent variable), most frequently selected is the
grade-point average.

The ratlonale of the present investigation is that
students grouped according to academic performance can be
distinguished from each other on the basis of the measure-
ments of a set of independent variables; further, that the
probabllity of membership in each group can be determined
for an unclassified individual and the most likely group
membershlp (and therefore the associated academic perfor-

mance) can be predicted for each individual.



The technique of classifying individuals in this
3

manner was developed for blometric research by Rao~” and
extended by researchers such as Andersonu and others.

In recent years, there has been increased interest
in this approach in the field of educational and vocational

guldance and counseling.

Overview

In Chapter II, the review of literature is of two
kinds. A review of the literature in the general area of
prediction of academic success 1s presented, as well as a
general discussion of selected research techniques applica-
ble to the problem of predicting academic performance.

In Chapter III, the methodology and procedures used
to conduct the study, as well as the statistical models
used in the study are presented.

The results of the study are analyzed in Chapter IV,
The final chapter, Chapter V, presents an overall summary,
the conclusions, and a discussion of the findings and

their implications for future research.

3C. Radhakrishna Rao, Advanced Statistical Methods
in Biometric Research (New York: John Wiley and Sons,
1952).

uT. W. Anderson, An Introduction to Multivariate
Statistical Analysis (New York: John Wiley and Sons,
1958), pp. 1A7-152.




CHAPTER II

REVIEW OF THE LITERATURE

Introduction

The design of this study, detailed in a later section,
while not a replication of any previous research reviewed
in the literature, has nevertheless evolved from experiences
of earlier researchers concerned with prediction of academic
performance and/or success.

The literature was first reviewed to determine what
research had been conducted in the general area of predic-
tion of academlc success of students, and more specifically,
of graduate students in business administration, were
examlned.

A second aspect of the review of literature involved
focusing on statistical procedures used in the aforementioned
studies and possible applications of other techniques as
yet untried, or relatively unused, in the prediction of
academic performance.

Review of Studies of Predictions
of Academlc Performance

The literature contains studies of performance at all
educational levels, and that pertalning to undergraduates

is particularly voluminous. Most studies use high school

8



grades, standard intelligence test scores or tests specifi-
cally designed for the purpose, such as the scholastic
Aptitide Test (SAT), as predictors of future school per-
formance. In an earlier review, Cronbach reported that
college level ability tests correlated about .50 to .55
with college grade-point averages.5 More recent studies
have not substantially altered this finding.

Typical of the many predictive studies reported in
the literature i1s one by Glover at the University of Massa-
chusetts.6 Glover used multiple-regression techniques to
develop prediction equations for three groups of students:
men (excluding engineers); women, and engineers. The data
was collected for students admitted over a three year
period. The prediction equations were cross-validated
using new data collected from the most recent year group.
The predictor varliables used were SAT Verbal and Mathematics
scores and class rank as reported by the student's secondary
school. The multiple correlation ranged from .430 for the
men to .537 for the women. Attempts to improve upon the
predictive efficiency of this basic variable combination by
"adjusting" class rank according to the "quality" of the

secondary school produced negative results.

5Lee J. Cronbach, Essentlals of Psychological Test-
ing (New York: Harper and Brothers, 1949).

6Robert H. Glover, Preselection in College Admissions
at the University of Massachusetts, Office of Institu-
tlonal Studies Information Series No. 9, University of
Massachusetts (Amherst: University of Massachusetts, 1963).
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Linn reviews the results of several emplirical studies
that have used "adjusted grades" to predict academic
achievement.7 His paper considers some of the possible
techniques which could be used to make grade adjustments
for interschool differences; it 1s observed, however, that
most researchers have found that the improvement in pre-
dictive validity due to the use of adjusted grades, as com-
pared to unadjusted grades, has been "discouragingly
small."8

Studies indicate that predictability of graduate
school performance 1s generally lower than for under-
graduate performance. Thls is probably because graduate
students are a more highly selected group than under-
graduates. They are of higher quality with less variation
in ability--consequently, the correlations are lower.
Moreover, some of the tests used as predictors of academic
success at the graduate level are often used, also, as
admissions screening devices at the same level,.

A study conducted at Stanford University Graduate
School of Business in 1957-58 provided an opportunity to
observe the effect of the Admission Test for Graduate

Study in Business (ATGSB) when test scores are used as a

TR. L. Linn, "Grade Adjustments for Prediction of
Academic Performance: A Review," Journal of Educational
Measurement, 3 (Winter, 1966), 313-329.

8

Ibid., p. 326.
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basis for admission.9 Although Stanford was not using the
ATGSB in admitting students in 1957, the School administered
the test to those same MBA students in the summer of 1958
in connection with another study. By 1962, Stanford was
using the ATGSB 1in its selection procedures. A comparison
of the correlation of ATGSB scores for 1957 first year
students and first year students in 1962, reflects the
effect on use of the test as a predictor of first-year-
average grades. The ATGSB Total score correlation for 1957
first year students was .64, as compared to .56 for the
similar group in 1962.

The Admission Test for Graduate Study in Business
(ATGSB) focuses on the measurement of general abilities
associated with academic success rather than on speciflc
preparation. The test provides in two broad areas of
academic skill--verbal abllity and quantitative ability.
Scores on the ATGSB are reported on a standard normative
scale. A Total score, two part-scores--a Verbal score,
and a Quantitative score are obtalned.

The research design of many studies concerned with
prediction of academic performance in graduate programs is

not unlike that of the studles previously described.

9Educational Testling Service, The Admission Test for
Graduate Study in Business: A Handbook for Deans and
Admissions Officers, A report prepared by the Educational
Testing Service (Princeton, N.J.: Educational Testing
Service, 1966), pp. 54-56.
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For example, in a study investigating the feasibility
of predicting grade-point averages for students in a
graduate education course, Herbert found that the following
factors were useful as predictors: undergraduate grade-
point average in education courses; overall undergraduate
grade-point average; type of undergraduate curriculum;
grade 1in student teaching, and scores from the National
Teacher's Examination.10 The best single predictors were
undergraduate grades in education courses and overall
undergraduate grade-polint average.

In another study of the prediction of academic
success 1n a master's program in education, Owens and
Roaden compared the grade-point averages and advisor's
ratings of graduating students with their undergraduate
grade-polnt averages, test scores, area of graduate study
speclalization and the enrollments of their undergraduate

11 Again, it was found that undergraduate grade-

colleges.
point average was the best single predictor; that test
scores added only slightly to predictive efficiency.

Other factors were found to be of little value in pre-

dicting academic performance.

10David J. Herbert, "A Predictive Study of Quality
Point Averages in Graduate Education Courses," Journal of
Educational Research, 60 (January, 1967), 218-220.

11Thomas R. Owens and Arlies L. Roaden, "Predicting
Academic Success in Masters Degree Programs in Education,"
Journal of Educational Research, 60 (November, 1966),
124-126.
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DeGrandis evaluated the effectiveness of undergraduate
grades as predictors of future academic success in the
graduate study of business at the University of Southern
California.12 Her finding was that undergraduate grades
can be useful predictors, particularly if the student pur-
sues graduate study at the same institution at which he
was an undergraduate. It was also found that higher
graduate grades were earned by full-time students than by
part-time students, and by students who had had a signifi-
cant time lapse between undergraduate study and commence-
ment of graduate study.

A number of studies have been conducted which in one
way or another evaluate the effectiveness of the Admissions
Test for Graduate Study in Business (ATGSB), either alone
or in conjucntion with other measures of ability, to pre-
dict academic performance in graduate study in business.

In a study during 1958-1959, Pitcher showed that
ATGSB Total scores are useful alone or in combination with
undergraduate records in predicting first-year grade

13

averages of graduate business school students. Her study

confirmed the findings of an earlier study conducted by

12Norma L. DeGrandis, "The Prediction of Scholastic
Success in a Graduate School of Business Administration"
(unpublished Master's thesis, University of Southern
California, 1962).

13Barbara Pitcher, The Admissions Test for Graduate
Study in Business as A Predictor of First-Year Grades in
- Business School, 1958-1959, SR-60-34 (Princeton, N. J.:
Educatlional Testing Service, 1960).
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the Educational Testing Service (ETS), designers of the
ATGSB, during the period 1954-1955. The multiple correla-
tion coefficient of the ATGSB and undergraduate record with
first-year grade averages was .50 for 1954-55, and .49 for
1958-59. The total ATGSB score alone had a correlation of
.43 in both studies, while the undergraduate record alone
was .35 in the earlier study and .28 in the 1958-59 study.
It was also found that Verbal and Quantitative scores,
which were not included in the 1954-55 study, predicted
first-year grade averages less effectively than Total

ATGSB scores. Finally, it was found that students who had
undergraduate major fields of study other than business and
economics did better on the ATGSB (all three scores) than
did those who majored in business and economics.

In 1965, Pitcher and Winterbottom confirmed the find-
ings of previous ETS studies that the combination of ATGSB
scores and undergraduate grade record was a useful pre-
dictor of graduate school performance.lu Analyses were
made of several subgroups of students defined according
to undergraduate major, of time deiay between college
graduation and entrance to business school, of survival
(drop-out vs. non-drop-out) and of national origin

(foreign vs. non-foreign). The findings, while not

luBar'bar'a Pitcher and John A. Winterbottom, The

Admissions Test for Graduate Study in Business as a Pre-
dictor of First-Year Grades in Business School, 1962-
1963, SR-65-21 (Princeton, N. J.: Educatlonal Testing
Service, 1965).
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conclusive, provided sufficient evidence that these factors
should be considered in the prediction of academic per-
formance. The authors explained that the observed validity
of both predictors had declined due to the more extensive
use to which they had been put 1in selecting entering
students. This statement further substantiated the Stan-
ford study, which had found that use of the ATGSB for
selection of students reduces the correlation of the
ATGSB with criteria of success.

In a recent handbook, ETS has reviewed the most sig-
nificant studies pertaining to ATGSB.15

A University of Pennsylvania study took up the rela-
tive effectiveness of various combinations of predictors
with first-year grades in graduate business school.16 The
three ATGSB scores and undergraduate record were validated
singly and in combination against first-year grade averages.
The resulting correlations were characteristic of studies
of this kind. The undergraduate record, with a correla-
tion coefficient of .39, was the best single predictor.
The combination of all three scores and the undergraduate
record, with multiple correlation coefficient of .52, was
slightly higher than all other combinations., This suggests

that 1t may be more practical to use a combination of the

undergraduate record and only one score as a valid predictor,

15Educational Testing Service, op. cit., pp. 41-80.

61514, , pp. 56-58.
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rather than goling to the additional effort of including
all three scores in the combination.

A Harvard study also used the three ATGSB scores and
the undergraduate record as predictors of the first-year
grade averages at the Harvard Business School.17 In addi-
tion, however, the study predicted separate course grades.
The correlation of the comblned predictors was found to be
remarkably consistent for three different year groups of
students: .49, .48 and .49. There were, however, con-
siderable variations among the correlation coefficients
found for the various courses. It appeared that the cor-
relations with the more structured courses were higher.
This suggests that personality factors, which the tests do
not directly measure, affect performance to a considerable
degree.

A study of predicting average grades at the end of an
MBA program was conducted at Emory University using the
three ATGSB scores, overall undergraduate grade averages,
and the grade average for the junlor and senior years of
college.18 The best single predictors were the ATGSB
Quantitative and Total scores, with correlation coeffi-
cients of .46 and .45, respectively. For a part of the
same sample, the grade averages for the flrst-year of

business school was also available. The correlations of

71p14., pp. 58-59.

18151d., pp. 59-61.
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these first-year grade averages with final MBA grade
averages was .64. It was concluded that relative to other
predictors, the first-year grade average was extremely
high iIn terms of predictive accuracy and could almost be
used alone. This study shows that prevlious academic per-
formance within the business school itself 1s an accurate
predictor of final success in that school. It also sug-
gests that a pervasive educational philosophy within a
given university may lend the undergraduate grade average
in itself a degree of reliability in predicting graduate
academic performance at the same institutilon.

Stuart conducted a study of the relationships of
admissions data to student performance 1in the Graduate
School of Business at Michigan State University for the

period, 1958-1961.%°

The study weighed the worth of

using the Miller Analogles and ATGSB tests for all stu-
dents entering the school. It concluded that whlle both
tests showed positive but low coefficients of correlation
with academic performance in the graduate school, there was

sufficient evlidence to support use of the ATGSB 1n screening

candidates for admission to the MBA program.

Review of Statistical Methods

With one exception, the statistical procedures used

in all of the above studies were restricted to calculations

19Douglas Stuart, op. cit.
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of simple or multiple correlations. (The exception was a
non-parametric statistical approach employed by DeGrandis.)
Consequently, before the methodology for development of the
statistical model used in this study could be formulated,
an extensive review of applicable statistical procedures
was conducted.

This study 1s concerned with two general problems.
The first is that of discrimination, where the emphasis is
on the problem of differentiating between groups of students
on the basis of various elements of information about them,
at the time of the admissions decision. The second 1s one
of classification. This involves "assignment" of an
individual student to one of several groups, on the basis
of the same elements of information, and it also involves
comparing the characteristics of an individual with that
of a group. Various methods for differentiating between
groups and assessing similarity are used to solve problems
of discrimination and classification. Two methods avallable
are multiple-discriminant analysis and maximum likelihood
classification. These methods, however, have been put to
relatively little use in the general area of prediction of
academic performance, and only slightly more use in
guldance and counseling.

A popular and useful approach used in studies of pre-
dicting academic performance is known as multlple-regression

analysis or multiple correlation. Multiple regression
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analysis provides information concerning the probable
degree of success or performance of an individual in each
of several groups, given data on the characteristics or
past performance of that individual.

Multiple discriminant analysis and maximum likelihood
classification methods use the same data on the individuals
in each of several groups and are designed to answer the
questions, "Can one distinguish one group from another?"
and "What group is the unclassified individual most like?"

Multiple-regression analysis, on the other hand, 1is
concerned with the question, "In what group would the
individual perform best?" By way of clarification, it
should be pointed out that the problems of "discrimination"
and "classification" as defined above share a common
theoretical base and historical development. They often,
in fact, are viewed as simply two different aspects of
discriminant analysis.

Tatsuoka presents an excellent review of the develop-
ment of objective methods based on the idea of profile
similarity.20 He reports that a differential prediction
method was first introduced in 1928, and later developed
by many researchers, including R. L. Thorndike. Other

approaches maximizing the overall efficiency of the method

20Maurice M. Tatsuoka, Joint-Probability of Member-
ship and Success in Group: An Index which Combines the
Information from Discriminant and Regression Analyses as
Applied to the Guidance Problem, Harvard Studles in Career
Development No. 6, Office of Naval Research, Contract Nonr-
1866 (31) (Cambridge, Mass.: 1957), pp. 1-5.




20

were later lntroduced by other investigators. It is ob-
served that all of the early methods suffered from the
major defect of forcing a multi-dimensional situatlion into
a uni-dimensional problem. Development of a method of
analysis that involved multi-dimensional space was accom-
plished in recent years by researchers in both the natural
and behavioral sciences.

A more comprehensive review of the literature and
research of discriminant analysis is presented by Tatsuoka
and Tiedeman in an earlier publication.21 In one of his
many significant contributions, Rao addresses the problems
related to the utilization of multiple measurements 1n the
field of bilological classification.22 This 1s a situation
where the researcher is confronted with the problem of
assigning an individual to one of several groups to which he
might belong. Rao presents an objective method, based on
the modern theories of statistical inference, which mini-
mizes errors of classification.

Anderson studied the multivariate methods based on
normal distribution and developed a method for classifica-

tion of an individual into one of several multivariate

normal distributions.23 This method is a particular

21Maur-ice M. Tatsuoka and David V. Tiedeman, "Dis-
criminant Analysis," Review of Educational Research, XXIV
(December, 1954), pp. 402-420.

22

Rao, op. cit., pp. 273-378.
23Anderson, op. cit., pp. 1l47-152.
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interest in the present study since, under the proper
assumptions, it provides a methodology for use in the
problem at hand.

In recent years, there has been increased interest
in discrimination and classification methods in the fleld
of educational and vocatlonal guldance. A study by
Cutting is typical of this new research.zu Cutting differ-
entiated between groups of students on the basis of fifteen
variables of self-concept of ability and occupational
interest, using multiple discriminant analysis. The pur-
pose of the study was to identify, through predictive
variables of certain elements of the self-concept, the
academic field of concentration that the college student

would select.

Summary

Thus, the foregoing review of literature indicates
that there has been extensive effort in the area of pre-
dicting academic performance and success. The literature
concerned with predicting success 1n coilege for graduat-
ing high school students is particularly voluminous.
Generally, the predictor variables and the criterion for
successful performance are the same in all studies. The

record of past academic performance, course grades, (or,

2“Donald J. Cutting, "Predicting the Selection of a
Field of Concentration at MSU from the Personal Preference
Inventory" (unpublished Ph.D. dissertation, Michigan State
University, 1966).
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more likely, overall grade averages), along with standard
test scores are usually the predictors. Similarly, the
college grade average, or on occasion an individual course
grade, 1s the favorite criterion of success. A few of the
studies consider other factors, such as residence, age,
sex, high school or college attended, or major course of
study, as contributers to academic performance.

Along with the computation of simple correlations, an
often used statistical technique in the studles is multiple-
regression analysis. The results of this latter analysils,
in ;ost of the studies, indicate that the past academic
performance record 1s the best single predictor of future
academic performance. The past record in combination with
the scores on special predictive tests (such as SAT or
ATGSB) improves this prediction. Generally, the coefficient
of multiple correlation between the predictors and the
criterion for academic success 1s between .20 and .50.
There have been several attempts to improve this correla-
tion by "adjusting" the past academic performance record,
in accordance with the estimated "quality" of the former
school. Past efforts have been generally disappointing.

While the multliple regression method will continue
to be a very valuable tool, it does not appear to offer
any marked improvement over past studies in prediction.

On the other hand, multiple-discriminant analysis, a

relatively new method 1n educational research, offers some
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evidence of producing useful results in future investiga-
tions. Several recent studies have taken this approach

in studying problems in guidance and counseling. Essen-
tially, multiple-discriminant analysis uses the same
predictor variables as are used in studlies where multiple
regression methods have been employed. Multiple discrimi-
nant analysis, however, addresses the twin problems of
discrimination between criterion groups and classification

of an 1ndividual on the basis of these predictor variables.



CHAPTER III

DESIGN AND METHODOLOGY OF THE STUDY

Sample

The sample of students for this study was selected
from a population composed of all full-time students ad-
mitted and enrolling for the first time in the Master of
Business Administration program at Michigan State Univer-
sity during the period beginning with Fall term, 1962, and
ending with Summer term, 1966. Criteria for selection of
the sample were established after consideration of several
problems,

For example, selection of foreign students for the
MBA program is quite unlike that of students from under-
graduate institutions 1in the United States. For the most
part, the records and test scores of foreign students are
not available to the admissions officer. In most instances
the foreign student has not taken the ATGSB, a stated
requirement for all applicants. If his undergraduate record
is available, it is most likely subject to considerable
individual interpretation and subjective evaluation. Of a
total of 1,304 students entering the MBA program during the
four year period under study, 167 were foreign students.

It was felt that inclusion of this group of atypical students

24
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in the sample would unquestionably introduce bias, and so
they were excluded.

For varilous reasons, too, there are students for
which the information on file is incomplete. But the
statistical design of the study did not allow for inclu-
sion of individuals with missing data, and therefore,
these students could not be included in the sample.

Fifteen of the total number of students were females.
In view of the small number, but also to avoid the possible
introduction of a bias due to sex difference, these students
were excluded from the sample.

Finally, some students admitted during the period
under study had not yet "completed" thelr programs--either
through graduation or by withdrawal--and for this reason
were ineligible for inclusion in the sample.

Of the students who had withdrawn from the program,
it was known that many had done so for other than academic
reasons. But since in most cases student record flles did
not include explicit reasons for withdrawal, it was
assumed that those students--and only those students--with
an overall grade-point average (GPA) below that required
for graduation had withdrawn for academic reasons. It 1s
this group that 1is defined herein as "academic withdrawals."

A GPA of 3.00, where A=4, B=3, C=2, D=1, and F=0 is
required for graduation. (All other students who withdrew
were considered to have done so for other than academic

reasons, but were also excluded.)
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Consequently, the sample was selected 1n accordance

with the following criteria:

1.

6.

Student had received a baccalaureate degree

from an undergraduate institution 1in the

United States;

A report of student's ATGSB test scores was

on file with the University;

A report of student's undergraduate grade-point
average was on file with the University;

Student had either completed his MBA program and
received the degree, or had withdrawn from the
program for academic reasons by the time data
collection began;

Student who had withdrawn from the MBA program
had done so with an overall graduate GPA of less
than 3.00; and,

Student was a male.

The sample was divided into three groups: (1) the

upper level of degree recipients; (2) the lower level of

degree recipients; and (3) the lower level academic with-

drawals.

After ordering the degree recipients (hereafter

called the '"graduates,") according to their GPAs at gradua-

tion, an upper group, consisting of approximately 27 per

cent of the graduates who had accumulated the highest GPAs

and a lower group consisting of an equal number of gradu-

ates who had accumulated the lowest GPAs, were selected.
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The academic withdrawals, i.e., those with cumulative GPAs
below 3.00, were ordered in the same way. Arbitrarily, the
lower 50 per cent of this withdrawal group, rather than 27
per cent, was selected because of the relatively small
number of students in this category. In this manner, a
total sample consisting of 313 MBA students was selected,
composed of 138 upper level graduates, 138 lower level
graduates, and 37 lower level academic withdrawals. Setting
of sub-sample size at 138 individuals or 27 per cent of each
of the graduating groups, was determined both by certain
constraints in computer programming and in light of the
arguments developed by Kelley for selectlion of criterion
groups.25 Use of a sub-sample size of 138 for both the
upper and lower level graduates provided the best compro-
mise between two desirable but inconsistent aims: to make
the extreme groups as large as possible, and to make the
extreme groups as different as possible.

A "check" sample of students satisfylng the same cri-
teria as the "main" sample was selected from all MBA stu-
dents admitted and enrolled for the first time in the Fall
term, 1966. The purpose of the "check" sample was to test
the validity of the model which was developed from the data
obtained from the "main" or larger sample previously de-

scribed.

25Truman L. Kelley, "The Selection of Upper and Lower
Groups for the Validation of Test Items," Journal of
Educational Psychology, XXX (1939), pp. 17-24,
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The "check" sample, composed of all eligible students
registered Fall term, 1966, consisted of 109 students--95
graduates and 14 academic withdrawals. It was also divided
into three groups. The division was made according to
median GPAs of the two groups of successful graduates in
the "main" sample. As a result, 57 were tagged "top level"
graduates and the remaining 38 labelled "lower level."

The third group included all of the 14 academic withdrawals.

Variables

The variables in the study were limited by the avail-
able sources of data. The 1ndependent variables included
all of the elements of information available to the
admissions officer at the time of the admissions decision.
They were, for the most part, the information avallable on
Michigan State University's "Application for Admission to
Graduate Study," a copy of which is included as Appendix A.
The remainder are available in other Unilversity records
held by the Registrar and/or the College of Business. In
sum, the 12 independent variables, or "predictors," con-
sidered in this study are:

1. Marital Status

2. Legal residence

3. Age at time of Admission

b Undergraduate major curriculum

5. Undergraduate institution attended

6

. Undergraduate grade-point average
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11.

12.
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Delay in beginning MBA program since last formal
school attendance

Size of enrollment at the undergraduate institu-
tion

Total ATGSB score

Verbal ATGSB score

Quantitative ATGSB score

Product of the student's undergraduate grade-
point average and the mean ATGSB score for his

undergraduate institution.

Data about the first eight varlables were obtained

elther directly or indirectly from the "Application for

Admission to Graduate Study" previously cited., An inter-

pretation (if required) and the coding used in the study

for each of these variables follows:

Marital Status: Single = 1; Married = 2.

Legal residence: Michigan = 1; Out-of-state = 2,
Age at time of admission: Number of years
(rounded to nearest whole year).

Undergraduate major curriculum: Buslness = 1;
Non-business = 2.

Undergraduate institution: MSU = 1; other than
MSU = 2.

Undergraduate grade-point average: GPA for last
two undergraduate years reported to two decimal

points on basis of A = 4.00 . . . , F= 0,
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7. Delay in beginning MBA program since last formal
school attendance: Number of years (rounded to
nearest whole year).

8. Size of enrollment at undergraduate institution:
enrollment size to nearest 100 students for year
of graduation.26

ETS reports to the graduate school of ATGSB scores for
each individual provide the information required by variables
9 through 11.

The product of the student's undergraduate GPA and the
mean ATGSB score for hls undergraduate institution, variable
12, is an effort to "adjust" or "weight" the individual's
undergraduate GPA by a measure of the "quality" of his under-
graduate college. ETS compiles a confidential publication
for the use of deans and admissions officers of the graduate
schools of business.27 In it, the mean ATGSB total score and
the number of persons writing the test are presented in year
groupings for most of the undergraduate institutions in the
United States. The possibility of misinterpreting or mis-
using these mean scores are acknowledged by the publisher.

Nevertheless, in the spirit of experimentation and in the

26Garlan G. Parker, "Statistics of Attendance in
American Universities and Colleges," Annual Reports School
and Society, 83-94 (January, 1955-1967).

27Educational Testing Service, Admlission Test for
Graduate Study in Business, 1957-65, Statistical Summary
by Undergraduate Colleges attended (Princeton, N. J.:
Educational Testing Service, 1965).
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absence of any better estimation of the "quality" of the
students from a given institution seeking admission to
graduate study in busliness, the product was used as a pre-
dictor variable. To repeat, the product was formed by
multiplication of each individual student's undergraduate
GPA (computed to two decimal places) and the mean ATGSB
Total score for his undergraduate institution. The result-
ing figure was rounded to five digits for use 1n the com-

puter program,

Research.Problems

The two research problems investigated in this study

can now be more specifically restated as follows:

1. Can the three extreme groups in the sample of
MBA students, upper level graduates, lower
level graduates and lower level academic with-
drawals, be distinguished from one another on
the basis of the measurements made on the set
of predictor varilables described in the pre-
ceding section?

2. Can an unclassified individual be accurately
classified as a probable upper or lower level
graduate or as an academic withdrawal on the
basis of indlvidual measurements made on this

same set of predictor variables?
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Analysis

Two statistical methods were used in the investiga-
tion of the research problems. Both methods, multiple-
discriminant analysis and maximum likelihood classification,
are techniques for analyzing data that consist of several
measures on each individual in each of several groups.

Multiple-discriminant analysis requires the deter-
mination of linear combinations of variates, called dis-
criminant functions, such that, with respect to the dis-
criminant functions, the ratio of the between-groups to
within-groups dispersion is a maximum. In general, there
is more than one discriminant function. The maximum number
of discriminant functions is the lesser of (1) the number
of predictor varlables, or (2) the number of groups, minus
one., The significance of each discriminant function can
be examined by means of Chi-square approximation28 or by
the per cent of trace attributable to the function. The
per cent of trace indicates the portion of the discriminat-
ing power contained in a particular discriminant functilon.

The location of group centroids in discriminant space
is also obtainable with discriminant analysis. The deter-
mination of inter-centroid distances 1s valuable in the
examination of group separation.

Tatsuoka and Tliedeman conclude that multiple dis-

criminant analysis

28R40, op. cit., pp. 372-373.
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can be used as a unified approach in solving

a research problem involving multivariate com-

parison of several groups, which is 1likely to

have as 1its three phases, (a) the establishment

of significant group differences, (b) the study

and "explanation" of these differences, and

(c) the utilization of multivariate information

from the samples studied in classifying a future

individual known to belong to one of the groups

represented.
Phases (a) and (b), which pertain to the first of the
research problems, were investigated using multiple-
discriminant analysis. However, in approaching phase (c),
pertaining to the problem of classification, a method based
on the princlple of maximum likelihood was used.

Maximum likelihood classification requires the compu-
tation of a set of linear equations for the purpose of
classifying an individual into one of several groups. One
linear function is formed for each classification group.
Each of these classification functions contains a constant
term and a number of terms equal to the number of pre-
dictor variables. Evaluation of the classification function,
given a set of values for the predictor variables and the
constant term for an individual, ylelds a classification
score, Classification scores are monotone functions in
relation to the probabllity of group membership of the
individual. An individual is classified with the group

for which he has the largest classification score--greatest

probability of group membership.

291atsuoka and Tiedeman, op. cit., p. 414,
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The value for each of the coefficients and the constant
term for each classification function were derived from the
values for the set of predictor variables of each 1ndividual
in the "main" sample.

Using the values of the coefficients and constant terms
derived from the measurements of the "main" sample, the
classification score for each group was computed for each
individual in the "check" sample. Each individual in the
"check" sample was assigned to the group for which he had
the greatest score. Since the actual classification of
each individual in the "check" sample was already known,
comparison of the "actual" classification with the "pre-
dicted" classification indicated the validity of the model
for prediction of academic success.

The analysis, using both methods described above,
was programmed for the Control Data Corporation "3600"
Computer--CDC 3600. The programs used are: (1) Program
DISCRIM--Multiple Discriminant Analysis, and (2) Program
BMDO5M-~Maximum Likelihood Classification.30

Summary

The sample of students for the study was selected
from the population of all students admitted and enrolling
for the first time in the MBA program at Michigan State

University from Fall term, 1962, to Summer term, 1966,

30Computer Institute for Social Science Research,
Index for Technical Reports/Program Abstracts (East Lansing:
Michigan State University, 1967), p. O.
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inclusive. The "check" sample, used to validate the
model's ability to correctly classify individuals, was
selected from students entering MSU, under the same con-
ditions, in Fall term, 1966.

Application of selective criteria (essentially
excluding foreign students, students with incomplete
records, and females) reduced the number of students
eligible for selection to 514 graduates and 72 academic
wlthdrawals.

From those eligible, three extreme groups were
selected for analysis. These groups were: (1) upper level
graduates, (2) lower level graduates, and (3) lower level
withdrawals. Each of the graduate groups contained 138
students, or 27% of all graduates. This group size provided
the best compromise between two desirable but inconsistent
alms--to make the extreme groups as large as possible, and
to make the extreme groups as different as possible.
Because of the small number of academic withdrawals, 38 stu-
dents, about 50%, were included in the third group.

The 12 predictor variables are those elements of
information generally available for all applicants for
admission, either the standard MSU application for graduate
study or in the college of university record files for
each individual, with one major exception. A new variable
was formed in an attempt to "adjust" or "weight" the

applicant's undergraduate GPA in respect to the "quality"
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of his undergraduate institution. The measure of "quality"
used was the mean ATGSB Total score for the undergraduate
college, as reported by ETS.

The analysls 1s directed to the two questions posited
as the research problems of this study: (1) can the three
extreme groups be distinguished from one another on the
basis of the set of predictor variables? (2) Can an
unclassified individual be accurately classified as an
upper or lower level graduate or an academic withdrawal on
the basis of this same set of predictor variables?

Two statistical approaches, both programmed for
machine computation, were used in the analysis. Multiple-
discriminant analysis was used to lnvestigate the signifi-
cance of group differences and to determine the location of
group centroids in discriminant space. Maximum likelihood
classification methods were used to develop a classification
model on the basis of the measurements of the predictor
variables for each individual 1in each of the extreme groups.
With this model, unclassified individuals are assigned to
a group characterized by academic performance in which the
individual has the greatest likelihood, the greatest
probability of membership.

By assigning members of the "check" sample in this
manner, the model can be tested for its validity in pre-
dicting the academic performance classification of an

"unclassified" individual.



CHAPTER IV

ANALYSIS OF RESULTS

This chapter is presented in three parts. The first
is a description of the data of the "main," or larger,
sample. It is followed by a multiple-discriminant analysis
of this data for the purpose of answering the first of the
research problems posited in this study. The third part
of the chapter 1s concerned with the classification problem,
second of the research problems. Each of the parts in-
cludes both a presentation and discussion of the data and a
relevant analyslis. The chapter concludes with a summary

discussion of the three sections.

Description of the Sample

Because of the nature of the predictor variables,
the description of the data 1is presented in two forms.
Four of the varilables are not continuous, but binary, and
therefore their values provide an either-or type of knowl-
edge. The mean values of these variables are presented
separately in Table 4.1 as percentages of the group sample.
About twice as many of the upper level graduates
(Group I) are married compared to either the lower level
graduates (Group II) or the lower level academic withdrawals
(Group III).

37
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TABLE 4.1.--Characteristics of MBA students by percentage
of each group.

I II I1I
Upper Level Lower Level Lower Level
Graduate Graduate Academic
Withdrawal
Married 71.1% 36.2% 29.7%
Out-of state
Resident 69.6 47,1 37.8
Non-Business Under-
graduate Major 31.2 24,6 21.6
Undergraduate
College Other
Than MSU 78.3 54.4 51.4

This ratio also exists in the comparison of Groups I
and III in regard to out-of-state residency. However,
there are only about one-half as many upper level gradu-
ates from out-of-state as there are lower level graduates.

The number of students in Group I who had a non-
business undergraduate major field of study was also about
one and one-half times greater than either of the other
two groups.

A similar ratio, about 3 to 2, 1s also found for
Group I compared to either Group II or III, for students
admitted from undergraduate colleges other than MSU.

From Table 4.1 it appears as if the more academically

successful students are married, from out-of-state, had a
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non-business undergraduate major and were admitted from

an undergraduate institution other than MSU.

The remaining eight predictor variables used in

the study are continuous.

variables are presented in Table 4.2.

Computed means for each of these

TABLE 4.2.--Group means for predictor variables.

I II III
Upper Level Lower Level Lower Level
Graduates Graduates Academic
Withdrawal
N=138 N=138 N=37
Age at Admission
(years) 27.0 24.8 24.6
Delay in Entering
MBA Program (yrs) 3.9 2.5 1.3
Undergraduate GPA 3.11 2.75 2.65
Product (GPA x Mean
ATGSB Total Score) 15,278 13,110 12,302
Verbal ATGSB Score 31.4 28.0 28.5
Quantitative ATGSB
Score 30.8 29.0 29.1
Total ATGSB Score 524.8 487.2 493.9
Enrollment at Under-
graduate Institu-
tion 13,560 17,317 17,843

The two items obviously associated with maturity of

the student are age at time of admission to the MBA program
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and the number of year's delay since last formal school
attendance. The data in Table 4.2 generally indicate that
the older students, and/or the students who have the great-
est time lapse between last school attendance and the begin-
ning of graduate study, achieve greater academic success.
The average age of the lower level graduate and the academic
wlthdrawal is about the same. The number of years of delay,
however, are in the approximate ratio of 3:2:1, with the top
level graduates delaying almost 4 years between completion
of theilr undergraduate programs and the beginning of graduate
education.

As one might expect, both undergraduate GPA and the
"product" (individual's undergraduate GPA multiplied by the
mean ATGSB Total score of the individual's undergraduate
institution) are directly related to the level of academic
performance. Top level graduates have attained the highest
undergraduate GPAs and both the lower level graduates and
lower level academic withdrawals averaged below the stated
admissions requirement of a 3.00 during the last two years
of undergraduate work.

There 1s a high correlation between the undergraduate
GPA and the "product" for all groups. Consequently, a
similar pattern is exhibited by the product values for
the three groups. A more expository presentation of the
"product" relationship to undergraduate GPA and the vari-
atlion of the "product" between groups can be acquired by

computing an "adjusted" undergraduate GPA. The national
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mean ATGSB Total score for the time period 1957-1965 is
486,31 Therefore, 1f each of the "product" values is
divided by U486, the quotients can be viewed as an "adjusted"
undergraduate GPA. Table 4.3 provides a comparison of the
"raw" and "adjusted" mean GPAs of students in each of the

three groups.

TABLE 4.3.--Comparison of "raw" and "adjusted" undergraduate

GPA.
I II IIT
Upper Level Lower Level Lower Level
Graduates Graduates Academic
Withdrawals
"Raw" UG GPA 3.11 2.75 2.65
"Adjusted" UG GPA 3.14 2.70 2.53

The remaining variables from Table 4.2 are the three
ATGSB scores: Verbal, Quantitative and Total. The scores
of upper level graduates were the highest in all three
areas. However, all three scores were slightly higher for

lower level academlic withdrawals than for lower level

graduates.

As measure of the student's undergraduate environment,

perhaps contributing to academic success at MSU, the

31Educational Testing Service, Admission Test for
Graduate Study in Business: 1957-1965, p. 1ii.
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enrollment at the individual's undergraduate institution
was included. From Table 4.2, it is seen that the average
enrollment at the undergraduate colleges of the upper
level graduates 1is 13,560 and the enrollment of the under-
graduate college for the other, less successful groups, 1s

greater and about equal at 17,317 and 17,843, respectively.

Discriminant Analysis

The discriminant analysis of the data 1s addressed
to the first research problem. Can the three extreme
groups be distingulished from one another on the basis of
the set of predictor variables?

It is recalled that the discriminant functions, which
in this study are linear combinations of the twelve pre-
dictor variables, are determined such that the ratio of
the between-groups dispersion to the within-groups disper-
sion 1s a maximum. This ensures the optimum separation
between groups 1n discriminant space. The dimensions of
discriminant space are essentially determined by the
number of significant discriminant functions. If there
are three significant discriminant functions, then there
is a corresponding three-dimensional space. The maximum
number of discriminant functions is the lesser of the
number of predictor variables or the number of groups minus
one. Therefore, in this study the maximum number of dis-

criminant functions is two--one less than the number of
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groups. It follows, also, that in this study, discriminant
space cannot exceed two dimensions.
The computer program for discriminant analysis com-

puted values of the two discriminant functions:

¢l 0.68702 with 13 degrees of freedom

¢2 0.01867 with 11 degrees of freedom

Rao's Chi-square approximations for the two dis-

criminant functions were computed as:32
Xi = 160.29 with 13 degrees of freedom
1
xi = 5.67 with 11 degrees of freedom
2

At the .005 level of significance with the appro-
priate degrees of freedom the values from the x2 table are

respectively,

2

X1,15 = 29.82
2 -
X2,11 = 26.76

32Rao, op. cit., pp. 372-373.
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Therefore, since in testing for significant differ-

ences,
2 2
>
Xo, 7 X1,13
and,
L2 2
Xo, = X2,11

it can be concluded that the first discriminant function,
¢l’ 1s significant, and that the second function, ¢2, is
not significant.

A similar conclusion can be reached by examination
of the "per cent of trace" attributed to each of the two
discriminant functions. It 1is recalled that the "per cent
of trace" indicates the portion of the discriminating power
contained in a particular discriminant function.

The first discriminant function accounts for 97..4%
of trace, while the second discriminant function (which has
been shown above to be not significant) accounts for only
2.65% of the discriminating power.

With only one significant discriminant function the
discriminant space becomes uni-dimensional. Thils means,
therefore, that projections of the group centroids (the
"centers" of the multivariate distributions), are located

on one line--that they are colinear.
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The projection of the group centroids on a line
that best separates the groups are computed and translated

as follows in Table 4.4.

TABLE 4.4,--Projection of group centroids.

I 11 IIT
Upper Level Lower Level Lower Level
Graduates Graduates Academic Withdrawals
0.3838 1.3342 1.5761

Further, it can be seen that not only are the group
centrolds colinear, but that they are also located along
the line in the same order as the groups vary in level of
academic performance. That 1s, the lower level graduates,
Group II, are located between Groups I and Group III.

It can also be noted that the distance between Group
I and either Group II or Group III is much greater than
the distance between Group II and Group III. This indi-
cates that the sepdration between upper level graduates
and either of the two other groups 1s better defined and

more easlily distinguishable.

Classification: The "Main" Sample

The second research problem considered in this study

asks, "Can an unclassified individual be accurately
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classified as an upper or lower level graduate or an
academic withdrawal on the basis of the set of predictor
variables?" Analysis of the results of using the method of
maximum likelihood classification 1s presented in this
section.

It is recalled that the method of maximum likelihood
requires computation of a set of linear equations for the
purpose of classifying an individual in one of several
groups. One linear classification fucntion is formed for
each group. Each of these classification functions con-
tains a constant term and a number of terms equal to the
number of predictor variables. Each of the terms in the
function 1s a product of a coefficient and a variable.

The evaluation of this linear classification function ylelds
a classification score. The general form of the classifi-

cation function 1is,

ai X 1 + . + 1i X 123 + Ki = Pij
where,
8ys + - - l1 = coefficlents for ith classifi-
cation group
xlj, o v . xlzj =set of twelve variables for
3*P t{ndtividual
Ki = constant term for ith classifi-

cation group
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P1J = classification score for the 1th group of

the j%® individual.

Therefore, for each individual to be classified, three
classification functions are computed. Since classification
scores are monotone functions in relation to the probability
of group membership, the individual is assigned to (or
classified with) one of the three groups for which he has
the largest score.

The computer program for the maximum likelihood
classification method computes the values for each of the
coefficients and the constant term associated with each
classification group. Values computed for this study were
derived from the values for the set of predictor values of
each individual in the "main" sample. Table 4.5 is a table
of these computed values.

The reader is cautloned that the magnitude of the
coefficients cannot be meaningfully interpreted individually
or 1n comparison with the other coefficients within the
same classification group. Perhaps the only valuable
insight to be gained through Table 4.5 is a comparative
evaluation of the coefficients for the same variable between
classification groups. Two observations are in order
regarding the magnitude of the incremental change and the
direction of this change (increasing or decreasing) from
one classification group to another. Consider, for

example, variable (1), the marital status of the student.
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The value of the coefficient for variable (1) decreases as
the level of academic performances decreases. The incre-
mental change between Group I and Group II 1s about four
times greater than that between Groups II and III. The
term in the classification function corresponding to this
variable will, because of the values of its coefficients,
contribute to the ordering and separation of the married
students into the groups with higher levels of academic
performance. The ordering and separation of married stu-
dents 1in this manner 1s the result of the experlence gained
from analysis of the data from the "main" sample. This
experience 1s "quantified" in the valuation of the coeffi-
clent for each of the classification groups.

The majority of the coefficlents are monotone decreas-
ing in relation to decreasing academic performance. However,
the coefficients for variables (3), (9), (10) and (11l) are
convex 1n nature. For each of these variables, except (11),
the value of the coefficlent decreases from Group I to
Group II, but the values for Group III exceed those of
Group II. For variable (11), the value increases from
Group I to Group II, but decreases to less than Group I
for Group III.

Computation of the classification score for each of
the 313 individuals in the "main" sample was accomplished
and the classification matrix presented in Table 4.6

resulted. It is recalled that the actual level of academic
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TABLE 4.6.--Classification matrix of main sample.

Predicted Group Membership

I 11 IIT
Actual Group Upper Level Lower Level Lower Level
Membership Graduates Graduates Academic
Withdrawals
I Upper Level
Graduate 105 24 9
IT Lower Level
Graduate 31 56 51
III Lower Level
Academic
Withdrawal 5 15 17

performance achieved by each individual was known before the
classification method (or model which was constructed with
the experience of "maln" sample), was used to predict the
academic performance of each individual in the sample.

In analyzing Table 4.6, three terms, or definitions,
are introduced: Hits--when predlicted group membership
colncides exactly with actual group membership; Near Hits--
when predicted membership in either upper or lower level
graduate groups actually occurs, but inversed, and Misses--
when a predicted graduate was actually a withdrawal or when
the predicted withdrawal was actually a graduate.

Using the terms as defined above, the data of Table

4,6 can be interpreted as follows:
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(105 + 56 + 17) 178 Hits

(24 + 31)

55 Near Hits

(9 + 51) + (5 + 15) 80 Misses

or in percentages:

56.8% Hits
17.6% Near Hits
25.6% Misses

It 1s recognized that there are really two types of
Misses: (1) rejecting student for admission who 1s in fact
a "graduate," and (2) accepting student for admission who
in fact is an "academic withdrawal." Borrowing from the
terminology of the more familiar "Types of Error" used in
testing hypotheses, let us define these types of Misses
as Type I and Type II, respectively.

Now 1t 1s seen that there were:

(9 + 51)
and (5 + 15)

60 or 19.2% Type I Misses,

20 or 6.4% Type II Misses.

If one were to state that one type of Miss was less
desirable or more serious than the other, Type I Misses
would be so designated. A philosophy of education which
would envision educational opportunity for all persons
would very likely consider rejection of a student who, in
fact, was capable of succeeding in an academic program to
be less desireable than accepting a student who, in fact,

was not capable of succeeding.



52

Classification: The "Check" Sample

Using the values of the coefficlents and constant
terms derived from the measurements of the "main" sample, a
classification score for each classification group was com-
puted for each individual in the "check" sample. The score
for each of the 109 individuals in the "check" sample was
made by dividing the graduates into upper level and lower
level on the baslis of the median GPA of all eligible
graduates in the population from which the main sample was
selected. The median GPA so determined was 3.25. The third
and remaining category was comprised of all academic with-
drawals in the "check" sample.

The classification matrix for the "check" sample is

presented in Table 4.7.

TABLE 4.7.--Classification matrix for the "check" sample.

Predicted Group Membership

I IT IIT
ﬁg;ﬁ?ﬁsﬁioup Upper Level Lower Level Academic
p Graduates Graduates Withdrawals
I Upper Level
Graduates 37 18 2
II Lower Level 10 16 12

Graduates

III Academic
Withdrawals 2 7 5
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Analyzing Table 4.7 in the manner previously used for

the "main" sample classification matrix yields the following:

(37 + 16 + 5)
(10 + 18)

58 Hits

28 Near Hits

(2 +12) + (2 +7)

23 Misses

or expressed in percentages,

53.2% = Hits
24.7% = Near Hits
21.1% = Misses

Considering the simplified prediction problem of
separating graduates from academic withdrawals, a modified
classification matrix would yileld:

78.9% Hits (where a Hit 1s predicted graduation
or withdrawal, regardless of the
level of performance)

21.1% Misses

Of the "check" sample, 12.8% are Type I Misses,
(rejection of a student who should be accepted), and 8.3%
are Type II Misses (accepting a student who should be

rejected).

Classification: Test of Significance

A test of the significance of the classification
model developed 1n this study involves the question of
whether or not the distribution of the "check" sample in
the classification matrix of Table 4.7 1is different from

that which could be reasonably expected by chance. In
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other words, did the classification model do any better Jjob
of accurately classifying individuals than could have been
done by chance?

The x2 test was used to test the null hypothesis that
the distribution presented in Table 4.7 was no different
than a distribution that is the result of chance.

The test statistic can be expressed in words,

5 (number observed - number expected)2

>
[}

(number expected)

The evaluation of the x2 statistic was accomplished
using the data of the "check" sample from Table 4.7 with

the result

x2 = 25.615

The x2 table value for the .005 level of significance

and the four degrees of freedom of this problem is

x° = 14.86
.005,4

Therefore, X2 is greater than X?OOS,M since,

2 _ 2 _
X" = 25.615 > 7550 ) = 14.86
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The null hypothesis is rejected at the .005 level of
significance. This means that there are about five chances
in 1,000 that the classification matrix in Table 4.7 could

have been the result of chance.

Comparatlve Analysis

Analysis of the results of this study must include a
comparison of the classification model and the actual
selection of MBA students at MSU during the time period
covered in the study.

Unfortunately, the analysls cannot be complete because
there is no way of determining what "might have been"; it
1s impcssible to determine what would have been the academic
performance of those applicants who were refused admission.
A certain percentage of this group of rejected applicants
would probably have been successful if given the opportunity,
but the number is undeterminable. Nevertheless, a compari-
son of such data as are available is presented in Table 4.8.

In the comparative analysis, consider the classifica-
tion matrices for the "main" and "check" samples presented
as Tables 4.6 and 4.7, respectively. The definitions of
Hits and Misses provides a basils for introducing the

additional terminology now used in Table 4.8:
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Hits: Two types—-

(1) "Accepted / should have been accepted"
(A/R)

(2) "Rejected / should have been rejected"
(R/R)

Misses: Two types--
(1) Type I: "Rejected / should have been
accepted" (R/A)
(2) Type II: "Accepted / should have been

rejected" (A/R)

Ideally, the analysis would compare the percentage
of error attributable to each of the methods of selection--
the model and the actual system of selection used during
the time period.

The errors in selectlons occur as Misses--Type I,
"ReJection / should have been accepted" (R/A), and Type II,
"Accepted / should have been Rejected" (A/R). Unfortun-
ately, the number of Type I Misses, (R/A), is undetermin-
able from actual experience, and thus a meaningful compari-
son cannot be made. However, 1n regard to Type II Misses,
a comparison of the model and actual experience was made
and the results listed in the last column of Table 4.8.

In Table 4.8, the Type II Miss is expressed as a
percentage of the total number of students. This percentage,

for the model, 1s less than that which actually occurred 1n
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both "main" and "check" sample periods; in this respect,

the model 1s superlor to the actual selection process,.

Summary

In general, there 1s a monotone descending relation-
ship between the mean values of the twelve predictor vari-
ables used in the study and the level of academic perfor-
mance. That is to say, for example, that the younger the
student, the lower the level of his academic performance.
Only the three ATGSB scores and the size of enrollment at
the student's undergraduate institution vary from this
pattern. Both values decrease from upper level to lower
level graduate, but increase slightly above the lower level
graduate values for academic withdrawals.

In the data, one observes that the upper level gradu-
ate and therefore the more academically successful student
has most of the following characteristics. He:

1. Attained a higher undergraduate GPA (both

"raw" and "adjusted");

2. Scored higher on all three ATGSB tests;

3. Attended an undergraduate college other than
MSU that was relatively larger (over 10,000)
but not as large as that attended by the less
successful MBA student;

4, Was older, married, and delayed longer before

beginning the MBA program;
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.5. Maintained legal residence outside of Michigan,
and;

6. Had completed a non-business undergraduate major

course of study.

Discriminant analysils indicated that the three classi-
ficatlion groups can be distinguished from one another as
separate groups on the basis of the twelve predictor vari-
ables used in the study.

Only one discriminant function was determined to be
significant. This function, however, accounted for 97.4%
of the discriminating power of the analysis. With one
significant discriminant function, the location of the
group centrolds can be projected on to one line. The pro-
Jections of the group centrolds were both colinear and
ordered in the same manner as the classification groups.
The intercentrold distances revealed that the upper level
graduate group is well separated from both of the lower
level groups, but that the lower level graduates and the
academic withdrawals are relatively close together. This
indicates that the major difficulty in classification may
occur in the assignment of individuals to one of these two
groups.

The classification model was constructed from the set
of values for the predictor variables for each individual
in the "main" sample. Thils data permitted computation of

the coefficients and constant terms for a set of
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classification functions--one classification function for
each of the three classification groups. Evaluation of
these classification functions ylelded a set of three scores
for each individual. The model compares the computed
classification scores for each unclassified individual and
assigns him to the group for which he has the highest score.

In this manner, each of the 109 unclassified individ-
uals in the "check" sample was also assigned to one of the
three academic performance categories. The academlc per-
formance of 53.2% of the "check" sample was accurately pre-
dicted and were termed Hits, 21.1% were Misses, while 24.7%
were labeled Near Hits since they were predicted as graduates,
but the level of performance was inversely predicted. If
Hits were simply defined as predicted graduation or pre-
dicted withdrawal, the model produced 78.9% Hits and 21.1%
Misses.

Not all Misses are the same. A Type I Miss is the
rejection of a student who should be accepted, whereas a
Type II Miss 1s the acceptance of a student who should be
rejected. In this respect, the classification model pro-
duced 12.8% Type I Misses and 8.3% Type II Misses.

A x2 test of significance rejected the hypothesis
that the classification distribution resulting from the model

was no different than that which could reasonably be expected

to occur by chance.



CHAPTER V

SUMMARY AND CONCLUSIONS

Summarx

In recent years, the Graduate School of Business
Administration at Michigan State University, like many
others, has been faced with the problem of selecting a
limited number of students for the Master of Business
Administration program from a flield of applicants
increasingly bigger and better in terms of both quantity
and quality. The purpose of this study was to develop a
probability model predicting the academlic success of
these applicants, something that could assist the admis-
slons decision-maker in answering two questions:

(1) What is the likelihood that this particular

applicant could successfully complete the MBA

program and graduate?

(2) What would be the extent of this applicant's
academic success in the MBA program?

A review of the literature revealed considerable
research in the area of prediction of academic performance
and/or success at both undergraduate and graduate levels.

It was relatively extensive and particularly voluminous
as it related to the undergraduate level, and somewhat repe-

titious of method throughout.

61
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Most of the research used simple correlations or
multiple-regression analysis as the statistical techniques
for predicting academic performance (generally a grade-
point average) from a set of predictor variables. The
research showed conclusively that the best single predictor
of future academic performance was the high school or under-
graduate grade record, as the case may be. Improvement in
prediction was achieved by using a battery of predictor
variables, usually the high school or undergraduate GPA 1in
combination with scores on tests specifically designed,
generally, for screenling applicants for admission.

Addition of other intellective factors as predictors
generally resulted in insignificant increases in the

multiple correlation coefficient of the predictors with the
criterion of success (usually the GPA). Here, a correlation
coefficient of .50--0or as high as .70 (extremely rare in this
type of research)--would mean that the predictor variables
used would at best account for less than 50% of the varia-
tions in academic performance.

Clearly, use of the tried and tired method of multiple-
regression analysis held little promise for improving the
accuracy of predicting academic success for applicants to
the MBA program. Further research of the literature, however,
revealed two multivariate statistical procedures--multiple
discriminant analysis and maximum likelihood classification--

that offered a different approach to the prediction problem.
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In recent years, these methods have been used with consid-
erable success in the area of guidance and counseling, in
which group membership was predicted on the basis of the
measurements on a series of predictor variables (test
scores, 1interest inventories, ratings, etc.).

Two research problems were formulated to provide
answers to the crucial questions of the admissions
decision-maker:

(1) Can groups of MBA students who have either

graduated or withdrawn from the program,
when grouped by the overall graduate grade-
point average, be distinguished from each
other on the basls of the elements of
information known about them at the time of
the admissions decision?

(2) Can the likelihood of individual membership in
one’ or another such group be predicted on the
basis of the elements of information known about
the individual at the time of the admissions
decision?

The two multivariate statistical procedures, both
programmed for machine computation, were used in the analysis.
The first research problem was approached through multiple-
discriminant analysis to investigate the significance of
group differences and to determine the location of group
centrolds in discriminant space. Maximum likelihood classi-
fication methods were used to develop a classification model
for the second research problem on the basis of the measure-
ments of the predictor variables for each individual in the
sample. With such a model, then, unclassified individuals

were assigned to a group characterized by academic performance
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in which the individual had the greatest lilkelihood--the
greatest probability--of membership. By assigning members
of a "check" sample--individuals not involved in the
formulation of the model--in thils manner, the model was
evaluated for its accuracy 1n predicting the academic
performance of an "unclassified" individual, such as an
applicant for the MBA program.

The sample of students used in constructing the model
was selected from the population of all students admitted
and enrolling for the first time in the MBA program at
Michigan State University from Fall term, 1962, to Summer
term, 1966, inclusive. The "check" sample, used to validate
the model's ability to correctly classify individuals, was
selected from students entering MSU, under the same conditions
in Fall term, 1966,

Application of selective criteria (essentially excluding
foreign students, students with incomplete records, and
females) reduced the number of students eligible for selection
to 514 graduates and 72 academic withdrawals.

From those eligible, threé extreme groups were selected
for analysis. These groups were: (1) Upper level graduates;
(2) lower level graduates, and (3) lower level withdrawals.
Each of the graduate groups contained 138 students, or 27%,
of all graduates. Because of the small number of academic
withdrawals, 38 students, about 50%, were included in the

third group.
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The 12 predictor variables used were those elements
of information generally available for all applicants for
admission from eilther the standard MSU application for
graduate study or university record files for each indi-
vidual, with the exception of a new variable which was
formed in an attempt to "adjust" or "weight" the applicant's
undergraduate GPA in respect to the "quality" of his under-
graduate institution. The measure of "quality" used was the
mean ATGSB Total score for the undergraduate college, as
reported by ETS.

In general, there 1s a monotone descending relation-
ship between the mean values of the 12 predictor variables
and the level of academic performance. As the mean value
of the predictor variables decreases, the level of academic
performance decreases.

From the data, one observes that the more academically
successful student has most of the followlng character-
istics. He:

(1) Attained a higher undergraduate GPA (both

"raw" and "adjusted");

(2) scored higher on all three ATGSB tests;

(3) attended an undergraduate college other than
MSU that was relatively large (over 10,000)
but not as large as that attended by the
less successful MBA student;

(4) was older, married, and delayed longer before

beginning the MBA program;

(5) maintained legal residence outside of Michigan,

and

(6) had completed a non-business undergraduate
major course of study.
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The results of the analysis of the data showed that
the three classification groups could be distinguished from
each other on the basis of the twelve predictor variables
used in this study.

Only one discriminant function was determined to be
significant, but this lone function accounted for 97.4%
of the discriminating power of the analysis. With one sig-
nificant discriminant function, projections of the group
centroids were both colinear and ordered in the same manner
as the classification groups. The intercentroid distances
revealed that the upper level graduate group was well
separated from both the lower level groups, but that the
lower level graduates and the academic withdrawals were
relatively close together. This indicated that a major
difficulty 1in classification would be in distinguishing
between the two lower groups.

The classification model was constructed from the set
of values for the predictor variables for each individual
in the "main" sample. These data permitted computation of
the coefficlents and constant terms for a set of classifi-
cation groups. Evaluation of these classification functions
ylelded a set of three scores for each individual. The
model compared the computed classification scores for each
unclassified individual and assigned him to the group for

which he had the highest score.
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In this manner, the 109 unclassified individuals in the
"check" sample were also assigned to the three academic per-
formance categories. The academic performance of 53.2% of
the "check" sample was accurately predicted and were termed
Hits, 21.1% were Misses, while 24.7% were labeled Near Hits,
since they were predicted as graduates but the level of
performance was 1lnversely predicted. If Hits were to be
defined simply as predicted graduation or predicted with-
drawal, the model produced 78.9% Hits and 21.1% Misses.

Not all Misses are the same. A Type I Miss 1is the
rejection of a student who should be accepted and a Type II
Miss 1s the acceptance of a student who should be rejected.
In this respect the classification model produced 12.8%

Type I Misses and 8.3% Type II Misses.

A chi-square (x2) test of significance rejected the
hypothesis that the classification distribution resulting
from the model was no different than that which could

reasonably be expected to occur by chance.

Conclusions

For the sake of clarity and ease of understanding,
the conclusions derived from an analysis of the results of
this study are presented in four sections: General,

Discrimination, Classification and Comparative Analysis.
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General

Analysis of the results provided the answers to the
two research problems considered in this study. It 1s
concluded that:

(1) Groups of MBA students who have elther graduated
or withdrawn from the program, when grouped by
the overall graduate grade-point average, can be
distinguished from each other on the basls of the
elements of information known about them at the
time of the admissions decision.

(2) The 1likelihood of individual membership in one
or another such group can be predicted on the
basis of the elements of information known about
the individual at the time of the admissions
decision.

Discrimination

It was concluded that the three extreme groups--upper
level graduates, lower level graduates, and academic with-
drawals--are distinct separate groups that can be distin-
guished from each other on the basis of measurements on the
twelve predictor variables used in this study. This deter-
mination was based on the investigation of the location of
the centroids of thg multivariate distributions of each of
the three groups. The group centrolds were found to be
colinear (points on the same straight line) and ordered
in the same manner as the three levels of academic per-
formance.

From the intercentroid distances, it was determined
that the separation between the upper level graduates and

the two lower level groups was relatively large and that the
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distance between these lower level groups was very small,
From thils observation, it was concluded that the major
problem in classification of individuals would result from
the difficulty in discriminating between the lower level

graduates and the academic withdrawals.

Classification

It was concluded that the classification, or prob-
ability model, constructed on the basis of the measurements
of twelve predictor variables for each individual in the
"main" sample was a valid model for the prediction of aca-
demic performance for MBA students at MSU. In the test of
significance, it was found that there were only about five
chances in 1,000 that the prediction matrix of the model
was the result of chance. The prediction of the individuals
in the "check" sample was improved in comparison with the

predictions made on the "main" sample.

Comparative Analysis

One of the most interesting and significant questions
relating to the effectiveness of the model developed in this
study cannot, unfortunately, be answered conclusively as a
result of the analysis presented in this study. Comparison
of the model with the actual experience of selecting MBA
students was necessarily undeterminable and, therefore,

incomplete. However, it can be negatively concluded that
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the model does no worse than the less objJjective methods used
in the admissions decision-making process during the time

period encompassed in the study.

Discussion

The purpose of this study was to develop a probability,
or classification, model to predict the academic performance
of applicants to the MBA program at MSU. Hopefully, this
classificatlion model would assist the admissions officer in
the admissions decision-making process. Development of this
model was intended to improve the objectivity of the
selectlion process and to optimize use of the elements of
information known about the applicant at the time of the
admissions decision. Efforts to improve objectivity are
evidenced by the quantification of certain predictor
variables and construction of a new variable which incor-
porated the concept of "adjusting" the applicant's under-
graduate GPA according to the "quality" of the under-
graduate institution.

It was concluded that the model so constructed did
no worse, if not a little better, than the actual system of
selection used in the Graduate School of Business during the
1962-1966 period. In addition to the advantages of a more
objective, systematic method of processing applicants,

the model offers several other opportunities.



71

Since the applicants would be classified as members
of one of the three performance groups, the model would
provide a system of priorities in selection of students to
fill available class space. Not only would the model indi-
cate those who should be accepted, but 1t would also indicate
which of these applicants should be accepted on a regular or
provisional basis.,

The model would also identify the "borderline"
applicants. If the individual classification scores for the
two lower groups were about the same, this would 1indicate
that additional information about the applicant should be
considered before the admissions decision 1s made. Addi-
tional information from personal interviews or references
are posslible sources that are not included in the model.

In summary, the model offers the admissions officer
an objective, systematic method to assist in the selection
of students for the MBA program. It establishes an order
of priority in the selection of students that would provide
a basis for admission to either regular or provisional
student status. The model would identify "borderline"
applicants, and suggest when additional information should

be considered in arriving at the admissions decision.
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Implications for Future Research

The methodology used in construction of the classi-
fication model appears to be sound. The twelve predictor
variables used in the study represent elements of information
commonly most readily available for the majority of appli-
cants to the MBA program. Limited subsequent investigation
holds 1little promise for improving the model by inclusion
of additional variables of similar nature.

The model could possibly be improved by including
certain non-intellective factors as predictor variables.
Below are seven such factors that should be considered in
future research on the development of an improved classifi-
cation model. The first six factors were presented by
Rowe in a conference on research related to college
admissions.33

(1) Social and economic status of the student's

family,

(2) Educational and/or cultural level of this

student's home,

(3) The educational aspirations and expectations of

the student's peers, .

(4) The student's own educational and vocational

aspirations,

(5) The student's attitudes toward the environment

of the educational instiltution,

(6) The student's own personal and social needs,
(7) The self concept of the individual student.

33Frederick B. Rowe, "Non-Intellective Factors
Affecting Student Performance," Research Related to College
Admissions, ed. Kenneth M. Wilson (Atlanta: Southern
Regional Education Board, 1963), p. 135.
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The most difficult problem in classification of an
individual in the model arises because of the minimum sep-
aration between the lower level graduates and the academic
withdrawals. Therefore, it is recommended that future
research investigate ways of improving the discrimination
between these two groups.

In any event, the present approach to the problem
of predicting academic success through use of a maximum
likelihood classification model appears to invite future
research into the measurement and inclusion of additional
elements of information, to improve discrimination, and
thereby to 1improve the power of the classification method
used in the model.

Admissions offlcers, deans and teachers must, to
varylng degrees, either make declsions or help others make
decisions that have significant affect on the student
and the course of his 1life. Admission to graduate study
is a major and most serious decision. While the state of
the art 1s not sufficiently advanced to entrust admissions
decision-making to a computerized model, the assistance
that such a model can provide should not be overlooked.

By increasing the obJectivity of the selection process, the
exerclse of subjective judgment, which in the final
analysis 1s still the major element in the admissions

decision, can be sharpened.
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APPENDIX A

APPLICATION FOR ADMISSION
TO GRADUATE STUDY
MICHIGAN STATE UNIVERSITY
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FOR OFFICE USE ONLY

MICHIGAN STATE UNIVERSITY
Quarter... __._._._. Year... .. | Application fee paid EAST LANSING, MICHIGAN 48623
Coll APPLICATION FOR ADMISSION TO GRADUATE STUDY
AND/OR
Student Numb. Checked by GRADUATE ASSISTANTSHIP, FELLOWSHIP
OR TUITION SCHOLARSHIP
Accept Return to Office of Admissions and Scholarshij

Complete with typewriter or print in black ink, according to instructions (see yellow sheet).

{ This is an application for: [] Admission to Graduate Study, [] Fellowshlp, D Tuition Scholarsllip,
2 ot O Assistantship in the Department of .
Date . .
1. Full Mr. O | | |
Name: Mrs. o et am o et e e e i e e eee
z Miss [ “Last (Family) Name  First Name Middle (or Maiden) Name Social Security Number
This is an application for \\'Iilxlxtcr 8 19 . g;’::;ﬂ g 19 .. Male O; Female OJ: Single [J; Married 0.
If married: a) Name, address and occupation of spouse .. e
L] )} Is spouse: Now an MSU student (J: now an MSU staff member [;] “former MSU student D,
2 former MSU staff member [J: also applying for MSU admission [J7
E Have you served in the armed forces of the United States? YES (J; No [J. If yes, enclose copy of your separation papers, form DD214.
w| 2. Home Address . e e e ... Telephone PR
-] Number Street City State Zip Code
Present Address R e . e .
Number Strect ity State Zip Code Telephone (Last date you will be at this address)
Your legal residence? L . e How long have you lived there? . . _vears.. ... months
! City County State
%1 3. a. Date of Birth _ 19 . Place of Birth Country of present citizenship ... e
§ Month Day State or Country
5 b. If a citizen of another conntry, currently living in the United States, what type of visa do you have? . . .
4. List in chronalogical order ALL colleges attended including evening and extension work. Transcripts of ALL academic work must
be submutted.
- ATTENDANCE DATES GRADUATION
NAME OF INSTITUTION ary STATE Month and’ Year) [ baie P Degice Maror
S S . 1 4. e
from to
from to
from to
z! from to
E from to
5. In what ficld are you planning to major® — (See Yellow Sheet): Field - .. . Specific Area . ..

6. Toward which degree are you planning to study at Michigan State Umvcmty? Master’s {3 Doctoral O hon—dcgree O

Educational Specialist (6 years) 0 Diploma Program for Advanced Graduate Studies (6 years) [J.
7. Do you plan to take courses in East Lansing? . . _  If not, where? K S

8. a. Have you previously apphed for admission to graduate study at MSU? When -
b. Have you previowly attended MSU or taken off-campus work through MSU?  Yes 3 No [j

Last Name

c. Date of last attendance: Term Year o . - —.... Student Number e
d. Are you currently enrolled as a graduate student in any MSU course at Emt Lammu’ .. IE not East Lansing, \\here?
e. Indicate ;:ra(lc pﬂint average as determined at bottom of pages 3 and 4 Page 3 L
GPA
9. The enclosed $10 application fee paid by [ check, [J moncy order. Page 4 |
Do not_write below this line
First time Transfer at
at this level this level Undergrad. G.PA. . .. _ ... Credits ... ;Crad. GPA. . ... Credits ... ... ._._
Program e e - n e . e e e e e
Adm. Status Level College Major
Adviser ... ... . .l e . Checked by .. . .. Date. .. _..._..._.
LVL. | CURR. |CL.[SEX. | RES. DATE OF BIRTH UNDE RCFAD GRADUATE ADM. LAST SCHOOL ACAD. ADV.|CLSF. [MA]J. COBDYED ’B .
\ R MO. | DAY GPA. ( REDIT G.PA CREDIT STATE | CITY SCH.

|

| 5-67—100M
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10. State in chronological order periods of employment including military service since eaming a bachelor’s degree.

DATES EMPLOYER arr STATE NATURE OF POSITION

11. (a) Are you presently employed by Michi; State University? Yes [J; No. (J. If yes, where ... ...
(b) Do you have an agreement for employment at Michigan State University? Yes (J; No [J. If yes, where ... _

12. Academic honors, distinctions, scholarships, etc., which you have earned or graduate assistantships held ...

13. Professional organizations in which you hold a membership ... .. A

14. Describe the degree of your proficicncy (reading and speaking) in French

German ... ..cccoooooiiieee oo oo oo, other foreign languages JET RN e

15. Titles or names of any of your publications, rescarch, or inventions . et e e

6. Insert one separate page (8% x 11) stating your plans for graduate study and a professional carcer. Be as specific and detailed as

—

you can at this time.

17. College of Business applicants, only: Huve you taken the Admissions Test for Graduate Study in Business? - or o If yes,
when? . . e e e 1 no, when will you take it?. . -
date dute
18. Some departments require the Graduate Record Examination (Sce Yellow Sheet). Have you taken this test? e or v If yes,
give scores:
Scores:
Verbal Quantitative Advance Code
19. Do you have a teaching certificate? e . 1If ves, speafy type . - .

20. List names, titles and addresses of three individuals submitting letters of recommendation to the chairman of your graduate study

department at M.S.U. (There is no special form provided for these letters.)

NAME TITLE ADDRESS
1
2
3
I certify that all the answers I have given in this lication are plete and to the best of my knowledge, and if admitted,

I agree to observe all the rules and regulations of Michigan State l'mvcmty.

Date ... o e e e e e Signed .. ... .. .. Cm e e mrenem e nne

[k !.',‘:-.—:m‘l
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MICHIGAN STATE UNIVERSITY
Office of Admissions and Scholarships

COURSES TAKEN IN THE SECOND HALF OF FOUR-YEAR UNDERGRADUATE PROGRAM
Report grades as requested in No. II of Instructions.

asq

GRADES AND CREDITS

EDUCATIONAL YRAR SEMESTER CREDITS QUARTER CREDITS
INSTITUTION TAKEN COURSE TITLE AND NUMBER

A|B|C|D|P|A|B|C|D|P

(COURSES IN MAJOR FIELD)

|
swmey yrv]

swmeN

(COURSES IN MINOR FIELD)

|
T
|
i
|
I
('seouds sacqe uy uenvwm.ioju] LNINJ *%9(d)

i — x
[ O N I O L £
5
z
s
3
| e H
[ F e e e e e
—_ e —— — [ - —— — —_
I H s _
B B D _ _ ) U R I A o
H
(OTHER COURSES) ) 3
- =
! s
— | z
- - - S| L N R $
— . - o fom b | —— o
I ‘ :-
- T i T 3
- R U | - f—— z
' H
z
e — _— - | — S e
|
N (S
Credits for each grade. :
(Add each column to determing the number of credits for each grede.) D |
| Total Credits
Grade points for each grade. RIS { xe| xs| x2 | x| a0
Multiply the total credds for each grade the number directly D '
ow #, for example multiply A credus by 4, B credits by 3 etc.) Total Grade Points
Undergraduate grade point average: Dicide total grade powts by total credits: = 1;’:1‘:1%;-

Grade Point_Average

3
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MICHIGAN STATE UNIVERSITY °
Office of Admissions and Scholarships H
COURSES TAKEN AS A GRADUATE STUDENT
Report grades as requested in No. II of Instructions.
GRADES AND CREDITS '
ﬂm%ﬂ. T\;I‘A'n" COURSE TITLE AND NUMBER SEMESTER cnznlrrs I QlI!ARTEI! C‘REDIII.‘!—!
AIC|DI'PIA‘!IC|D‘P
i.
; |
Y R T £
I A A A 7
| ! :
. | |
I 1 I
t
| | “
|
S e e e s (Y
| T ! H
] ] - - T ol
R N S o : g
| ‘! | :
| T T ! 5
— e — B
| l L {
‘ [ ! ‘ 5_
| i | | I 4
) ! o H .
! I B HIE
] L £z
H 3
\ |‘ !
. e — f—
| S N Y
! !
i *— g
! ; ! i
I z
- i ! &
1‘ [ i—
¥ i [
]
* T
TR . z
‘ T £
S I A A 7
| | ! | 3
B
| |
_ i_ L _i__
Credits for each grade. | T
(Add ecch column to determine the number of credits for each grade.) D ‘ 1 l
i Total Credits
Grade points for each grade. x| 53| %2 | 21| %0 x¢| 33| 53 21| 20
Multiply the total cvedits for each Jrad& the number directly D
elow it, for cxample multily A credits by 4, B credits by 3 etc.) ! | Total Grade Points
Graduate grade point average: Dvide total grade points by total credits: = .3,;?(::“[ (é:’—

Grade Point Average

4



APPENDIX B

CLASSIFICATION SCORES FOR EACH INDIVIDUAL IN
"CHECK" SAMPLE AND ASSIGNMENT TO ACADEMIC

PERFORMANCE GROUP

Note: Group 1l--Upper level graduates
Group 2--Lower level graduates
Group 3--Academic withdrawals
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RFSPONDENT S”TUWNCF [RAUP SrUKE 1 SCHREe 2 SCORE 3 ASSIGNED GROUP
1 3 143,9%262 145, 3495% 145,30683 2
] 2 1°7,843816 127.96R4% 126,9%08¢ 2
3 X 1466,67421 146,R827%7 1406,37806 - 2
4 3 143,09012 115.5996¢ 115.v1611 3
5 3 137,44191 139,39274 139.69154 3
6 3 117,%43882 119.45907 119,3305% 2
7 3 11v5,273839 1385.4785n 135,16728 2
8 $ 1¢6,8%9/4 147.95%9% 147,92915 2
9 X 177,6972% 127.91817 127.54707 2

10 ® 170,17479 127.35492 122.93018 K]
11 & 155,41686 154, 73485 154,6%5210 1
12 2 1%6,0r317 154,/7431 1538,970065 1
13 2 1°0,743103 122.42469 . 122458121 3
14 ) 1%¢,312U6 153,842/ 154,4K247 3
15 - 18,2094 T 136.,H647N 185,7%200 1
16 1 11,7418 149,62 41 14bB,85648 1
17 1 142,6/508 142,01%24 141,m0802 1
18 ! 144,21290 156,26%41 159.61748 1
19 1 1%/7,47998 163.74402 1Ar2419296 1
20 4 146,71¢061 13n.7240" 148,9R0s0 3
21 ” 1eu, 4821y 141.14445% 141,nn400 3
22 N ; 1°4,n"0692 11%,50147 119,0%0069 P]
23 . 191,818%9 151444259 15U, 7840/ 1
24 ? 1¢4,n7918 185,°8%87 185,1%918 $
25 7 174,94201 126,487518 126,953508 3
26 4 19,5728y 13109411 141,69890 3
27 i 149,276U8 147.7474% 14/,88197 3
>8 ’ 1~8,57454 154410384 154,93/6¢ 3
29 - 120,7%7066 12He227485 17/7.3906%8 2
30 ¢ 17/7,17965 159.d42991¢ 179.14258 2
31 4 1~1,61281 152.14%48 1%2,41/71¢ K}
32 v 1°6,242838 14%.28894 144,012ub 1
33 ; 199,1%977 154,670y 1%4,84/47 1
34 c 1¢1,54¢2/ 131.%6727 181.11176 2
15 H 1%6,67877 187446409 191,aK222 1
36 i 16/7,046/5 14k, 81975 148,630 S
37 ’ 14/,41400 166445657 169,758 1
h:] . J16,/45440 11932721 119.472130 3
%9 H 19,979/ 18Ah,a]724 16,3210 2
40 2 149, 75056 1400279 141,440642 3
41 P 1~4,4/795( 134,354/ 154,0107%4¢ 2
[ ¥] H 1'0,0%6UY 1154 72m61 119.845¢8 2
43 4 1~38,2-/6Y8 153,11144 LS8, nupuD 2
4« v 119,6-507 14R,~640" JRYAY-LY VK] 1
a5 2 1°1,%195¢9 132, 34487 182,1438990 F4
46 ; 1-4,94040 153, 4/7754 19¢e248c0d 1
47 2 17¢.99004 126.70707 124,ir6/0 2
48 4 178,5%560 tg9.8111 1284 /3%08 2
49 ? 1¢4,14¢608 1850004 189,95%10 2
50 - 141,2/209 140471581 1%9.57518 1
s1 2 145,6%9¢8 161,%5451 143.50025 ’ 1
52 P 1°4,145975 144,908 144,8501 2
53 ? 1'0,8"/701 1299 ¢pa 12Y,479069 3
54 ’ 96,1099y, 134,870~ 1t6,579u9 2
55 4 179,%1212 1¢4.176134¢ 120,17914 2
56 7 19,9229 180,75451 146,8711¢ ¢
8?7 ? 148,n%0%4 1624656¢ 1Al4/7000 1
58 1 16, 090807 14%,4/227 11248465090 1
59 H 1¢n,74441 18k eu7041 148,42549 1
60 1 2

133,811 15405615% 134,47042
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1%0,979Y7
1¢3,3n3U4
1%9,69004
1%3,21059
145,02586
14 3,1%/7387

173,475%4

1-9,0%09Y1
141.04076
129,27303
1410170“2
12Y,29v3Y4
159,97484
189,797
142,064944
1°8.6 1149
14Y,5%131
185,1138%2
141,3v9563
1¢2,01830
1+9,84007
1%1,24098
140,12419
1.d, I*é"‘
1: 2.9920¢
19,2307
1v0,10038
12729,a4ut6
1* J,0a508
129072
17,6506/
18,0287
171,41¢045
1¢9,5~4048
19 9.42/51
1"u,38444
1imn,4100d
141,k1/21
1°5,4429¢
770 ,9%0¢e
11,6787y
19b,2neb?
3V, 01970
144,97455
17,9101
140,94098
1¢8,47113
1%2.54/6¢
1-6,57652
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151.18331
134,A491%
159.335969
151.52138%
145.54n2¢
114.821%47
171447874
159.5948¢
159.5%0197
149,7112
11"0"6’7'
129,R390?
199,446
169,79507
142,51997
154847902
19H,7645"
13%,%4406¢
140,51 464
131.72/444
145.10%0
150,45267
199, 744
100,914
160 823¢1
189,040
154495947
126,950982
144,44 ¢?
144,°89C1
lgHRe i gl9e
147,720
199,46 ¢
18516
161646 " 02
MR RN LY.
AR T R A
141,490
12¢R.1120"
12F 17200
T49,.2879
157,419
187,918/
139,24t
140,001 4
41,7579
1384049106
199,961 1
Thr. 4100

150.,739388
134,55975
138,79009
1%51,55492
145.45625
114,14485
170.83299
19,0412
158,91548
149.061252
118,397380
159,44521
158,94¢52

S 148.41/28

141,384/4%0
1%3,447/9
158,518%0
135,91217
140,241y
1¢0,238v17
144,951724
158,5R /39
158454071
1A5,010v/
i99.07609
147,0549¢
l;4cJ?¢$d
126,98/77y
1'38.,/777720
138.81012
12d.0%01b
14/,62171
1-9,/7091
14a,o5%n74
170.¢2/77C
149,010
152987/
142958907
127455905
127 ,7%04%1
1i8,34904
1ho0.9hc07
187.579¢2
132.41148
137491002
l4l,niéyoe
i¥di0ivi
15/,974n)
158,57304
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