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ABSTRACT

A MULTIPLE FORECASTING SYSTEM FOR THE
TELECOMMUNICATION INDUSTRY

By

Charles W. Holmes

The purpose of this study is to develop a computerized multiple
forecasting system for use in the telecommunication industry. This
quantitative tool is designed for both manaqers and potential investors
who must prepare realistic projections of business activity.

Several different methods of time-series analysis are used in
the program, each having strengths and weaknesses in handling various
data sets. Any data set introduced into the system will follow a
pattern or trend. The individual forecasting routines attempt to
match the pattern and project it into the future. The forecasting
method which comes closest in matching the pattern will provide the
most accurate forecasts.

The system evaluates itself with built-in measures of accuracy
for each method including variance, standard error and the number of
residuals exceeding two standard deviations. The system then provides
a method analysis using the mean square error for each routine in order

to identify the method which provides the best set of forecasts.
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CHAPTER 1

INTRODUCTION AND STATEMENT OF PURPOSE

Introduction

Broadcast station acquisition involves many steps; the most
critical entails the process of investment analysis. Because first
time investors are generally inexperienced in the businesses of
broadcasting, lack of specific skills and knowledge pertinent to the
industry can severely compound their investment risk.1 These potential
station owners suffer the most from the absence of a comprehensive
industry tool for evaluating purchase criteria.

Without proper financial insights, the neophyte buyer is at the
mercy of the seller who has at least three years broadcast experience.
In addition, the seller receives a differential advantage from media
brokers who get a commission based on the selling price.2

Successful buying, therefore, lies in the preparation of a sound
financial plan. Ideally, the plan will serve two purposes. First,
future benefits of the purchase can be determined; investors need to
assess both risk and earning potential when contemplating an
acquisition. Second, financial forecasts are part of the prospectus
used to obtain external capital. A thoughtfully prepared, concise
proposal often makes the difference between securing a loan or being

3
rejected.



While broadcasting has become a lucrative venture that doesn't
always require a great deal of starting capital, it is nevertheless,
a volatile and high-risk business.4 The complexity associated with
broadcast acqusition is emphasized by the National Association of
Broadcasters, who maintain that a broadcast station "is far from a
traditional franchise type business."5 Yet, the trade in radio stations,
the usual outlet for the first time investor, is steadily increasing.

In 1979, 546 commercial stations changed hands for an average

station price of $614,000. In 1975, only 363 stations were sold for

an average price of $361,063.6 Although small station investors have
relied on banks and seller financing as a way of obtaining external
capital, the increase in station tréde combined with the increase in
station price has strained the availability of traditional equity sources.

Financing options for broadcasters are further 1imited because of

two other supply factors,

1. Accelerating inflationary factors, coupled with heightened
uncertainty with respect to long-term funds markets have
reduced availability of fixed rate seller-note financing.

2. Accelerating cost of funds coupled with record loan losses
have substantially reduced regional bank availability of
fixed rate term loan packages.’

The odds of obtaining suitable financing are greatly increased

by having a complete, realistic, and professional presentation. Two
major factors are considered by a lender in determining the degree of
risk involved with a loan. First, a potential lender evaluates the
borrower's ability to generate cash flow for repayment of principal and

interest. Second, the potential lender appraises its own ability to

recover principal in the event of default. Lenders, therefore, are



primarily interested in operational results, both historical and
projected, especially cash flow, after debt service.8

Thorough financial planning entails the anticipation of as many
of the lender's objections as possible and resolving them in the
proposal before they are raised.9 The astute investor will spend
considerable time supporting the projections with realistic assumptions.
These accurate forecasts are essential; a borrower has nothing to gain
by being overly conservative. At the same time, a borrower, by being

10
too optimistic, will endanger loan opportunities.

Statement of Purpose

This study attempts to develop and construct a forecasting tool
for broadcast investors who, on their own, may not be able to prepare
realistic projections of business activity.

Radio and television sales, for example, are influenced by supply
and demand factors which will cause revenues to fluctuate by seasonal
or cyclical trends.11 These trends occur, not only because of limited
inventory and seasonal demand, but also because of audience levels
which are rarely constant throughout the year. For example, in
Buffalo, New York the prime time TV viewing levels peak in February
and drop to their lowest level in Ju1y.12

Since the determining factor in station profitability is manage-
ment,13 forecastina becomes a necessary tool because of the increased
operational costs and the fact that the profit margin can be very

susceptible to "variations in an increasing sales pattern."14



Table 1. Buffalo Viewership Trends

Households Using Television (HUT)
July 1982 November 1982 February 1983 May 1983

Monday-Friday 43% 62% 66% 58%
8-11 p.m.

SOURCE: Nielsen Station Index, "Buffalo, Mew York," Viewers in
Profile, (Northbrook, IL, A.C. Nielsen Company, May
1983), p. 4.

Forecasting models must be able to provide management with realistic
projections in the fact of uncertainty. This is especially important,
and becomes complicated, because of the various trends associated with
the financial elements in broadcasting.

Therefore, determining a station's financial value and its earnings
ability forces an investor to rethink the basic soundness of an
acquisition while supplying valuable financial material for potential
lenders. Both prospective owners and financiers need a complete finan-
cial package used to make the requisite determination that a project
has merit.

As an ancillary use, students studying the art of broadcast
acquisition will have the opportunity to apply acquisition theories
normally covered in formal "lecture" type instruction. Although this

thesis will be geared to professionals, the student proficient in



elementary managerial finance will find the concepts and principles
easy to understand and follow,

The tool developed as part of this study, is a computer-based
financial planning forecasting model. The program will strive to
describe the dynamic behavior of a broadcast station in terms of its
future financial health, It can then be used to test financial
hypotheses about the property in question.

The power of simulation forecasting lies in its ability to predict
the behavior of a system without disturbing normal operations. Through
the use of forecasting, the prospective station owner is able to
prepare projections of property performance, The validity of such an
analysis is, of course, directly related to the accuracy of the fore-

casting model.

Scope of the Study

Although the basic financial principles used apply to all areas
of the telecommunication industry, this study will focus on, and use
as examples, only broadcast station properties. There are several
reasons for this: first, the greatest number of transactions occur
with radio.15

Second, the Federal Communication Commission's attempt to add
more radio stations to the spectrum, combined with the push for

low-power television, will create a greater supply of affordable

broadcast outlets.



There are also some inherent 1imitations associated with this
study. Due to the complex nature of broadcast acquisition, the
model cannot be all inclusive. A station's financial forecast does not
give an accurate indication of a market's (or station's) complete
potential. Investors must also prepare a comprehensive market analysis.
In some situations the market analysis should be prepared before the
station financial ana]ysis.16

A potential investor must consider market variables such as:
total advertising dollars, total retail sales, consumer spendable
dollars, media competition and industrial stability. The inability
of the proposed study to accommodate a subjective station analysis is
another limitation of this study. The prospective owner must decide if
a format needs changing or if personnel should be replaced. Affiliation
and other contracts have to be evaluated along with the physical station
property. Major replacement costs may be incurred causing a disruption
in the financial plan.

Although no program can take the place of thorough acquisition
planning, this simulation model will alleviate some of the financial
uncertainties. It will help investors answer questions about a station's
earning potential and give them help in determining the proper structure
for financing.

Reviewing a station's present standing is only part of the invest-
ment analysis. Prudent investors need to develop long-range financial
plans and goals. Many troubles associated with financing and profit-
ability reflect poor and/or inappropriate preparation. The blame,

however, cannot 1ie solely with the investor inexperienced in station



acquisition. Without a tool for broadcast investment analysis, they

may not be able to avoid the financial pitfalls encountered when buying
17
a station.
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CHAPTER 11

REVIEW OF LITERATURE

The massive amount of work done in corporate modeling concerns
the ongoing dynamics of the firm, not acquisition financing. It
should be noted that there is a long history of both simulation model-
ing in general and forecasting simulation in particular, especially
since the advent and widespread use of the digital computer.

An examination of corporate and financial models as well as articles
relating to telecommunication acquisition suggest that the application
of simulation technology to telecommunication investment analysis is
appropriate and desirable, yet often lacks a comprehensive method of
accurately projecting such items as revenues, which are an integral
part of acquisition financing.

This chapter begins with a review of various discussions relating
to the role and application of forecasting simulation in business.

The chapter concludes with a broader discussion of telecommunication
acquisition models which provide insight into the decision making
process involved in acquisition financing. After reviewing these
models it becomes evident that what they lack is a quantitative fore-
casting component which reflects the ongoing dynamics of various

financial elements.

10
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Forecasting Simulation

Makridakis and Wheelwright suggest that the major role of fore-
casting "is to aid in assessing various future alternatives and the
levels of risk and return that are associated with each of them, so
that managers can effectively address this dﬂemma."2 The authors
also stress that forecasting is not just a statistical technique,
but an integral part of sociology, politics, economics and psychology.

A simple framework has been proposed to categorize forecasting
possibilities to help managers develop quidelines and act as a reference

point for planning app]ications.3

Table 2. Forecasting Possibilities

Implicit Explicit

Estimating the sales of Using a monthly meeting of
Intuitive Product A for the coming senior management to develop

month in an intuitive, ad forecasts for Product A for

hoc manner. the next month.

Predicting the sales of Obtaining monthly forecasts
Formal Product A for the coming for each major product group

month using a statistical on a specified date for use

forecasting method. in production planning.

SOURCE: Spyros Makridakis and Steven C. Wheelwright, The Handbook of
Forecasting: A Manager's Guide (New York: John Wiley & Sons,
1982), p. 5.

"Intuitive" forecasting consists of internal processes to planners
with regard to subjective and judgemental estimating procedures.
"Formal" methods, on the other hand, may be slightly more accurate than

intuitive procedures. Formal methods can be written down and provide
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similar results regardless of the user.

The "implicit" column refers to forecasts which are not part
of plans or decisions being made. This is true even for formal procedures
which would not be part of specific plans or actions. Conversely,
"explicit" forecasting methods attempt to clearly define the value of
the forecast and use it in the decision making process.4

Makridakis and Wheelwright emphasize that forecasting procedures
usually begin on the intuitive and implicit level then move toward
formal explicit techniques. This systematic approach often leads to
"significant improvement in forecasting performance" which allows decision
makers to better understand future uncertainties and evaluate the

5
associated levels of risk.

Forecasting Procedures

A discussion of the selection of proper forecasting procedures is
provided by Fildes who proposes that forecasting choices are based on a
broad range of considerations:

1. Prior Beliefs of the Forecaster--The forecaster is likely

to be influenced by past experiences and related research with which
the forecaster feels comfortable.

2. How the Forecast is to be Used--The methods employed will

be directed toward an expected goal.

3. Complexity and Comprehensiveness--When the model is too

complicated it probably won't be used because it won't be understood.
However, the model must include all pertinent elements or the forecast
will not accomplish required goals.

4. Comprehensive Testing--Several parallel models ought to be
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6
developed and used to test the primary model's performance.
Fildes breaks down the methods of forecasting into three
broad classes:

The judgmental--where individual opinions are
processed, perhaps in a complicated fashion.

The extrapolative--where forecasts are made for
a particular variable using only that variable's
past history. The patterns identified in the
past are assumed to hold over to the future.

The causal (or structural)--where an attempt is
made to identify relationships between variables
that have held in the past, for example, volume
of brand sales and that product's relative price.
The relationships are then assumed to hold into
the future.?

Most techniques use more than just one of the above approaches,
while most models tend to include parts of all these methods.

More specifically, Hanke and Reitsch 1ist four basic steps in
developing a forecasting procedure:

1. Data collection

2. Data reduction or condensation

3. Model building 8
4. Model extrapolation (the actual forecast)

Although these steps are geared to statistical methods of
forecasting, Hanke and Reitsch do not diminish the importance of
intuitive methods for predicting the future in an attempt to reduce risk
and uncertainty. They propose that quantitative techniques should
supplement the "gut" feelings, common sense, and management ability
of decision makers.

Forecasting, then, is useful if it reduces uncertainty while
resulting in informed decisions that have increased value over and

9
above the cost required to produce the forecast.
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Sullivan and Claycombe sum up forecasting as:

"A blend of science and art that defies precise
definition for a successful application.
Preparation of a forecast entails more than just
using historical data and mathematical formulas

to project into the future. The key to realistic
forecasting is the inclusion of informed judgement
and intuition into the methodological framework
being employed in order to minimize uncertainty
associated with the future development, or event,
in question."10

Telecommunication Acquisition Models

Chapman and Associates, a national media brokerage firm, currently
uses a computer program for broadcast station investment analysis.
The program is lauded by Chapman as a time saving device giving the
brokers and investors pertinent financial data along with projections
of financial activity.11

The program utilizes nine financial variables in the calculations.
They are: income, expense, profit or loss, loan principal payment,
loan interest payment, leverage factors, the depreciation scheduie,
covenants not to compete, and the appreciation factor. The program
makes financial assumptions about each variable and takes into account
the variable's effect on each other. The naive financial assumptions
used are based on static percentages. For example, the fixed expenses
may be set to increase by six percent over a ten-year pro forma period,
while the sales figure automatically increases by nine percent.
This shows growth occurring in an exponential manner year to year when,
in fact, this growth should be linear. Month to month or quarter to

quarter variables, on the other hand, usually change exponentially.
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The output from the program includes a pro forma profit and
loss statement, a ten-year cash flow analysis, a return on investment
analysis which incorporates an analysis of return on down payment,
return on total payments, and a return on purchase price. The broker or
analyst takes the outputs and evaluates them with the client to determine
if the results fall into line with the goals and needs of the investor.
There are several advantages to the Chapman model. The most
obvious is the freedom to utilize the buyer's preference for a certain
type of investment analysis. For example, the program can accormodate
the buyer who wants to consider the purchase in terms of a multiple
of cash flow, a "time-gross" formula, or a return on investment analysis.
Like the "TEEM" model to be discussed, the Chapman program
relies on the insights and experience of the broker to evaluate the
results of the financial analysts. A significant problem with the
program is its reliance on a set percentage rate to estimate growth.
There is no allowance for seasonal trends or more cyclical variations
such as the quadrennial effect associated with the broadcast industry
(a jump in revenue every four years due to the national elections and
Olympics). The article does not discuss the basis of the financial
assumptions. How were they derived? How reliable are they? How are the
changes and shifts in the marketplace evaluated? Additional methods,
like risk and ratio analysis are also missing from the Chapman program.
Another non-computerized method for valuing a station is used by
analyst David Schutz. Schutz emphasizes profitability as the key
factor in station valuation.l2 The prices paid for a station, according

to Schutz reflect the future earnings that they will 1ikely generate.
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The difficulty for the buyer is in the determination of the future
earnings.

An extensive market analysis is used to aid in the determination
of station value. The variables which are part of the market analysis
include the total market advertising revenues, disposable income, total
retail sales, and advertising competition. The buyer is advised to
ascertain the vitality of the market which should reflect the potential
of the station in question.

The most interesting component of the Schutz analysis is the
subjective evaluation of the station and a comparison of theoretical
versus actual audience share. The variables used in this mathematical
evaluation of theoretical (or potential) share are based on such factors
as power, frequency, and hours of operation. Schutz uses a hypothetical
market to illustrate the method of obtaining the theoretical share
(Table 3).

A comparison can then be made between actual and theoretical shares
to see if the station is performing "better" or "worse" than technical
conditions suggest it "should" (Table 4). Schutz estimates that if a
station is within 20 percent of its theoretical share, it is considered
norma]."14

This kind of analysis is beneficial to a potential owner who is
then able to look at a station with a poor actual share (compared to the
theoretical share) and determine if the problem is indicative of poor
management. Likewise a station might be doing better than it should
indicating that little can be done in the way of improvement.

This idea of earning potential and sound management is discussed

by Schutz in the close of the article.
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Table 4. Comparison Between Audience Shares and Theoretical Shares

2
Net Weekly 1 Audience Theoretical
Circulation Share Share
A 31,300 13% 12%
B 60,100 25% 20%
WDES 26,500 11% 12%
D 45,700 19% 21%
E 38,400 16% 17%
F 38,500 16% 17%
Total 240,500 100%

1
In place of Net Weekly Circulation, Averaqge Quarter Hour Audience
(6:00 a.m.-midnight, Mon.-Sun.) could be used.

2
From Table 3.

SOURCE: David E, Schutz, "Is That Station Really a Bargain," Broadcast
Management/Engineering, 14 (July 1978), p. 84.
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Your success as a station owner will not be determined

solely by your ability to acquire a station at a Tow

price. Instead it will be determined by your ability

to run your station efficiently and effectively.15

The final telecommunication acquisition model considered here
was developed by Wagner, Akutagawa, and Cuneo (1969). The Telecommunica-
tions Earning Estimation Model (TEEM) was designed for the Security
Analysts of Wells Fargo Bank. TEEM is a probabilistic model used to
derive an earnings estimate for a company by means of simulation. The
model was built to assist an operating analyst in simulating the expected
financial behavior of one company at a time, one year at a time.16

The operating income statement and the funds flow statement
provide the framework over which TEEM operates. The analyst, not the
model, is responsible for the accuracy of the financial estimates used
in the calculations. The analyst has the option of accepting a system-
generated estimate of earnings, or the analyst can replace it with one
he or she has generated. In other words, the estimates used in the model
are only advisory to the analyst.

The output of the proaram includes standard financial statements
with a built-in probability distribution expressed as "Pessimistic,"
"Most Likely," and "Optimistic." The range is arbitrarily set at two
standard deviations from the "Most Likely" parameter.

TEEM is not applicable to this paper because it cannot be used
as a training tool for inexperienced investors, It relies too heavily
on the implicit knowledge of a seasoned analyst who makes similar
investment decisions as part of everyday business. What TEEM did

was to speed-up the process of investment analysis. The program did not

give the analyst any new information and was weak in the sense that the
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analyst had the option of overriding most variable assumptions. These
shortcomings were so prevalent, that the authors considered TEEM some-
what of a failure. Although it was introduced to over 100 analysts,
no one elected to use it.]7

To investigate the reasons for its failure, the authors studied
the reliability of the model. Their study showed that the model did

not outperform the estimates of the analysts, the very people it was

designed to help.
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CHAPTER III

FORECASTING METHODOLOGY

Introduction

Successful buying of telecommunication properties, as stated
in Chapter I, lies in the preparation of a sound financial plan.
The plan will determine possible future benefits of the purchase
and secondly, financial forecasts are used in the prospectus required
by lending institutions.

This chapter will explore methods of financial forecasting which,
when used by potential investors, should provide projections of earning
ability. These predictions of future events can be obtained by

discovering patterns of events in the past.l

Forecasting Defined

Having the ability to make decisions based on information which
predicts uncontrollable business events should give manacement an
improved choice of options while attempting to reduce risk. Fore-
casting is the prediction of future events with the intent of reducing
the risk involved in decision making. While usually wrong, the infor-
mation from the forecasting process is used to improve the decision

making process.2

23



24

There are basically two types of forecasting. The first involves
"qualitative" estimations of future events. This subjective method
relies on the opinions of experts who use various tools such as
marketing tests, customer surveys, sales force estimates and historical
data. Decisions are based on "opim’ons."3

The second basic type of forecasting revolves around "quantitative"
methods which use procedures that explicitly define how the forecast
is determined. The operations are mathematical in nature with the logic
clearly stated. Quantitative forecasting examines historical data
to determine the underlying process generating the values of each variable
and, assuming this process follows some stable pattern, using the
information to extrapolate the process into the future.4

Although business decisions must be based on both qualitative
and quantitative information, this study is the formulation of an
analytical tool for potential investors through the use of a computer

which relies on quantitative data. Therefore, only statistical fore-

casting procedures will be explored.

Forecasting Components

Patterns

Operational variables such as revenues and expenses change
over time and follow some sort of pattern. A1l forecasting methods
assume that a pattern or relationship exists which can be uncovered,
identified and used as the basis for preparing a forecast. An

effective forecasting procedure depends on matching a pattern with
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a particular technique that can handle and project that pattern into
the future.5

There are four common patterns that are considered the most
important. These patterns can be found alone or in combination.
The first basic pattern is "horizontal" or "stationary" in nature and
does not increase or decrease in any systematic way (Figure 3-1). The
average mean value of the data remains constant. On the other hand,
a "seasonal" pattern exists where a series of values fluctuate according
to some seasonal factor or factors (Figure 3-2). Lawn mower sales is
an example of a seasonal series, A "cyclical" pattern is very similar
to a seasonal pattern but the length of the cycle is generally longer
than one year (Figure 3-3). This particular type of fluctuation is
often the most difficult to predict because it doesn't repeat itself
at constant invervals of time, Finally, when there is a general increase
or decrease in a value over time, the fluctuation follows a "trend"

6
pattern (Figure 3-4).

Time Elements

Forecasting patterns involve the mapping of some variable over
time. When used in forecasting, the variable time consists of three
separate elements. The first is the basic unit of time for which the
forecasts are made called the forecast "period." The period can be a
week, month, quarter, year, or whatever length of time makes sense to
the problem at hand. The forecasting "horizon" is the length of time
(or "lead-time") in the future for which the forecast is made. The
forecast could be done for a year broken down by months. In this

case, the period is a month and the horizon is a year. Finally,
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the period over which each new forecast is prepared, is called the
forecast "interval." The forecast interval is often the same as the
period which means the forecast is revised each period using the most
current data point to update the forecast.7

When the forecast is revised each period and the horizon or lead-
time remains constant, the forecast is operating on a "moving horizon"
basis. For example, if the problem involves forecasting monthly sales
for the next year on a continual basis, the period and interval would
be a month and the moving horizon would be a year. So as each month's
data is received, the lead-time is moved ahead by 12 months. The fore-
cast usually becomes less accurate when the forecast lead-time is
increased. In other words, the shorter the lead-time, the quicker

8
the forecast model can react to error.

Forecasting Methods

Forecasting systems use both quantitative and qualitative methods
of analysis. The statistical methods lend objectivity to the system
and quantify historical trends. Forecasts done by statistical methods

become another piece of information used by financial managers prior to
9
making decisions,

Montgomery and Johnson 1list eight factors which contribute
to the selection of appropriate forecasting methods:

Form of forecast required,

Forecast horizon, period, and interval.

Data availability.

Accuracy required.

Behavior of process being forecast (demand pattern).
Cost of development, installation, and operation.

DO WN —
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7. Ease of operation. 10
8. Management comprehension and cooperation.

Since this study concentrates on the quantitative methods of forecasting,
qualitative considerations will not be discussed. First, a brief
description of general forecasting models will be presented followed

by a discussion of several common interactive forecasting methods which
range from the basic regression methods through the more complex
exponential smoothing methods including Winters' Method which takes

into account seasonal trends.

Forecasting Models

There are two basic models used in forecasting: "time-series"
and "causal" models. Very simply, a time-series is a time ordered
sequence of observations of a variable. A time-series analysis uses
values of a variable over time in order to develop a model for pre-
dicting the future such as revenues over months of a year.11

Causal models examine the relationship of the primary variable
and other time-series. An example of a causal model would be the
correlation of revenues with share of audience. There are two
limitations to the use of causal models. First, the independent variable,
in this case share of audience, must be known at the time of forecasting
revenues. Since the Share of audience cannot be explicitly known
in advance, the entire projection for revenue is tainted. The second
drawback to the use of causal models involves the complex nature of

12
the forecast in terms of the amount of computation and data handling.

Therefore, this study will concentrate on the various methods of time-

series analysis that have a direct application to broadcasting.
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Regression

Simple regression utilizes the "line of best fit" by plotting
the dependent variable, say revenues, over the independent variable
time and drawing a straight 1ine through the middle of the data
points.13 The object of regression is to arrive at an equation
for the 1ine through the data which minimizes the squared differences
between the 1ine and the actual data.14 In this method the key
variable (revenue) is directly dependent upon the independent variable
(time). Simply put, the variable revenues increases or decreases
at the same rate every period.

15
The equation for simple regression is:

Y=AR+B*Y (1)

Where: A--is the "Y intercept" which is the value

of the 1ine when X = 0,

B--is the regression coefficient and indicates
how much the value of Y changes when the
value of X changes one unit. B is also

called the "slope" of the line.

Y--is the dependent variable for which the

equation is being solved.

X--is the independent variable (time).
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A and B are the "parameters" of the equation and must be solved
for by using the method of least squares in such a way that the sum of

squared errors is minimized. In other words, the deviations above

the "1ine" will exactly offset the deviations below the "1ine."16
B = N*zXY - X*rY )
2
N*zX? - (zX)2
A= LY - B*xX
N N (3)
Where: N--is the number of data points.

The most obvious disadvantage to the use of regression analysis
in forecasting is the fact that not all data points fall on the
regression line and the data points may take the form of a cyclical or
seasonal pattern which is not accounted for by using linear regression

methods.17

Another disadvantage to the use of regression forecasts
is that the forecast cannot be updated when new data points become
available. If new estimates for the narmeters are needed, an entire

new set of data points must be used.18

Simple Movina Averages

In general, moving average techniques attempt to eliminate
randomness in a time-series. The goal is to distinquish between the
random fluctuations and the basic underlying pattern in the historical
data. This objective is achieved by averaging ("smoothing") the
historical values in order to eliminate the extreme values in the

sequence. The forecast is then based on the smoothed va]ue.19



31

The technique of "simple (or sinole) moving averages" takes a
set of historical values, finding their average and then usina that
average as the forecast for the upcomina neriod. The number of data
points used in the averaging procedure (N) is determined by the onerator

20 Since the key variable to be forecast can chanage

and remains constant.
slowly over time, it would make sense that the more recent observations
in the historical trend should hold more weight than observations in
the distant past. Because of this, only the most current data points
might be used allowing the model to react to data shifts. This is

where the "moving" concept comes into nlay. As each new data point

becomes available, the oldest is discarded.

The formula for an N-period simple moving average is:21
S = Xp P Xpa e Xy
N (4)
Where: St--is the forecast for period t.

Xt--is the actual value at period t.

N--is the number of values used in the averaaqe.

Since the formula averages only the last N values, if N is
increased the model is less sensitive to variations and takes longer to
adjust to data shifts. Conversely, a small N reacts quickly to change
but may force the model to react to random variations which are not part

of the underlying data pattern.22
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Double Moving Averages

For data with a linear or quadratic trend the single moving
average procedure would produce misleading forecasts because the
projection would "lag" behind the data shifts. To correct for this

23 The double moving average

lag, a "double moving average" is used.
is simply the average of the single moving average. The double moving
average treats the single moving average as a single data point.

The formula for an N-period double moving average is:24

= m 1 1] 1]
Mt|2| MJTDH MUT) e M

Note: The |2| refers to double moving average,
not the squared value. Likewise the |1]
is the single moving average.

The forecast equation is then:

Yt+X = At + Bt*X (This is the regression equation)
(6)
. = o 111 -y 12]
Where: At 2Mt Mt (7)
oy 2 1] 2]
By = o My - M) (8)

The primary advantage of moving average techniques over regression
is that the forecast can be quickly revised with a smaller number of
calculations as each new data point is received. Secondly, this
procedure allows the forecaster to place more weight on current data
rather than treating all data with equal importance. This also minimizes
data storage since only the most recent N values are used in the

averaging.25
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There are, however, disadvantages to moving average forecasting
procedures. These have to do with the basic premise of the techniques,
which assumes that the trends and patterns will continue into the future.
An erratic data point which breaks the norm could be the start of a new
shift in the data or it could be a "freak" value that would throw the
entire forecast off balance.

Another limitation to moving averages is that the technique gives
equal weight to each of the last N observations. No weight is given
to the discarded values. While it is preferable to weight the current
values more heavily, it may not be advantageous to completely disregard
past observations.26 The next section addresses this problem by
describing techniques which focus attention on recent values without

ignoring past data points.

Single Exponential Smoothing

Developed within the past 25 years, exponential smoothing
techniques have become popular due to their simplicity, computational
efficiency, reasonable accurateness, and the fact that they require only

a few data points to produce forecasts.27

Like averaging techniques,
smoothing procedures can be used for simple linear trends with more
random or seasonal trends.

"Single exponential smoothing" is based on averaging (smoothing)

28 The new estimate

past data points in a decreasing (exponential) manner.
is obtained by modifying the old estimate by some fraction of the fore-
cast error which results from the previous estimate. In other words,

the error between the actual and the forecasted value for the current
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period is used for correcting the forecast for the upcoming period.
The fraction used in the correction is generally denoted by the Greek
letter Alpha (a), called the "smoothing constant."

The general formula for single exponential smoothing 1's:29

S = aXt + (l-a)St (9)

t+l

Where: St--is the exponentially smoothed value in period t.
a--is the smoothing contant.

Xt--is the actual value at period t.

If the equation for St is expanded by substituting the equation

for St’ the equation then becomes:

St+l = aXt + (1-a) (aXt_1 + (1-a) St-l) (10)
= aXt'*a(l-a) Xt-l + (l-a)2 St-l
When the new equation includes the formula for S, , the above

equation becomes:

Sppp = oK, + (1-a) X,y + a(1-a)? X

t+l t-

3
g P o(la)” Xp 3+

and so on ... (11)

The above equation shows that decreasina weights are given to older

observations. Another form of the equation is:

Sta = S * a(Xy-Sy) (12)

This formula is simply the old forecast St plus o times the error

(Xt - St)‘ Montgomery and Johnson refer to this equation in their
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definition of moving averages which is: "a procedure that adjusts
the smoothed statistic by an amount that is proportional to the most

recent forecast error."30

Double Exponential Smoothing

In the same way that the single moving average technique showed
signs of "lag," the single exponential smoothing model also lags behind

31 The double exponential

the true value when forecasting a linear trend.
smoothing model is completely analogous to double moving averages in that
we can add to the single exponential smoothing value the difference

between this value anc the double exponential smoothing value and then

adjust for the trend:32
A) S.|1] = aX, + (1-a) S)1I (13)
t s R S |
12| 1] 2]
B) St = aSt + (1-a) St-l (14)

Like double moving averages, the forecast for double exponential

smoothing is:

Seay = Ay * By X (15)
A, = 2s)tl 5|2l (16)
By = (st - s[2h) (17)

Note: |2| refers to second order exponential
smoothing, not the squared value.
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Where: a--is the smoothing constant.

X--is the number of periods ahead to be forecasted.

Double exponential smoothing can handle a trend pattern better
than single exponential smoothing because it reacts more quickly to the
shift in the data values. The forecast follows the trend more closely

and eliminates the problems with lag.

Triple Exponential Smoothing

If the underlying pattern of the data is curved rather than
linear, the double exponential smoothing technique becomes inadequate.33
Exponential smoothing can be expanded to estimate coefficients in
polynomials of any degree. Triple exponential smoothing techniques carry

the general formulas into the next higher polynomial. The formula for

triple exponential smoothing and the resulting forecast ar'e:34
3. 4121 3]
St = aSt + (1-a) St-l (18)
Y,., = A, +B.X = C,X° (19)
t+X t t t
= s 11 acl2l 4 <31
At = 3St - 3St + St (20)
B, = — o ((6-5x)5, -2 (5-a0)s Pl (a-39s3)y  (21)
t 2 t t t
2(1-a)
2
¢, = o (st“l - zstlzh si2l) (22)
(1-a)2

Note: |2| and |3| refer to the second and third order
exponential smoothing not squared or cubed values.
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As mentioned, the exponential smoothing procedures are often
more desirable than moving averages because they only require a few
data points to generate a forecast while the movingkaverages require
the storage and handling of N data points. Secondly, the exponential
smoothing models do not "discard" older values, they just give less
weight to observations in the past.

Before moving to more advanced forecasting models, two concepts
should be addressed which are integral parts of exponential smoothing
procedures. They are model initialization and the choice of an

appropriate smoothing constant.

Model Initialization

Initial values are needed for all types of exponential smoothing.
The number and type of initial values depends on the type of smoothing
employed. The need for initialization arises only when smoothing is
used for the first time. Even then, the problem is more theoretical
than rea1.35

The reason for initialization can be seen by examining the

smoothing formula:

S = aXt + (_1-(1)5t (23)

t+1

Where: Xt--is the most recent value.
St--is the latest forecast.

St+1--is the forecast for the next period.
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When T = 1:

52 = aXl + (]-a)Sl

In order to solve for 52, S1 must be known. The value of S1
should have been S1 = axo + (l-a)So. It can be seen that X0 does not

exist and S0 cannot be found. In other words, S, must be supplied in

1
order to solve for 52. The problem arises in that S1 cannot be found
in the data.36
Makridakis and Wheelwright suggest three approaches to arrive
at initialized values, assuming past data exists. First, the fore-
caster could separate the data into two parts using the first to
estimate the initial values and the second to estimate and check optimal
parameter values. A second approach involves the technique of back
forecasting. This approach inverts the data and starts the estimating
procedure from the most recent value and ending with the oldest value.
what this does is provide parameter values and/or forecasts for the
beginning of the data. These are then used as the initialized values
when the data is forecast in a normal (beginning to end) sequence.
Finally, the least squares method can be used. For instance,
in single exponential smoothing, S1 can be found by averaging the past
N observations, For linear forms of exponential smoothing, A1 and B1
can be found by using the straight line equation to obtain A1 (the
intercept) and B, (the slope) and using these as the starting parameter
va]ues.37

When there are no past values, the forecaster can either wait

for data points or arbitrarily specify the initial values based on
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common sense. Another arbitrary way of assigning a value to S1 is to

make it equal to X1 and then start the forecasting.38

Choice of a Smoothing Constant

The selection of the appropriate smoothing constant along with
the choice of the proper smoothing technique are the two most critical
decisions made by the forecaster. These decisions will determine whether
the forecasting process is a success or failure. The smoothing constant
(a) is critical because it is the control factor in determining the
number of past observations that influence the forecast. Small values
result in a slow response to data shifts because significant weight is
given to many past observations. Conversely, the larger constant gives
weight only to the most recent values which causes the system to react
more rapidly to shifts in the data.39

A rule of thumb is to have the constant fall between 0.01 and

0.30.40

In general, if the underlying data pattern seems to remain fairly

constant, a small o should be used. Likewise, frequent and dramatic

shifts in the data ought to be handled by using a larger smoothing

constant so the model can react quickly to the changes. This, however,

is precisely why the forecaster should proceed with caution in choosing

the constant. A too small value for the smoothing constant prevents

the model from responding quickly to a shift in the underlying pattern.

Yet, a constant that reacts very quickly could respond to a random

observation which is not indicative of the basic pattern.41
Although there is really no explicit rule for arriving at an

appropriate constant, several approaches can aid the forecaster in
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making an educated choice. One such approach is to arrive at a
smoothing constant which will give similar results found in moving

averages. The formula 15:42

a= 2
N+1

Where: N--is the same number of data points used in moving
averages.
Another technique would be to go through several iterations
using different constants in the exponential smoothing formula and
making a measure of effectiveness such as minimum sum of squared errors.
Alternatively, if there are 36 data points available, a forecast could
be done using a particular constant on the first 24 observations and

comparing the results to the actual values in periods 25 through 36.

Winters' Method of Exponential Smoothing

Many data sets, such as beer sales, broadcast revenues, or toy
sales can exhibit seasonal influences in addition to linear trends. The
previously mentioned exponential smoothing procedures control for
randomness and adjust for trends but they do not take into account
seasonality. Winters' Method is similar to double or triple exponential
smoothing but includesan additional parameter which adjusts for seasonal
shifts in the data.*3

There are four basic equations needed to arrive at a forecast

using Winters' Method:44
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1. Estimate the current intercept:

_ X
At = a(?_‘_t_ ) + (1-a) (At-l + Bt-l)
t-n
2. Estimate the slope:
3. Solve for the updated seasonal factor:
X
_ t
Fo = alg) + (1-0) Py (26)
4. Forecast for T periods ahead:
Yior = (AL +BT)F (27)

Where:

Xt--is the observation at period t.

At--is the estimate of the intercept of the trend
line at t.

Bt--is the estimate of the slope of the trend line
at t.

N -- is the number of observations comprising
periodicity of the data.

Ft--is the estimate of the multiplicative seasonal
factor at period t.

Fi_N--1s the estimate of the seasonal factor N
periods in the past.

F -- is used to denote the best estimate of the
seasonal factor in period t+T .

a,B,0--are the smoothing constants.
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The values for the smoothing constants in Winters' Method are
arrived at in the same general manner as o was in exponential smoothing.
However, with three constants, which can be used in many different
combinations, the task of arriving at optimum values is far more
difficult. The iterative process of forming different combinations of
a, 8 and o would be computationally exhausting and near impossible to do
without the aid of an optimizing routine in a computer forecasting model.
Without such an aid the forecaster is forced to arbitrarily assign values

that 1ie between 0.01 and 0.30 as was done in exponential smoothing.

Box-Jenkins

There are other forecasting models besidé the ones previously
mentioned which are useful in particular situations. One such method
is the Box-Jenkins approach to time-series analysis which is a powerful
tool for providing accurate short-range forecasts. The methods and
formulas which are part of the Box-Jenkins procedure are far too complicated
to be included in this study. More importantly this method, which combines
the strengths of autoregressive models with moving average techniques,
has several drawbacks.

First, a large amount of data is required to complete the computa-
tions. For instance, at least 72 data points are needed to forecast
seasonal data in a 12-month horizon. The model works best with many
observations over a short period such as daily stock prices. Secondly,
there is no easy way to update the model with new data, which is
a strength of smoothing methods. The model must be completely refitted
with the new data in order to update the forecast. This makes the cost

of operating the model prohibitive. Finally, the methodology is more
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difficult to understand and the results are more difficult to comprehend

than in other methods.45

Evaluation of Forecasts

Referring back to the basic definition of forecasting, one finds
the ideas of uncertainty and randomness prevalent throughout the
discussion. Because this uncertainty exists in an uncontrollable
situation, randomness will always be present. Forecasting attempts
to minimize the uncertainty by minimizing the difference between the
forecasted value and the actual va]ue.46

This difference, called "forecast error" should not, however, be
considered a negative aspect of the forecasting situation. It should be
considered a given and used for its advantages. Because of the wide
range of forecasting procedures, performance evaluation is essential.
Forecast error is used to measure this performance.47

The first step in model evaluation is to define error, which is
simply the difference between the actual value and the predicted value.
This error is then statistically manipulated to provide different
measures of reliability. One of the most basic is the measure of error

dispersion around the mean, called the "standard deviation" and the

squared value called "variance." The formula for standard deviation

48
(Y-Yg)?

N-1

is:
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Where: Y--is the actual value.
YR--is the forecasted value.

N--is the number of conservations.

If there are several residuals which differ greatly from the
mean (usually two standard deviations), the forecasting procedure can
be considered suspect in closely following the trends.49

Another measure of error is to take the absolute value of the
error value and compute the average (mean) error. This technique
is called the "mean absolute deviation" (MAD). A similar alternative
is to compute the "mean square error" (MSE). The MSE is obtained by
squaring each error and finding the mean of the squared values.

An advantage to using the MSE criterion is its ability to
penalize the forecast more for large deviations than small ones. For
instance, an error of 2.00 is squared and then counts for four times
as much error as an error of 1.00. By attempting to minimize the mean
square error in the forecasting routine, it is assumed that several small
errors are more desirable than a few large deviations.50

When several different forecasting techniques are used simultaneously,
the operator must know which procedure handles the data most efficiently.

By computing the mean square error for each technique, the operator can
then choose forecasts generated by the procedure which produces the
smaller MSE. In this way a multiple forecasting technique can be
developed which analyzes different types of data sets. The operator
then has several techniques ready to use for any data set and does not

have to redesign the entire forecasting system to fit particular

variables. In this way the MSE is not just used to judge how
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well a forecasting procedure works, but it also allows evaluation

between forecasting techniques.
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CHAPTER IV

THE MULTIPLE FORECASTING PROGRAM

Introduction

This chapter presents a computer program developed to generate
multiple forecasts using the following methods of time-series analysis:
1. Simple Regression
Single Moving Average
Double Moving Average
Single Exponential Smoothing

Double Exponential Smoothing

O B WwWw N

Triple Exponential Smoothing
7. Winters' Method

In addition, the program orovides checks of accuracy using
calculations of variance, standard error and the number of residuals
exceeding two standard deviations. The program also provides a
"method analysis" based on the comparison of mean square error (MSE)
generated for each forecasting routine. This method analysis indicates
which of the above methods provides the "best" forecast for a particular
data set.

A data set and manually generated forecasts will be used to
validate the methods employed. A computer program using and evaluating

the forecasting methods is then introduced which will expand and

50
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expedite the manual calculations. Finally, resultsobtained by using
the computer program with the data set are presented at the end of the

chapter.

The Data Set

In order to test the application of time-series techniques to
broadcast properties, monthly revenue figures from a Midwest radio
station, in a medium-sized market are used. The station is in a
market that contains at least five other commercial radio stations which
compete for available advertising revenue. Thus, the value of a program

such as this, to forecast future revenues is apparent.

Table 5. Monthly Revenues for a Midwest Radio Station.

Month Period Revenue Month Period Revenue
January 1 $106,794 July 19 $139,617
February 2 116,734 August 20 153,507
March 3 126,114 September 21 148,409
April 4 113,021 October 22 183,845
May 5 119,626 November 23 171,785
June 6 117,485 December 24 176,756
July 7 119,626 January 25 127,109
August 8 112,130 February 26 130,440
September 9 111,678 March 27 140,694
October 10 139,704 April 28 159,302
November 11 135,321 May 29 162,168
December 12 152,337 June 30 158,753
January 13 86,111 July 31 152,182
February 14 105,933 August 32 168,858
March 15 116,682 September 33 157,313
April 16 129,772 October 34 207,745
May 17 157,178 November 35 194,117

June 18 148,367 December 36 180,291
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Forecasting Routines

A sample forecast is manually generated from the data set for
each method in order to validate the forecasting equations used in
the computer program. Each method uses the variables "X" to denote
the period and "Y" for the observation. The number of periods used in
moving averages (N) has been set at 6. The exponential smoothing

constant (a) has been set at 0.15.

Simple Regression

1. Calculate the slope (B):

£(X*Y) - (X*zY)
X2 = (R*zX)

B =

2,024.99
2. Calculate the intercept (A):

Y - (B*X)

>
[}

104,976.61

3. Generate the forecast for 12 periods ahead (period 48):

YEST=A+ B * X

104,976.61 + 2,024.99 * 48

$202,175.52
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Single Moving Average

1. Generate the forecast for the last period (36) and any
future period.

zY (30 to 35)
N

SMA (36) =

1,038,968
6

$173,161.33

Double Moving Average

1. Calculate the double moving average using the last N single
moving averages (periods 31 to 36):

oM = ISMA

2. Calculate the intercept (A) at period 36:

A(I) = (SMA(I)*2) = DMA(I)
A(36)

(173,161.33 * 2) - 159,125.69

187,136.97

3. Calculate the slope (B) at period 36:

B(1) = {SHA(L) - DWA(1))*2

B(36) = {173,161.33 - 159,125.69)*2

5,614.16
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4. Generate the forecast for 12 periods ahead:

FDMA

A(36) + B(36) * 12

187,136.97 + 5,614.26 * 12

$254,508.09

Single Exponential Smoothing

1. Initialize the model using the first observation:

SES(1)

Y(1)

106,794

2. Generate subsequent forecasts using a:

SES(I)

a*(Y(I) - SES(I-1))+ SES(I-1)

SES(2)

.15 * (116,734 - 106,794) + 106,794

$108,285

Double Exponential Smoothing

1. Initialize the model using the first observation:

DES(1)

Y(1)

106,794
2. Generate subsequent forecasts using a:

DES(I)

(a * SES(I)) + ((1 - o) * DES(I-1))

DES(36)

154,201.02

(.15 * 168,949.54) + (.85 * 151,598.34)
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3. Calculate the intercept at period 36:
A(1) = (2 * SES(I)) = DES(I)

A(36)

(2 * 168,949.54) - 154,201.02

183,698.06

4. Calculate the slope at period 36:
_ (SES(I) - DES(I)) * a

1 - a)

B(I)

(168,949.54 - 154,202.02) * .15
.85

B(36) =

2,602.68
5. Generate the forecast for 12 periods ahead:

FDES

A(I) + B(I) * X

183,698.06 + 2,602,68 * 12
$214,930.22

Triple Exponential Smoothing

1. Initialize the model using the first observation:

TES(1)

Y(1)

106,794
2. Generate subsequent TES values using q:

TES(I) = (a * DES(I)) + ((1 - a) * TES(I-1))

TES(36) = (.15 * 154,201.02) + (.85 * 141,424.62)

14,334.08
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3. Calculate the intercept (A) at period 36:

A(I)

(3 * SES(I)) - ( 3 * DES(I)) + TES(I-1)

A(36)

(3 * 168,949.54) - (3 * 154,201.02) + 141,424.62

185,670.18

4. Calculate the slope (B) at period 36:

B(I) o * ((6 -5*a)* SES(I)) -
( 2 % (1 - a)z)

((10 - 8 * o) * DES(I)) + ((4 - 3 * o) * TES (I))

B(36)

.1 * (886,982.25 - 1,356,968.98 + 508,860.84)

3,887.70

5. Calculate the third polynomial coefficient at period 36:

2
(7o)  * (SES(I) - ( 2 * DES(I)) + TES(I))

a

c(1)

C(36) = .03 * (168,949.54 - 2 * 154,201.02 + 143,341.08)

116.66
6. Generate the forecast for 12 periods ahead:

C
2 * X

FTES(I)

A(T) + B(I) * X +

7 )

FTES(36)

185,670.18 + (3,887.70 * 12) + .40

$232,322.98
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Winters' Method

In this example, the equations needed to solve for each
component of the Winters' equation are listed in Chapter III. The

basic forecast for 12 periods ahead is:

FFP(I)

(A+B*X)*S

FFP(36) = (169,993.58 + 1,592.20 * 12) * 1.16

$219,355

Method Analysis

The above methods of time-series analysis produce unique forecasts
for any given data set. A manager must choose the forecast generated
by the procedure that handles the data set most efficiently. To measure
this "efficiency," the "mean square error" (MSE) is computed for each
method:

2

MSE = % * gE (29)

Where: N--is the number of residuals.

ZEZ--iS the sum of squared residuals.

The forecasting routine generating the smallest MSE is considered
the "best" method for a particular data set. This measure of accuracy
lets management use several forecasting methods simultaneously and then
decide which method provides the most accurate forecasts of future

activity.
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The Program

Written in Fortran IV, the program is listed in its entirety in
the Appendix. The concept of a multiple forecasting program is
derived from two sources. Sullivan and Claycombe designed a system
which fundamentally combined various forecasting methods into a single
program.1 Montgomery and Johnson developed a routine to find the
optimum smoothing constants for use in Winters' Method of exponential
smoothing.2 Neither program contained extensive checks of accuracy
such as variance, standard deviation or number of residuals exceeding
two standard deviations. In addition, neither program included a
comparative analysis based on each method's mean square error. Thus,

this program is an extension of and improvement on other programs

commercially available.

Control Cards and Data Deck

Aside from the data set, several control cards must be input
by the user. The control card and data deck set-up are listed in

Table 6.

Table 6. Control Cards and Data Deck

Card Variable Name Format Description
1 N I3 Number of data points.
X, Y 12, F8.0 Period and corresponding data.
NUM 13 Number of data points used

for moving averages. NUM
must be an even multiple of N.
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Card Variable Name Format Description
ALPHA F5.3 Exponential smoothing constant.
T 12 Number of periods ahead that

6 NW, N1, KS, KN,
LW, LT

7 (If KS = 0)
WALPHA, WBETA,

WGAMMA

7 (If KS=1)
AL, AD, AU,
BL, BD, BU,
GL, GD, DU

8 (If KN = 0)

9 (If KN = 0) BO
10 (If KN = 0) S(I)
through
(L +5)

213, 211, 213

3F4.0

9F4.0

F4.0
Fa.0

F4.0

the forecasts will be made.

These variables are all used in
Winters' Method:

NW--is the number of data points
and must equal N.

Nl1--is the length of the time
series used in model calcu-
Tations.

KS--is set at 0 if the smoothing
constants are specified;
or set at 1 if smoothing
constant optimization is
desired.

KN--is set at 0 if initial values
are specified; or set at 1
if the initial values are to
be developed from the data.

LW--is the length of season.
LT--is the forecast lead time.
Specified smoothing constants.

Lower 1limit, step size, and

upper 1imit of smoothing
constants for the optimization
routine. The upper limit must
be set one step size higher than
the desired upper limit.

Specified value of permanent
component.

Specified value of the trend
component.

Initial seasonal factors for
each of L periods.

NOTE: Cards 8 through (L + 5) are needed only when KN = 0 (initial

values specified)
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Sample Run

Using the data set listed in Table 5 and the control card
specifications listed below in Table 7 (as formatted in Table 6),
a sample computer run was made using the facilities of the Michigan
State University Computer Center. The results (output) are included

on pages 61-73.

Table 7. Control Card Specifications for the Sample Computer Run

Card Variable User Specification Notes
1 N 036 For 36 periods of data.
2-37 X, Y (See data set listed in Table 5)
38 NUM 006 6 months of data used for
averaging.
39 ALPHA 0.15
40 T 12 Forecasts will be generated
for the next 12 months.
41 NW 36 Length of time series (36
periods).
N1 24 24 months will be used in
model calculations.
KS 1 Requesting optimization of the
smoothing constants.
KN 1 Initial values will be dev-
eloped from the data.
LW 12 Length of 1 season is 12
months.
LT 1 The lead time is set at 1
period.
42 AL, AD, AU 0.05, 0.05, 0.35 The lower limit for smoothing

BL, BD, BU 0.05, 0.05, 0.35 constant optimization is set
GL, GD, GU 0.05, 0.05, 0.35 at 0.05 for each constant, the
steps will increase at rate of
0.05 and the upper limit will
stop the optimizing routine
at 0.30.
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METHID ANALYSIS

MITHCD MEAN SQUARE ERROR
SIMPLE REGRESSION 335797€77441
SIMFLE MOVING AVERAGE 487215053427
DOUELE MOVING AVERAGE 7C223412445C
SINGLE EXPCNENTIAL SMOOTHING 493630736e7C
DOUELE EXPONENTIAL SMCOTHING 392398257480
TRIPLE EXPONENTIAL SMOOTHING " 427780981445
WINTERS METHOD 127049974427

USING GIVEN PARAMETERS,y THE BEST FORECASTING METHOD IS:
*+ WINTERS METHOD ==
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CHAPTER IV--NOTES

1Ni]1iam G. Sullivan and W. Wayne Calycombe, Fundamentals

of Forecasting (Reston, VA: Reston Publishing Company, Inc.,

1977), pp. 113-120.

2Doug]as Montgomery and Lynwood Johnson, Forecasting and Time

Series Analysis (New York: John Wiley & Sons, 1973), pp. 278-282.




CHAPTER V

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

Introduction

This paper attempted to create a multiple forecasting tool
that has the ability to handle various data sets associated with
telecommunication properties. The multiple forecasting system is
intended for use by both professionals and students, especially those
interested in acquisition finance. The forecasts generated might
be used as part of the financial analysis required by both investors
and lenders in their determination of property's potential. The
forecasts can also be used as part of management's ongoing financial
analysis for an established property.

The chapter begins with a summary of results and a discussion of
the model's limitations followed by conclusions and recommendations

for further study.

Summary of Results

The data set used in this study consisted of monthly radio
station revenues over a three-year period. The radio station, located

in the Midwest, is in the top 100 markets and has more than five other
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stations competing for advertising revenues in the market. Using
established forecasting theories, discussed in Chapter III, projections
of future revenues were generated. Initial calculations were validated
manually. Then, using a computerized multiple forecasting routine,
developed in Chapter IV, monthly revenue forecasts were generated for
the next year.

Seven common methods of time-series analysis were used to
generate multiple forecasts. These methods were used because each
has strengths and weaknesses in handling various data sets common to
broadcasting. In addition, the mean square error for each method was
calculated as part of the "Method Analysis."

This method analysis, on page 73, shows Winters' Method as having
the lowest mean square error and therefore providing the best forecasts
for the given data set. This is evident earlier in the results which
showed an average forecast error for Winters' Method of only -2,256.40.
Compared to the average observation of 142,439.00, the average fore-
cast error is fairly insignificant.

Other checks of forecast accuracy included a standard deviation
of 9,718.7, a variance of 94,453,063 and calculation showing that there
was only one residual which exceeded two standard deviations. The
variance measure provides the operator with a mathematical index of
the degree to which the individual observations (revenues) deviate
from the mean. The standard deviation represents the given distance
of the observations from the mean, and is useful in the examination
of residuals. The fact that only one residual exceeds two standard

deviations in the Winters' example indicates this particular method
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does a reasonable job in tracking the observations.

Since Winters' Method appears to be the best time-series
analysis for this particular data set, one would conclude that the
monthly revenue observations follow a seasonal trend. The strength of
Winters' Method lies in its ability to track seasonal variations and
formulate projections which also follow similar seasonal trends.

Like other exponential smoothing methods, Winters' Method averages
historical observations in a decreasing (exponential) manner. However,
Winters' Method adds a third smoothing constant to the forecasting
equation to account for seasonality.

A second look at the method analysis shows simple regression with
the next lowest mean square error. While the data set follows seasonal
fluctuations, as indicated by Winters' Method, these changes do not
appear extreme and the data seems to be increasing in somewhat of a
linear manner. Linear data is best handled by regression methods of

forecasting.

Limitations

Results indicated that, for this particular data set and using
given parameters, Winters' Method provided the best forecasts. This
is important, not because of the particular forecasts generated, but
because it demonstrates the programns ability to project data using
various forecasting methods. There are, however, several limitations
to the program which need to be discussed.

First, the user must supply several parameters such as the

number of periods used in moving averages or the exponential smoothing
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constants. Changes in these parameters will effect forecast accuracy.
Likewise, the user supplied boundries for Winters' optimizing routine
can be changed so the resulting smoothing constants alter the fore-
casts. Therefore, some level of expertise is required to operate the
program.

The second major limitation involves the data set used in this
paper. This data consisted of monthly revenue figures from a single
Midwest radio station. Not all data sets have monthly observations,
some consist of quarterly or yearly observations which would change the
results. Monthly data tend to exhibit a seasonal pattern and yearly
data will most likely be linear. Similarly, only one station in one
market was tested. Different market sizes, conditions, and character-
istics might also alter the results. Since time-series analysis is
based on the continuation of previous market and station patterns,
changes in program strategy, not an underlying trend, could cause severe
fluctuations in this historical pattern. Likewise, changes in the
market, such as new competition being introduced or stations going off-
the-air, will affect the outcome.

Finally, only "revenues" from a radio station were used to test the
program. Other financial variables such as cash flow and expenses may
have their own unique forecasting needs and limitations. Likewise,
forecasts of non-financial variables such as ratings and shares, should
be tested to see if the program can accommodate these data over time.
Other media also need to be tested in the model. Observations from
television or cable properties may contain characteristics not explored

in this paper.
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Conclusions

Despite its limitations, the program developed in this paper
is a powerful and unique forecasting tool. Unlike standard fore-
casting routines, this program combines several methods of time-series
analysis in order to handle various types of data sets without having
the operator develop a forecasting system for each type of data that
needs to be analyzed.

This multiple forecasting system also provides the operator with
various methods for analyzing each individual routine. In a&dition to
the mean square error calculations used to identify the best routine,
each method is evaluated using measures of variance, standard error
and the number of residuals exceeding two standard deviations. A key
advantage of this forecastina program is the ability to analyze the
accuracy of each routine. This self-analysis adds strength to the
multiple forecasting program, and increases the comprehensiveness of
the program without sacrificing the ease of operation which is another
of its strengths.

The computerized multiple forecasting routine developed in this
paper, serves as an adequate base upon which management can develop

a budget which accommodates previous performance and future expectations.

Recommendations

The Tlimitations discussed in previous sections highlight the
need for further testing of the model. Likewise, the lTimitations

might be reduced as the model is expanded and refined.
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First, the model needs testing using numerous data sets from a
wide range of media, markets, and properties. This must be done to
insure the model's comprehensiveness and utility. As unique data
sets are introduced, the model should react accordingly and generate
unique forecasts which must also be as accurate as possible.

This accuracy can be further enhanced by proper selection of
model parameters. Iterations using various smoothing constants and
moving average numbers need to be done in an attempt to find the optimum
parameters. However, this process could be tedious and diminish the
usefulness of the model.

To alleviate this problem, it might be possible to expand the
model to include optimizing routines to generate smoothing constants in
a similar way the Winters' optimizing routine provides the Alpha, Beta
and Gamma. Further optimizing routines would help the model react
to many different data sets. They would also strengthen the individual
forecasting methods contained in the model. Currently, the optimizing
procedure in Winters' Method gives this forecasting routine an advantage
over the other methods in the system which suffer without the optimizing.

The time-series techniques used in this program are essentially
"short term" in nature. They provide optimum forecasts for periods of
one year or less. Therefore, they should be updated on a monthly
or quarterly basis. This ongoing process should be part of a station's
budgeting procedure. The information provided will let management
examine previous performance, continually update the forecasts and

modify them in light of new information.
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To further enhance the program's usefulness, the language
needs to be converted from Fortran IV to Basic so it is compatible
with smaller computer systems. This would make the program more
attractive to owners of smaller broadcast stations.

There are other options that may be included in the program
to make it more appealing to these smaller station owners. One addition
would be a scattergram option. The data in question would be plotted
so managers can graphically see existing trends. This visual plot of
data over time may be helpful in the identification and selection
of the proper number of periods to employ in a moving average, or
what constants to employ in exponential smoothing. Intuitive decisions
can then be made regarding which forecasting method generates projections
that seem to fit the data set in question. The program might also be
rewritten to make it part of an interactive operation thus eliminating

the need for computer cards
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