
ABSTRACT

DELAY EQUALIZER DESIGN-~NUMERICAL ANALYSIS,

DIGITAL COMPUTER TECHNIQUES

by Joseph John Lang

The existing delay equalizer design techniques are not completely

satisfactory in the sense that they contain many undesirable features

such as:

(1) they are very tedious and extremely time consuming;

(2) the design is guided by trial and error process;

(3) the choice of design parameters at each stage of the trial and

error process requires skill and experience on the part of the

designer.

In recent years, the accelerating demand for higher quality of signal

transmission has led to increasingly stringent requirements on delay

equalization. As a consequence, the standard curve plotting techniques

have become increasingly inadequate and there is a very great need for

improved design methods.

In this thesis, the problem of delay equalization is first studied

with the Specific purpose of locating the drawbacks inherent in the exist-

ing delay equalizer design techniques. The results of this study have

yielded a new method of delay equalizer design, based on numerical

analysis and digital computer techniques. This new design method offers

definite improvement over the existing methods:

(1) Given a set of satisfactory initial estimates of the design para-

meters, the entire design problem is effected in a matter of

minutes of computer time;
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(2) The thesis method provides a systematic approach to the design

problem and eliminates to a large extent the need of skill and

experience;

(3) The extensive amount of the trial and error process associated

with the existing design techniques is almost eliminated in the

thesis design method. The trial and error aspect of the thesis

method is reduced to two computer applications;

(4) It appears that the thesis method is capable of producing approxi-

mations to a constant delay which are beyond the power of the

existing design techniques even though pursued with the utmost

skill, experience, and patience over an extended period of time.

The conditions on the delay equalizer network are derived and the

problem of delay equalization is defined. The problem of delay equalization

is formulated in terms of a system of non-linear algebraic equations.

A numerical method for a solution of this system of equations is presented

and a general computer program is written. The important consequence

of the new design method is demonstrated by means of several solutions to

actual equalization problems. The estimate on the number of sections of

a delay equalizer is considered and an approach to a solution of this

problem is presented. A method for obtaining the initial estimates of the

design parameters is given. Formulae for the element values of the delay

equalizer, in terms of the design parameters, are presented.
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I. INTRODUCTION

In the early design of telephone transmission system, only the

effects of amplitude distortion in the transmission of signals were taken

into consideration. The attenuation (the insertion loss characteristic)

within the transmitting band of frequencies was carefully equalized to

approximate a constant characteristic to a specified degree of accuracy.

However, with the advance of long distance telephone systems and with

the demand for improved performance (telephotography, interconnection

of radio broadcasting stations over telephone transmission facilities,

and finally television), certain disturbing effects were noticed in the

transmitted signals. These effects were attributed to insertion phase

distortion (deviation of the insertion phase characteristic from linear

phase with frequency). The problem of insertion phase equalization

appears in literature as early as the 1920's. Thus, a new condition, in

addition to constant insertion loss, was found necessary to impose on

transmission networks, in the transmitting frequency interval, an in-

sertion phase characteristic which is linear with frequency [8, 27, 31, 36].

This condition of linear insertion phase is given by eq. 2. Z. 3 and the

corresponding condition of constant insertion delay, by eq. 2. 5. 3.

, Filter networks have delay characteristics which are substantially

constant over a wide frequency range of the pass-band. - Near the cut-off

frequency (or frequencies) the delay characteristic increases rapidly.

Figures 1. l, l. 2, and 1. 3 depict typical delay characteristics of filters

with dissipation, for the low-pass, band-pass, and high-pass types,

respectively.

The delay of the equalized filter should approximate a constant over

a portion or over the entire pass—band of the filter. Consequently, a delay
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equalizer is a network which is to be connected in cascade with the net-

work to be equalized. This cascade arrangement is to have a delay

characteristic approximating a constant to a specified degree of accuracy,

throughout a specified interval of equalization. The requirements on the

delay equalizer are given in terms of maximum allowable delay deviation

of the total delay (the delay of the network to be equalized and the equalizer

when connected in tandem) from a constant delay level (see figs. 4. l. l

and 4. 3. Z). The stringency of the requirements on the delay equalizer

depends on the nature of the signals for which the transmission system is

intended. Less stringent requirements are imposed on delay equalization

of networks in telephone systems, for example, than on those networks

in color television systems.

This thesis presents a new method of delay equalizer design which

is based on numerical analysis and use of a digital computer. Although

both facets (numerical analysis and use of digital computer) have been

used extensively in the past, the pattern developed in this thesis combines

their use in a new way, leading to a very effective delay equalizer design

technique.



II. THE DELAY EQUALIZATION PROBLEM

2. 1 Insertion Factor and Insertion Function

The 1nsert1on factor, e s, of a two term1nal-pa1r network 13 defined

as the ratio of the load current, before insertion of the network between

source and load terminations, to the load current after insertion--see

figure 2.. 1. 1. The insertion function, PS, is defined by the equations
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In general the voltage and current variables in the last two equations

are complex quantities, hence both the insertion factor and the insertion

function are complex functions of frequency w. The insertion function

can be written in the rectangular form as

'PszAs + jBS (2.1.3)

where the insertion loss function, AS, is given in nepers and the insertion



phase function, BS, is expressed in radians.

2. 2 Requirements on the Loss and Phase Functions

Figure 2. 2. 1 (a) shows a two terminal-pair network (a filter) and

figure 2. Z. 1 (b) shows a tandem arrangement of a filter and an equalizer.
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Figure 2. 2.1

Let PSF denote the insertion function of the network NF (the filter)

in figure 2. 2. 1 (a) and let P be the insertion function of the tandem

ST

arrangement of the two networks (the filter and the equalizer) in figure

2. 2. 1 (b). Writing the insertion functions in the rectangular form

:A P 3APSF SF + JBSF' ST ST + 3B (2. 2.1)

ST

The network NF is considered to be an existing filter, hence the insertion

function PSF is a known function of the radian frequency w. The equali-

zation interval (ma, cob) on the (.0 axis may be a portion or the entire pass-

band of the filter. The network NE (the phase equalizer) is to be designed

such that the total insertion loss function, A and the total insertion

ST’

 



phas e function, BST’

ment, ASTR’

to any specified degree of accuracy:

AST = ASTR : ASF + k1

- <such that IAST ASTR I 6:4

_. : k

BST BSTR 203+ 21Tk3

h th t - <suc a 'BST BSTRI JB

and the total insertion phase requirement, B

STR’

will approximate the total insertion loss require-

respectively,

(2.2.2)

(2.2.3)

for all to in (ma, cob). k, and k; are positive constants, preferably as small

as possible and k3 is any integer or zero [27, 31, 36, 52].

In order to obtain conditions on the properties of the phase equalizer,

NE' such that eqs. 2. 2. 2 and 2. 2. 3 hold over the interval (ma, cob), a

relationship between the functions P E (the image transfer

function of the equalizer) must be found. A. particularly convenient

relationship would be an expression for P

and PSF'

2. 3 The Relationship Between the Insertion Functions P

and PSF and the Image Transfer Function P

as an explicit function of P

ST

In the view that the final goal of this thesis is directed towards a new

design method of phase equalizers, it is recognized that an involved

relationship between the functions might make the design too cumbersome.

A very simple relationship can be obtained if two conditions are imposed

on the equalizer network. These two conditions and the resulting relation-

ship are stated in the form of a theorem [31, 52]

Theorem: If in figure 2. 2. l (b) the following two conditions

hold for all values of (0

(2.3.1)



then for all values of w, the following relationship is true

PST = PSF + PIE (2. 3. 2)

Proof: The input and output voltage and current variables relation-

ship of the filter network NF in figure 2. 2.1 (a) is given by [33, 42]

 

      

      

I v 1 ' 211 l ' l
l .

ZIZ cosh PIF VZIizlz Sinh PIF V2

2 (2. 3. 3)

1 . Z
Il —— Sinh PIF 12 cosh PIF ‘ I;

L l H Zlizlz Zn - L

This last equation can be written in symbolic form as

FV, 1 r A B d P v 1
F F ’-

= (2. 3.4)

[I1 . L CF DF .[ 12

In addition, from figure 2. 2. 1 (a)

V2 : R212 (2. 3. 5)

V1 : E " R111 (2.3.6)

From eqs. 2.3.4, 2.3.5, and 2.3.6, after eliminating V1, I1, and V2, a

relation for 12 in terms of E is given by

 

E

12 = (2. 3. 7)

CFRle + AFR; + DFRI + BF

On the other hand, before insertion of the network NF

I E

: —— 2. 3.

12 R1 + Rz
( 8)

Therefore, the ratio which determines the insertion function, PSF' is

ePSF : Eli : CFRIRz + AFRZ + DFRI + BF (2. 3. 9)

2
 

R1+Rz



For convenience, the normalized image impedances with respect to the

terminating resistances are defined

11 IZ Z 2 3 0
“ —_..

O . 1

 

21:

Substituting the values of AF, BF’ CF’

2. 3. 9 and eq. 2. 3. 10 into the result, the insertion factor is obtained [42]

and DF from eq. 2. 3. 3 into eq.

P VRIRZ' 1 + 2122 . Z1+ Z2

SF = ——-—— W— smh P + cosh P 2. 3.11

Next, the insertion factor, ePST, for the tandem arrangement of the

filter and equalizer in figure 2. 2. 1 (b) is derived. In addition to the

terminal equations for the filter network N , given by eq. 2. 3. 3 and in

F

addition to eqs. 2. 3. 5 and 2. 3. 6, there are the terminal equations for the

equalizer network NE, given by [33, 42]

 

      

' 1 t 21 . ‘ ‘ 1
V; g cosh PIE [ZI3ZI4 Sinh PIE V3

= (2. 3. 12)

1 . 21
I2 —— Sinh P 4 cosh P 13

L - LVZI3ZI4 IE ZI3 IE‘ _ .-

This last equation can be written in symbolic form as

- 7 r- q — T

V; AE BE V3

= (2. 3. 13)

L12. (CE DE._13_      

From eqs. 2. 3. 3, 2.3. 5, 2. 3.6, and 2. 3.13, after eliminating V1, I1,

V2, 12, and V3, a relationship for 13 in terms of E is given by

E

2. 3. 14
ARIRZ + BR; + CR1 + D ( )

 

I3:



h :w ere A CFAE + DFCE

B = AFAE + BFCE

C = CFBE + DFDE

D : AFBE + BFDE

On the other hand, before insertion of the NF and NE networks

v E
: _ 2. .1

13 R1 + R; ( 3 5)

Therefore, the ratio which determines the insertion function, PST’ is

given by

V

PST ___ __I_3_ : ARIRZ + BRZ + CR1+ D (2. 3.16)
 

Again, for convenience the normalized image impedances are defined

as follows

 

Z Z Z
11 I I4

Substituting the values of A , B C D A B C and D into

 

 

 
 

F F’ F’ F' E’ E’ E’ E

eq. 2. 3.16 and eq. 2. 3.17 into the result, and insertion factor, ePST, is

obtained

'

ePST z _.1_3.__ :
I3

VRIRZ 1+ ZIZZZ} . Z3 + 2122 .
= —-—-— h P h nh

R1+R2 [Vzlzzz3‘ 5m IF (“33 PIE + 1 + 2,222, 8‘ PIE)

+ 21+ ZggL cosh P (cosh P + 22 + ZIZL Sinh P ) (2.3.18)

VZ—IZ'Z‘ IF IE Zl + 222;, IE

The expressions for the insertion factors, ePSF and ePST, are given by

eqs. 2. 3. 11 and 2. 3. 18, re3pectively. 2 From the hypothesis of the theorem

ZI3 : ZI4 : R2 (2. 3.19)
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Substituting eq. 2. 3. 19 into eq. 2. 3. 17, the normalized image impedances

become

211 Z12

1 R1 Zz R2 Z3 1 3 0)

In this last equation, the normalized image impedances Zl and Zz are

identical with those given by eq. 2. 3. 10. Substituting eq. 2. 3. 20 into

eq. 2. 3. 18, the expression for the insertion factor, ePST, becomes

'!

P .

e ST: @1— [L'L—ZJZJL sinh P + _Z__1:_Z_z_ cosh PIF] ePIE

R1 + R; W; 1F 2122

(2. 3. 21)

Now, from eq. 2. 3. 11 and from this last equation

ePST = ePSF-ePIE , (2.3.22)

hence 1

P = P + P 1 (2.3.23
ST SF IE

This proves the theorem.

The theorem states that if the equalizer network is a symmetric,

constant resistance network, with the resistance level equal to the receiv-

ing (load) resistance, then the insertion function of the tandem arrange-

ment of a filter and an equalizer is given by the sum of the insertion

function of the filter and the image transfer function of the equalizer.

But under these restrictions on the equalizer, the insertion function of

the equalizer, defined with respect to an R2 load termination, is equal to

the image transfer function of the equalizer. Then eq. 2. 3. 23 may also

be written as

PST = PSF + PSE (2.3.24)

These three insertion functions are complex functions of frequency.

Equating the real and imaginary parts yields
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AST : ASF + ASE (2.3.25)

BST = BSF + BSE (2. 3.26)

From eq. 2. 2. 2 and 2. 3. 25

A : é
° '

SE AIE k1 (2 3 27)

where k1 is to be made as small as possible. Theoretically, k, can be ]

made zero for all values of frequency if an additional restriction is imposed

on the equalizer network, namely, restricting the equalizer to a lossless

LC structure. Under such restriction

.3":

C

ASE = AIE = 0 for all frequenc1es (2. 3. 28)

and then

AST = ASF for all frequenc1es (2. 3. 29)

Thus, the first requirement on the equalizer, given by eq. 2. 2. 2, is

satisfied by restricting the equalizer to a class of symmetric, constant

resistance, all pass networks, with the resistance level equal to the

receiving resistance [27, 31, 36, 52].

From the second requirement on the equalizer, given by eq. 2. 2. 3,

and from eq. 2. 3. 26

E - < < . .ESE kzw + ZTTk3 BSF wa_w_wb (2 3 30)

where k; is to be as small as possible and k3 is any integer or zero.

The relation 2. 3. 30 states that in the frequency interval (ma, oh) the

insertion phase of the equalizer must approximate a function which is

complementary to the insertion phase function of the filter with respect

to a straight line of slope k; and intercept 21rk3 [27, 31, 36, 52].
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2.4 The Insertion Delay Function

The insertion delay function, Ts(w), used throughout this thesis is

defined

 TS(oo) = Bs(w) (2.4.1)

where B (on) is the insertion phase function of the network in question and

s

is expressed in radians. Ts(w) is the insertion delay function, has units

of time and is expressed in seconds. §~ ‘

2. 5 Requirements on the Insertion Delay Function

The requirement on the insertion phase function, given by eq. E

2. 3. 20, can be written in terms of the delay function as follows

d ' . ‘
—d—JBSE(6) _ k2 - TSFQ»), wager: cob (2.5.1)

TSEM :

The relation 2. 5. 1 states that in the frequency interval (wa, cob) the in-

sertion delay function of the equalizer must approximate a function which

is complementary to the insertion delay function of the filter with respect

to a constant kg. The constant k; is commonly referred to as the delay

level and is denoted by To. The right side of eq. 2. 5. 1 is called the

equalizer delay requirement and is denoted by T The equalizer delay

SER'

requirement then becomes

: - < < . .2

TSER To TSF ”at—w—“b (25 )

If a given filter is to be delay equalized in the frequency interval

(ma, cub), the insertion delay of the filter, T is a known function of

frequency. The insertion delay of the filtersi‘an be measured on a test

set, if the actual filter is available, or the delay function can be calculated

on a digital computer, if only the schematic diagram and element values

of the filter network are at hand. . Hence, from eq. 2. 5. 2, given any filter,

the equalizer delay requirement, T is known within the delay level To.

SER’
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In practice, the requirements on the total delay, T T’ (the delay

5

of the filter in tandem with the equalizer) are given in terms of the maxi-

mum allowable delay deviation, 6T’ from a constant value (from the

delay level To). Stated mathematically

I< 6‘ (2.5.3)1T -TOI=IT T
ST ToI : 'TSE+TSF- SE-TSER

form <to<u>
a— — b

2. 6 The Insertion Delay Function for Matched Cascaded

Lattice Sections

From the theorem of section 2. 3 and from eq. 2. 3. 28, it follows I

that, if the class of networks considered for the delay equalizer is limited

to the class of constant resistance, all pass networks, with the resistance

level equal to the receiving resistance, R2, of the filter, then the additive

property of the insertion functions of the filter and the equalizer is pre-

served and the insertion loss of the equalizer is zero.

The fundamental building block of a delay equalizer is a lattice,

constant resistance, 360 degree, all pass section, shown in figure 2. 6.1

[27,31,34,36,52L

 

  

   
  

  
Figure 2. 6.1

The series arm and the cross arm impedances of this section are inverse

with respect to the terminating resistance, R;
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z z =R§ (2.6.1)

_ = __ = R§ (2.6.2)

When this sectionis terminated at one port by the resistance, R2, the

input impedance at the other port is R2, for all values of frequency.

- Although the section contains eight elements, only four elements

are distinct. Two additional restrictions are imposed on the four element 1‘ J

values, L1, L2, C1, and C2: by eq. 2. 6. 2,. so that one such section con-

tains only two independent parameters. The insertion function with

respect to R2 terminations and the image transfer function are identical

and are both pure imaginary. For all values of frequency

Asks) = AI (to) = O (2.6. 3)

Bs(w) : BI (co) = 2 arccot V—t—‘l—l: 1 - w VLICI ] (2.6.4)

1 w VL1C1|

 

The insertion delay function of the section is obtained by differentiating

this last equation with respect to w

L 1

2 V—é— 1 + T—

L1 0.) LLCI

 

 

   

Ts(w) = 1 L 1 ’72 (2.6.5)

__ 1 + _7;. [ j - wv LlCl ]

leCl Ll Q) VLICI

In these last two equations, let

L3 1 l

d = and f = = . .

L. o 2.1/no; 211 V1.30; (2° 6' 6’

The insertion phase and delay functions for one section then become

 

f f

BS(f) = 2 arccot (d) (79- - 72—) (2. 6.7)

_ d _ 1+ (f /£)Z
TS(f) — Tf— - 0 (2.6.8)

2 Z
0 1 + d (f/fo - fo/f)
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where

fo is the value of frequency at which the insertion phase function,

Bs(f), takes on the value of TI' radians; d is a dimesionless constant;

Ts(f), the insertion delay function has units of time.

If the impedance level of each section is fixed at the value of the

terminating resistance, R2, then the sections are image impedance matched.

Consequently, the insertion function of a cascade arrangement of such

sections is equal to the sum of the insertion functions of the individual

sections. Then, the insertion delay function of a delay equalizer, com— ._ “

posed of 11 sections connected in cascade, is given by

f
0k 2 . .

dk . 1~1~(—f) [

(2.6.9)  

n

TSE(f) = Z

klnfok 1+d2 f fokz

kf ”f
ok

2. 7 The Design Problem

The design problem is to approximate the equalizer delay require-

ment, T , given by eq. 2. 5. 2, by a finite sum, given in the last

SER

equation.

Stated mathematically

Given the insertion delay function of a filter, T F(f), and the

S

maximum allowable delay deviation, 6T > 0, determine the positive

constants To’ d fok’ (k=1, 2, 3, - - - , n) and the positive integer n, such
k!

that

ITSE(f) + TSF(f) - To! < cf (2.7.1)
T

with faZOand f >0

b

forall f <f<f,

a— — b



III. DELAY EQUALIZER DESIGN BY NUMERICAL METHODS

3. 1 The Design Problem in Terms of a Solution to a System of

Non—linear Algebraic Equations

If an estimate on the number of sections, 11, of the delay equalizer

is assumed, i. e. , n is taken as known, then the design problem can be

formulated in terms of a system of non-linear algebraic equations.

A solution to such a system of equations is obtained by numerical tech-

niques in conjunction with the use of a digital computer.

The insertion delay function of a delay equalizer of n sections,

given by eq. 2. 6. 9, in terms of normalized frequency, 2, with respect

to some arbitrary frequency, fd (fd 7’ 0), and in terms of a new set of

parameters, the x and y parameters, is

2

1 n zxk+yk
 

T (2).: —_ Z 2 z 2 (3.1.1)

SE 1'de k=1 2 + (z xk - yk)

where

f f

z=—f—, xzd—d— , y: d—O—- (3.1.2)

f f f

d o d

The problem is to approximate the equalizer delay requirement,

, given by eq. 2. 5. 2, by T (z), in the equalization interval (za, zb),

TSER SE

within the maximum allowable delay deviation, (IT:

TSE(z) 5: T - TSF(z) (3.1.3)

0

This last relation contains 2n+1 unknowns: To’ xk, and yk

(kzl, 2, 3- - - , n). A system of 2n+1 equations is formed from the relation

3.1. 3, one equation for each distinct value of zi (i=1, 2, 3, - - - , 2n+l),

2i 7! z.j for i 7! j, and is given by

TSE(zi’ xk, yk) - To + TSF(zi) = 0 (3.1.4)

16
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This system of 2n+1 equations is reduced to a system of Zn equations,

in the unknowns xk and yk, by eliminating the unknown To. An explicit

expression for To is obtained from that equation of the set 3. 1. 4, corres-

ponding to zi = 1 (fi = fd) and then this expression is substituted into the

remaining set of Zn equations, yielding

TSE(zi’ xk, yk) - TSE(1,xk, yk) - TSF(1) + TSF(zi) = 0 (3.1.5)

where

ziflzj, foriylj (i=1,2,3,'--,2n) and 21}! l for all i.

In further detail, this last system of equations becomes

  

 

1 n ?-

11f E zlxk+yk xk+yk )1; (1)+r (z)-o
d = 2 z _ 2 " _ 2 " - ‘

k 1 z1 + (zixk yk) 1 + (fl yk) SF SF 1

(3.1.6)

which on multiplying by wfd and letting

Ad 2 TrdeSF(1), A1 = wdeSF(zi)

_ z _

1311(2th Vk' Bk‘xk+yk

(3.1.7)

: 2 .. = -

Cik zixk Yk ’ Ck xk .. yk

_ 2 _. 2
Dik—1+Cik, Dk—1+Ck

yields

B Bn o

2: (le - 55—) - Ad+Ai=O (3.1.8)

k=1 ik k

which is of the general form

Fi(X)= 0 (i=1,2,3,~--,2n) (3.1.9)

where

FI(X) : Fi(x19xZ:x3i...:xniYI’YZ’Y3’...7Y )
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If a solution to this last system of Zn equations is obtained exactly,

then the approximation of the equalizer delay requirement, by the

TSER'

insertion delay function of the equalizer, TSE(z), is exact at 2n+1 points,

(at the Zn points, zi, and at z = 1).

3. 2 A Numerical Method for a Solution of a System of

Non-linear Algebraic Equations

A number of numerical methods for a solution of a system of non-

linear algebraic equations appears in literature on numerical analysis

[22, 23, 26]. One class of numerical methods, such as the method of

steepest descent, the method of Seidel, or the method of relaxation, re-

duces the problem to that of solving a sequence of single non-linear alge-

braic equations. The class of functional iteration methods such as the

Newton-Raphson method, reduces the problem to that of solving a sequence

of systems of linear algebraic equations.

The method of Seidel is here used to obtain a solution of the system

of Zn equations, given by eq. 3. 1. 8. A brief presentation of this method

follows.

Consider a system of m non-linear algebraic equations

Fi(X)= O (i=1,2,3,°°',m) (3.2.1)

where

Fi(X) = Fi(x1, x2, x3, - - - , x )

m

Define the function M(X) as

M(X) = :2n F?(X) (3.2.2)

121 1

If the functions Fi(X) are real functions of real variables (x1, x2, x3, . - . , xm),

then the function M(X) is either positive or equal to zero, and will be

equal to zero only if X is a solution of eq. 3. 2. 1. Therefore, a solution

of eq. 3. 2. 1 is obtained by finding a value of X at which the function M(X)

has an absolute minimum. The method of Seidel is a technique which

minimizes the function M(X) by correcting one variable at a time in a

fixed order.
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If a set of initial estimates

0 o o 0

X0 - (x1,xz,x3, ---,xm)

is sufficiently close to a solution X of eq. 3. 2. 1, then an improved value,

x], of the first variable, x10, is obtained by the Seidel method, such that

M(X1)< M(XO)’

o o o

where X1: (x[,xz,x3,-o-,xm)-

An improved value, x], for the second variable, x2, is obtained such that

M(Xz) < M(Xi).

o o

where X2 = (XL xi, x3 , . - - , xm).

When all m variables have been corrected once, the set of m cycles is

called the Seidel cycle and the process is repeated. Let the letter a denote

the number of Seidel cycles, (a=0, 1, 2, 3, - - - ). Then, an improved value,

am (a-1)m

xj , for the jth variable, xj , is obtained such that

M(X .) < M(

am+j )X(a-—1)m+j

The improved values of the variables are found in the following

manner. To find an improved value, x§a+1)m, for the jth variable, Xi'm,

. . . . . .th .
the function M(X) is differentiated With reSpect to the J variable, all

other variables are considered constant, given by their current estimates.

The derivative of M(X) is equated to zero and a solution of this resulting

equation for the jtlr1 variable, x:m, yields the improved value, x(a+1)m

.2— M(x .
a xam am+j

J

)=0 (3.2.3)

This last equation is ordinarily a non-linear equation in xém and

some method of successive approximation for an equation in one variable

must be applied. In the problem of this thesis, a single application of

the Newton-Raphson method was selected to obtain an approximate solu-

tion for x§a+1)m
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3

M(X .)

3 am am+j

x§a+11m :m J (3. 2.4)
a 2

am M()(am+-')
(a )2 .1

which when written in terms of the Fi(X) functions become

2 Fil‘xamfij). 3x am Fi( am+j)

X(a~l-1)m_ am 121 ' '

j J m 3 3 97‘

Z (3 am F1(Xam+j)) + Fi(Xam+j)-__a-r‘;2_ Fi(xam+j)

i=1 x, (8x, )

J J

(3. 2. 5) vi

This last equation is written for a general system of m non-linear

algebraic equations. The corresponding equation for the Special problem

at hand is obtained by replacing m by 2n and by taking the functions Fi(X)

as defined by eqs. 3.1.9, 3.1.8, 3.1.7, and 3.1.6.

3. 3 The Digital Computer Programs

Two computer programs were written in connection with this prob-

lem of delay equalization. Both programs are general in the sense that

they can be utilized for any delay equalizer design, that is, they are

written in terms of the parameter n (the number of sections of the delay

equalizer).

Program 1
 

This program computes a solution to the system of Zn equations,

given by eq. 3. 1. 8, and employs the numerical methods of Seidel and

Newton-Raphson, as described in section 3. 2. The input data for this

program are as follows:
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n, the number of sections of the delay equalizer.

(As here exemplified, n_<_ 10, due to limited storage capacity

of the Mistic computer);

x0, y]: (k=1, 2, 3, - - - , n), the initial estimates for a solution of

k

eq. 3. 1. 8. (These are the initial estimates for the

equalizer design parameters--see eq. 3.1. 2);

fd, the normalizing frequency;

TSF“ the value of the insertion delay of the filter at thed),

frequency fd;

fi(i=1, 2, 3, - - - , Zn), The 2n frequencies from which the system of

Zn equations is formed, (fi 7! fd for all i);

TSF(fi), the values of the insertion delay of the filter at each

frequency fi;

JT’ the maximum allowable total delay deviation.

The units of frequency are in cycles per second and the units of delay are

in seconds. ‘

The computer prints out all xim, yém, and all Fi(xam+j) after

each Seidel cycle. The approximation to a solution of eq. 3. 1.8 is con-

side red complete when

)(< (5 for alli (3.3.1)

1

Tnle.(X T

1 am + j

and the computer automatically stops when this inequality is satisfied.

. Criteria for the choice of the input data are given in chapters V

and VI.

A simplified flow diagram of program 1 is presented in figure

3. 3. 1. 3 Each block in the diagram lists the quantities which are calcu-

lated by the various subroutines. The notation used in figure 3. 3. 1 is

consistent with the notation given in eqs. 3.1.6, 3.1. 7, 3.1.8, and 3. 2. 5.

The number of times each subroutine is entered during the calculation

corre5ponding to one Seidel cycle is indicated on the diagram in terms

of the parameter n.
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*Program 2
 

This program computes the sum of the insertion delay of the filter

and the equalizer, at specified frequencies fp. The input data for this

program are as follows:

fp (p= 1, 2, 3, - - - , r _<_ 40), the frequencies at which the total delay

is to be calculated;

TSF(fp), the insertion delay of the filter at each frequency fp;

n, the number of sections of the delay equalizer;

xk, yk, the delay equalizer design parameters, (see eq. 3.1. 2). .

These parameters are obtained by program 1 as an approxi-

mation to a solution of eq. 3. 1. 8.

All frequency values are given in cycles per second and all delay values

in seconds.

The insertion delay of the equalizer is computed from eq. 3. 1. 1

and added to the insertion delay of the filter.

The format of the output data of program 2 is printed in two

columns. The left column with a heading "FREQ. " lists the frequencies

f and the right-hand column headed ”TOTAL DELAY" gives the values

01; the sum of the insertion delay of the filter and the equalizer at the

corresponding frequencies .
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Figure 3. 3.1.
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Flow Diagram of Program 1



IV. SOLUTIONS TO TYPICAL EQUALIZATION PROBLEMS

USING THE METHOD OF THIS THESIS

In this chapter, the thesis method of delay equalizer design, here-

after referred to as the t-method for brevity, is applied to a commercial

problem of very exceptionally stringent requirements. The quality of

delay equalization attained by this new method is demonstrated by means

of comparison with a commercial solution to the problem. This com-

mercial solution, obtained by a method described in chapter VI, was

considered to be a very good solution. ‘ In fact, it was agreed that a possible

improvement of the commercial delay characteristic, if any, would not

justify the extensive amount of time involved.

4. 1 The Commercial Problem

The delay characteristic of the filter to be equalized as well as the

upper and lower limits of the equalized delay are shown in figure 4. 1. 1.

The delay equalization interval, in this problem, extends from zero to

7. 2 megacycles. The requirements on the total delay (the sum of the delay

of the filter and the delay of the equalizer), in terms of the maximum

allowable delay deviation, are given by

O. 0 - 5. 0 megacycles :t 2 millimicroseconds

5. O - 5. 5 megacycles :1: 4 millimicroseconds

5. 5 - 6. O megacycles :1: 8 millimicroseconds

6. 0 - 7. 2 megacycles :1: l6 millimicroseconds

This set of requirements is drawn at an arbitrary delay level and

is shown in figure 4. 1. 1 to indicate the stringency of the requirements.
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4. 2 The Commercial Solution

The commercial solution to this design problem is given in figure

4. 2. 1, in terms of the total delay characteristic (the sum of the delay

characteristics of the filter and the commercially designed equalizer) .

This commercially designed equalizer consists of six lattice sections

of the form shown in figure 2. 6. 1, connected in cascade. From figure

4. 2. 1, it is evident that the commercial solution fails to satisfy the

requirements on the total delay in the neighborhoods of 5. 5 and 5. 75 mega-

cycles. Because of the difficulty and time consuming nature of the

commercial delay equalizer design technique, this failure to meet the

requirements was accepted as the best that could be done.

4. 3 Solution by the t-Method

In this section, several solutions to the design problem as obtained

by the t-method are presented and the procedure followed in each case

is described. Program 1 (section 3. 3) was used to calculate the equalizer

design parameters, x , yk, given by eq. 3.1. 2, and program 2 (section

k

3. 3) was employed to calculate the total delay characteristic.

Solution 1
 

The first test for the t-method was an investigation of the possibility

of improving the commercial solution.

In this case, the input data for program 1 were taken as follows:

The number of sections, n, of the delay equalizer was taken the

same as for the commercial design (11 =‘ 6).

The initial estimates, xi, yi, for the design parameters of the

equalizer were taken as those of the commercial design.

The normalizing frequency, f , was chosen as 2 megacycles. The

d

normalizing frequency is taken as any convenient number in the frequency

interval where the delay of the filter, T , undergoes small variation.

SF
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The 2n frequencies, fi, (12 in this case) were selected as follows:

In the interval 1. O to 5. 5 megacycles, nine frequency points were chosen

at uniform intervals of O. 5 megacycles. (Note that the 2. O megacycle

point has already been selected by the choice of the normalizing frequency,

fd). In addition, the 0. 25 megacycle point was chosen. The remaining

two frequency points were selected on the basis of the behavior of the

commercial delay characteristic (fig. 4. 2. l) in the 5. 75 to 7. 2 megacycle

interval. The points 5. 75 and 7. 1 megacycles were chosen in expectation

of improving the delay characteristic at these points.

In this trial, it was decided to apply the Mistic computer to program

1 for about 30 minutes. In order to prevent the computer from stopping

short of this time interval, a very small maximum allowable delay devi—

ation, J , was chosen for the stop order criterion in program 1 (see eq.

T

3. 3. 1), namely: (1 = O. 25 millimicroseconds. The actual computer

time was 25 minutes? in which period 22 Seidel cycles were completed.

Program 2 was utilized to compute the total delay characteristic, at 0. 25

megacycle intervals, on the basis of the design parameters of the 22nd

Seidel cycle. The result is shown plotted in figure 4. 3. 1. The points at

which the delay characteristic was calculated are indicated on the plot by

circles. The delay values corresponding to the frequency points fi and

the normalizing frequency f are identified by double circles.

d

A comparison of figures 4. 2.1 and 4. 3.1 clearly reveals that the

application of the t-method produced a considerable improvement over

the commercial delay characteristic. The new delay characteristic not

only satisfies the original stringent requirements, but actually satisfies a

set of more stringent requirements, given by

O. 00 - 5. 75 megacycles :t 1. 70 millimicroseconds

5. 75 - 6. 00 megacycles :l: 4. 00 millimicroseconds

6. 00 - 6. 50 megacycles :1: 10. 00 millimicroseconds

6. 50 — 7. 20 megacycles :1: 12. 00 millimicroseconds
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Solution 2
 

In this solution, an improvement over the delay characteristic

obtained by solution 1 (fig. 4. 3. 1) is sought by selecting a different set of

the fi frequency points. ¢The following basis is used for the choice of the

new set of points from the set of points of the previous solution: Those fi

points at which the total delay characteristic has neither a relative

maximum or minimum are deleted. Those frequency points at which the

total delay characteristic has a relative maximum or minimum or at which

a delay improvement is desired are included in the new set of f1 points.

Since the number of the fi frequency points is fixed, for a fixed 11, the

number of added points is equal to the number of deleted points.

From the total delay characteristic of solution 1, shown in figure

4. 3. 1, and on the basis of the criterion, given in the last paragraph, a

new set of the fi frequency points was obtained by deleting the points at

2. 5 and 3. 5 megacycles, from the set of the fi frequency points of solution

1, and by adding the points at 4. 25 and 6. O megacycles.

The initial estimates, xi, y]: were taken as those obtained by

solution 1.

All other input data are as those used in solution 1.

The computer was applied to program 1 for about one hour, in which

time 52 Seidel cycles were completed. On the basis of the design para-

meters of the 52nd Seidel cycle, the total delay characteristic was calcu-

lated by program 2 and is shown in figure 4. 3. Z.

‘ An improvement of this total delay characteristic (fig. 4. 3. 2),

particularly at the 6. 0 megacycle point, over that of solution 1 (fig. 4. 3. 1)

should be noted. Solution 2 (fig. 4. 3. 2) is also well within the original

requirements and is actually confined within a set of requirements given by

O. 00 - 5. 50 megacycles :h 1. 5 millimicroseconds

5. 50 - 6. 00 megacycles i 3. O millimicroseconds

6. 00 — 6. 75 megacycles :I: 8. 5 millimicroseconds

6. 75 - 7. 20 megacycles i 13. 5 millimicroseconds
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which is a better overall delay characteristic than solution 1 of figure

4.3.1.

Solution 3
 

The success of solutions 1 and 2 lead into an investigation of the

possibility to satisfy the original requirements with a delay equalizer

consisting of five sections rather than six.
 

In this case, the input data for program 1 were taken as follows:

The number of sections, 11, was taken as five (n = 5). j.

The initial estimates, xi, y}: were obtained by the method described .

in chapter VI. The total delay based on these initial estimates was calcu- . 4

lated by program 2 and is shown in figure 4. 3. 3.

The frequency points fi were chosen in accordance with criterion

4. 5. 2, given in section 5 of this chapter, and are indicated in figure 4. 3. 4.

The computer was applied to program 1 to compute 6O Seidel cycles.

The total delay characteristic as calculated by program 2, on the basis of

the design parameters of the 60th Seidel cycle, is shown in figure 4. 3.4.

InSpection of this figure reveals that the delay characteristic does not

satisfy the original requirements in the neighborhoods of 6. O and 6. 5

megacycles. At the same time, it is noticed that none of the fi frequency

points were chosen in the interval 5. 5 to 7. 1 megacycles. To improve

this delay characteristic, a new set of the fi frequency points was chosen

according to criterion 4. 5. 2 and on the basis of the obtained delay

characteristic (fig. 4. 3. 4). The design parameters of the 60th Seidel

cycle were taken for the initial estimates of this run. After the application

of one Seidel cycle, the total delay was calculated and is shown in figure

4. 3. 5. From this figure it is seen that the original stringent requirements

are satisfied by a delay equalizer of only five sections.

Solutions 1 and 2 (figs. 4. 3. 1 and 4. 3. 2) clearly demonstrate that

for a delay equalizer of the same number of sections, the original delay

requirements are fully met. The quality of delay equalization obtained by
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the t-method exceeds that of the accepted commercial design (fig. 4. 2. l),

which actually did not fully meet the original requirements. Solution 3

(fig. 4. 3. 5) shows that the original requirements can indeed‘be met not

only with an equalizer of six sections, but with an equalizer of one less

section than the commercial one, i. e. , with five sections.

Another important feature of the t-method should be noted. The total

delay characteristic (fig. 4. 3. 3), based on the initial estimates, xi, yi,

varies from 540 to 586 millimicroseconds, in the frequency interval zero

to five megacycles. This corresponds to a delay deviation of about i 23

millimicroseconds. In the same frequency interval, the final result (fig.

4. 3. 5) is confined within :h 2 millimicroseconds. This example demon-

strates that the t-method converged, even though the initial estimates were

poorly chosen.

4. 4 Another Example of Delay Equalization by the t-Method

The original stringent requirements, given in section 4. l, are for

delay equalization of a loss filter in a very special, very high quality

transmission system. A set of delay requirements for delay equalization

of the same loss filter in a transmission system for color television is

the very much relaxed requirement schedule:

0. 0 - 5. O megacycles :1: 2 millimicroseconds

5. 0 - 5. 5 megacycles d: 4 millimicroseconds

5. 5 - 6. 0 megacycles :l: 8 millimicroseconds

with no requirements on the total delay for frequencies greater than six

megacycles .

Solution A
 

In this solution, the input data for program. 1 were taken as follows:

The number of sections, n, was taken as four (11 = 4). 1 No attempt

was made here to arrive at an estimate on the number of sections. Since

an equalizer of five sections satisfied the requirements in the interval
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zero to 7. 2 megacycles (solution 3, fig. 4. 3. 5), an equalizer of fewer

sections can be expected to effect the equalization in the interval zero

to six megacycles. A few minutes of computer time determines whether

the number of equalizer sections can be reduced still further.

The initial estimates, 12:, y}: were obtained by the method given

in chapter VI. The total delay on the basis of these initial estimates,

as calculated by program 2, is shown in figure 4. 4. 1.

The frequency points fi were chosen according to criterion 4. 5. 2

and are indicated in figure 4. 4. 2.

‘ In 30 minutes of computer time, 68 Seidel cycles were completed.

The total delay characteristic on the basis of the design parameters of

the 68th Seidel cycle is shown in figure 4.4. 2. InSpection of this figure

shows that this solution satisfies a set of considerably more stringent

requirements than those for color television, namely, a set given by

0. O - 6. 0 megacycles :1: 1.1 millimicroseconds

Solution B
 

The outcome of the previous solution (fig. 4.4. 2) suggests that an

equalizer of three sections might meet the requirements for color tele-

vision.

In this solution, the input data for program 1 are as follows:

The number of sections, n, was taken as three (n == 3).

. . . . 0 . .

The initial estimates, x were obtained by the method described

0

k9 yk!

in chapter VI. The total delay characteristic in terms of these initial

estimates, as calculated by program 2, is shown in figure 4. 4. 3.

The frequency points f, were chosen according to criterion 4. 5. 2

i

and are indicated in figure 4.4.4.

In this case, 110 Seidel cycles were completed in about 30 minutes.

The total delay characteristic on the basis of the design parameters of

the 110th Seidel cycle is shown in figure 4.4.4. It is seen from this

figure that the color television requirements are indeed satisfied by a
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delay equalizer of three sections. A selection of a new set of the fi fre-

quency points (see criterion 4. 5. 2) and an application of a few additional

Seidel cycles might still further improve this delay characteristic. This

step was not carried out in this particular example.

The delay equalization of the given filter, satisfying the exceptionally

stringent requirements (section 4. 1) was effected by a delay equalizer of

five sections (fig. 4. 3. 5), while the color television requirements (section
 

4.4) were met by an equalizer of three sections (fig. 4.4.4). This is to be
 

contrasted with the commercially designed delay equalizer, consisting of

six sections (fig. 4. 2. 1), which was accepted as a solution to the delay
 

equalization problem for both sets of requirements, in Spite of the fact

that this commercial design did not fully meet either set of the requirements.

4. 5 Criteria for the Choice of Input Data for Program 1

In this section, a discussion on the choice of input data for program 1

is presented and the discussions are summarized in forms of criteria. The

estimate on the number of sections, n, of a delay equalizer is treated in

chapter V and a method for the selection of the initial estimates, x12, y]:

for the design parameters is presented in chapter VI.

Criterion 4. 5. l. The normalizing frequency, fd, is chosen as any

convenient number in that frequency interval where the delay of the filter,

 

TSF’ undergoes small variation.

Criterion 4. 5. 2. The 2n frequency points, fi (fi ;/ fd for all i), are
 

chosen as follows:

(a) For the first application of the t-method, the fi frequency points

are selected such that the set of the Zn points fi and the point fd are

uniformly spaced in the equalization interval. (Although this choice is

always theoretically possible, the followingpractical difficulties arise:

The t-method requires the functional values of the delay of the filter,

T If the delay of the filter was measuredSF’ at the frequenc1es fi and fd.
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or calculated beforehand, at a set of frequencies, fq, the choice of the

frequencies f1 and the frequency fd must be made to coincide with a subset

of the fq frequencies in order to avoid measurement or calculation of the

delay of the filter at additional frequencies. Then, in the case where

uniform spacing of the fi and f frequencies would lead to a set of points

d

not coincident with a subset of the fq points, smaller subintervals are

selected in that frequency region where the delay requirements are most

stringent).

(b) An improvement over the total delay characteristic obtained by

the first application of the t-method is often effected by a choice of a new

set of the fi frequencies. This new set of the fi frequency points is chosen

on the basis of the previous set of the fi points and from the behavior of

the total delay characteristic of the first application of the t-method, as

follows: Those fi points in which neighborhoods the total delay character-

istic has neither a relative maximum nor minimum are deleted. Those

fi frequency points in which neighborhoods the total delay characteristic

has a relative maximum or minimum, or at which point a delay improve-

ment is desired, are included in the new set of the fi points. Since the

number of the fi frequencies is fixed, for a fixed 11, the number of added

points is equal to the number of deleted points.

The t-method of delay equalizer design was applied to a number of

additional problems over those presented in this chapter, in an attempt

to arrive at some convergence criterion in terms of the initial estimates,

ii, Vi. It was found that in all cases considered, an improvement of the

delay characteristic over that of the characteristic based on the initial

estimates was effected. However, the success of the t-method depends

not only on the improvement of the delay characteristic, but one additional

condition must be met, namely, that all of the final design parameters,

xk, yk, must be positive numbers. This is a necessary condition for the

realizability of the equalizer network (see chapter VII). Although positive

. . . . 0

initial estimates, x

0 . . .

k’ yk, were used in all cases, it was noted in a few
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instances that if after the first Seidel cycle one or more of the corrected

design parameters took on negative values, invariably these parameters

remained negative for all subsequent Seidel cycles. On the basis of this

investigation, the following criterion is stated:

Criterion 4. 5. 3. If after the application of one or a few Seidel
 

cycles, at least one of the design parameters, xk, yk’ takes on a negative

value, a new set of the initial estimates, xi, yi, should be chosen. In such

case, program 2 is utilized to calculate the total delay characteristic in

terms of the old set of the initial estimates. From the behavior of this

delay characteristic and on the basis of the method for the choice of the

initial estimates (chapter VI), a new set of initial estimates is obtained.



V. AN ESTIMATE ON THE NUMBER OF SECTIONS

The problem of estimating the number of sections, 11, of a delay

equalizer is indeed a difficult task. If the estimate is to be of value to

the designer, it is necessary to obtain an expression for n in terms of

the known quantities, i. e. , in terms of

(l) the delay characteristic of the filter, TSF;

(2) the equalization interval, (fa, f5);

(3) the maximum allowable total delay deviation, CST.

In functional notation:

,f,£,cl
F a b T)

(5.1)n'-'F(Ts

From section 2. 7, the delay equalization problem is to approximate

the delay equalizer requirement, T , (eq. 2. 5. 2) by the delay equalizer

SER

function, T (eq. 2. 6. 9), throughout the equalization interval, (fa, fb),

. SE’

to within a Specified degree of accuracy:

T (f)é T -'I‘ (f) forf <f<f (5.2)
SF b

Integrating this last equation with respect to frequency, f, over the

equalization interval, yields

f f

If: TSE(f)df é To(fb-fa) - ff: TSF(f)df (5. 3)

The integral on the left side of this last expression can be related to the

number of sections, 11, of the delay equalizer as follows. From the

definition of the insertion delay function (eq. 2.4. l) and from eqs. 2. 6. 7,

2. 6.8, and 2. 6. 9, for an equalizer of n sections

[CDT (f)df= —-1— fm—L B (f)df=3— (211 - O)=n (5 4)

0 SE 211 0 df SE 211 '

then f f m

.f a T (f)df = n - f a T (f)df — f T (f)df (5.5)
f SE 0 SE f SE
b b
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Substituting this last equation into eq. 5. 3, yields

fb fa
s: - _ d

1‘ T0(fb fa) ff TSF 1+ [0 TSE

co

df+f T df (5.6)
f

a b

SE

Before proceeding further, the three types of equalization intervals are

considered separately, 1. e. ,

(l) equalization of low-pass loss filter: (0, fb);

(2) equalization of band-pass loss filter: (fa, fb);

(3) equalization of high-pass loss filter: (fa, 00 ).

In the case of low-pass equalization, the interval is (O, fb), hence

fa=0 and eq. 5.6 reduces to

fb
w

0 TSF(f)df+ ff TSE(f)df (5.7)n Tofb f b

The delay functions TSF(f), TSE(f), and the delay level To corresponding

to the delay equalization solutions as obtained in the previous chapter

(figs. 4.4.4 and 4. 3. 5) are plotted in figures 5. 1 and 5. 2, for the cases

n=3 and n25, respectively. For any low-pass delay equalization problem,

the delay functions, TSF(f) and T (f), have typical delay characteristics

E

similar in form to those shown insthese two figures. An estimate for

each of the two integrals in eq. 5. 7 is made on the basis of the shapes of

these typical delay characteristics as follows:

First, the following quantities are defined.

represents the maximum value of the function T

SF

(the delay of the filter), in the equalization interval;

SFmax:

TSFmin: represents the minimum value of the function, TSF’

in the equalization interval;

Also, let AT - T - T (5.8)

SF ‘ SFmax SFmin

The integral corresponding to the second term on the right-hand

side of eq. 5. 7 is approximated by the sum of the areas of the rectangle

and the triangle, shown in figures 5. l and 5. 2. The rectangle has width
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fb and height TSFmin

ATSF. The constant, k (0< k <1), is to be determined on the basis of

the particular filter delay function, TSF’ so that a good approximation

, while the triangle has base (l-k)fb and height

of the integral results. Then

f

fob TSF(f)df s [T .n + .5-(1-k)/_\.T (5.9)
SFmi SF]fb

The last integral on the right-hand Side of eq. 5. 7 is approximated

by the area of the triangle shown in figures 5. 1 and 5. 2. It should be

remembered, however, that the function, TSE(f) (the equalizer delay), is

not known prior to completion of the equalization problem, hence, it is

necessary to obtain empirical expressions for the height and the base of

this triangle in terms of known quantities, namely, in terms of the

AT f and k, associated with the filter

SFmin’ TSFmax’ SF’ b’

delay function, T Such empirical relations Should be arrived at from

quantities, T

SF'

a large number of delay equalization solutions, all of comparable quality

of equalization (for example, the solutions could be selected such that

in each solution the percent delay deviation is less than x% over more than

y% of the delay equalization interval). The estimate on the number of

sections, n, so obtained is valid for delay equalizer networks of corres-

ponding delay equalization quality. For an equalizer requiring higher

quality of equalization a larger number than that obtained by this estimate

would be taken.

To illustrate the above procedure, the integral corresponding to

the last term on the right-hand side of eq. 5. 7 might be approximated by

a triangle as follows: The height of the triangle is taken as TSE(fb).

From eq. 5. 2

TSE(fb) = To ' Tsrub) 2 To ' TSFmax (5'10)

Inspection of the delay characteristics in figures 5. l and 5. 2 suggests

that the base of this approximating triangle is directly prOportional to the
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factor (l-k). Let the constant of proportionality be denoted by k1. The

numerical value of this constant k1 must be determined from a large

number of solutions, as mentioned above. The approximation of the

integral then becomes

[:0 TSE(f)df 5 71: k1(1-k) (To — T ) (5.11)

b SFmax

Substituting eqs. 5. 9 and 5.11 into eq. 5. 7, yields

n5: [T -T
o SFm ]f

jn-%U-MATS +%kfiLk)flde )(SJZ)
F b SFmax

This last equation gives an estimate on the number of sections, n, of a

delay equalizer. However, the quantity To is unknown and an estimate

for it in terms of the known quantities must be obtained empirically

from a large number of delay equalization solutions.

The estimate on the number of sections, 11, as given by eq. 5. 12

is computed for the two cases, n=3 and n=5, shown in figures 5.1 and

5. 2, respectively. The numerical values of the quantities used in the

calculations as well as the results are listed in table 5. 1.

Table 5. 1: Calculation of Estimates on the Number of Sections, n,

from eq. 5.12.

 

o TSFmin TSFmax SF b

 

3 .345-10'6 510-6 .14-10-6 .09-10'6 6.0-106

 

5 .571-10-6 .510"6 .32-10-6 .27-10‘6 7.2-106

        
 

 

n k k Calculated

1 Estimate 3 of n:

3 .567 2.107 2.74

 

5 .653 2.107 4.35
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The constant of proportionality, k1, was chosen on the basis of the delay

characteristics of figures 5. l and 5. 2. It is seen from this table (table

5. 1) that very good estimates on the number of sections are obtained from

eq. 5. 12, at least for the two cases considered. The number of sections

for the delay equalization problem would be taken as the next higher integer

with respect to the number obtained from eq. 5. 12.

The estimate on the number of sections, n, given by eq. 5.12, applies

for delay equalization in the low-pass band. ' Starting with eq. 5. 6, similar

procedures would lead to expressions for estimates on the number of

sections, n, for the band-pass and high-pass cases.



VI. INITIAL ESTIMATES OF THE DESIGN PARAMETERS

In this chapter, a method for the choice of the initial estimates,

0 o . . . .

xk, yk’ for the de51gn parameters is presented. First, some important

prOperties of the insertion phase function, Bs(f), and the insertion delay

function, Ts(f), of one lattice section (fig. 2.6. l) are listed.

6. 1 Properties of the Insertion Phase Function

From eq. 2. 6. 7, the insertion phase function, BS(f), of one lattice

section, in terms of the two independent parameters (1 and f0, is given by

f

_ o __f_
Bs(f) — 2 arccot (d)(-?- - f > (6.1.1)

0

From this last equation

BS(0) = O

B (f = 1T

S 0

lim B (f) = 217 (6.1.2)

f-pm S

BS(£) >0 forO<f<oo ,d>0,£o>0

The insertion phase function, Bs(f), is a monotonically increasing function

of frequency, f. It has a value of zero at zero frequency and approaches

the value of Zn radians asymptotically as frequency increases without

bound.

6. 2 Pr0perties of the Insertion Delay Function

From eq. 2. 6. 8, the insertion delay function, TS(f), of one lattice

section, in terms of the parameters d and f0, is given by

d 1 + (fO/f)z

17 f 2 _ 2 '
O 1 + d (f/fo fO/f)

 

 Ts(f) = (6.2.1

From this last equation
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1

Tsw)- wfd

o

Ts<f>= .de
O 0 (6.2.2)

lim T (f) = O

s

fem

“Ts(f) >0 for 0<£<00,d>0,fo>0

The insertion delay function, Ts(f), has finite and non-zero value at zero

frequency (for finite and non-zero values of d and f0) and approaches zero

value asymptotically as frequency approaches infinity.

The insertion delay, Ts(f), is a function of frequency, f, and the two

parameters, d and f0. If the product function, Tp, is considered, given by

 

d . 1+ (f /£)-’-
Tp: Ts(f)-f0= T H dszffO _ fem: (6.2.3)

then Tp can be viewed as a function of f/fO and d [34]. It is now possible

to plot a family of curves of the product function, Tp’ versus f/fo, each

curve for a different value of the d parameter. This family of curves is

classified into two broad classes, depending on the value of the d para-

meter, according to whether the product function takes on a maximum

value at zero frequency (class A, fig. 6. 2. 1) or at some finite and non-

zero frequency (class B, fig. 6. 2. 2).

The maximum value of the insertion delay function, TS(f), of one

lattice section, occurs at

f = o, for d3_<_1/3, class A (6.2.4)

 

f = f V\/4-1/d2'- 1, for d2 > 1/3, class B (6.2.5)

0

Since the radical in this last equation is always less than unity, for

dz > 1/3 and finite, it follows that the insertion delay function takes on

a maximum value at some frequency less than £0.
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Figure 6. 2. 3 illustrates the change in the insertion delay function,

Ts(f), due to a change in f0, for one value of the d parameter. The change

in TS(f), due to a change in d, for one value of the fO parameter, is shown

in figure 6. 2. 4.

A summary of the properties of the insertion delay function, Ts(f),

of one lattice section, is given below.

(1) The behavior of the Ts(f) function is illustrated in figures

6. 2.1 (class A) and 6. 2. 2 (class B);

(a) Class A consists of monotonically decreasing curves.

They all have maximum value at zero frequency

(eq. 6. 2. 4);

(b) Class B consists of curves having maximum values at

finite and non-zero frequencies, given by eq. 6. 2. 5;

(2) In the case of the class B curves

(a) for a fixed value of fo, the d parameter determines the

sharpness of the peak, as is seen from figures 6. 2. 2

and 6. 2. 4;

(b) The parameter f0 is dominant in determining the location

of the maximum value of the delay characteristic, as is

seen from figure 6. 2. 3 and eq. 6. 2. 5.

6. 3 The Choice of the Initial Estimates, x; y:

This section presents the steps employed in the process of selection

of the initial estimates, xi, y}: for the design parameters of a delay

equalizer. In this procedure, the estimate on the number of sections, n,

of the delay equalizer is assumed to be known.

(1) The delay characteristic, TSF(f), of the filter to be equalized

is plotted versus frequency;

(2) The equalizer delay requirements, TSERH) (eq. 2. 5. 2), is

obtained graphically from the plot of step (1). Here, the delay

level, To’ is chosen arbitrarily, (a good value is to take
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d, £01

d: f02

f02 > fo1

  Frequency, f

Figure 6. 2. 3. Change in TS(f) due to a change in f0.

 
  Frequency, f

Figure 6. 2. 4. ~ Change in Ts(f) due to a change in d.
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To: ZTSFmax)’ since only relative values of the equalizer

delay requirement are of interest;

(3) On the basis of the behavior of the insertion delay function,

Ts(f), of one section (figs. 6. 2.1 and 6. 2. 2) a set of n para-

meter pairs, dk’ f k (k=1, 2, 3, ° ' ' , n), is chosen such that the

0

sum of these n functions, Tsk(f), when plotted, approximates

the shape of the equalizer delay requirement, TSER(f)' This

step is a curve fitting problem and the degree of approximation

attained depends largely on the skill and experience of the

designer. For the initiated, steps (4) and (5) of this procedure

might well be omitted;

(4) Program 2 is used to calculate the total delay, TST(f), (the

sum of the delay of the filter and the equalizer, based on the

parameters of step 4);

(5) On the basis of the behavior of this total delay characteristic,

(f), a new set of the n parameter pairs, dk’ fok’ is obtained

(f), is to approximate a

TST

as follows: Since the total delay, TST

constant value in the interval of equalization, the dk parameters

of those sections having a delay characteristic which peaks in

a neighborhood of a relative maximum of T T(f) are decreased

and the dk parameters of those sections hafing a delay char-

acteristic which peaks in a neighborhood of a relative minimum

of TST(f) are increased. The fok parameters are used to relo-

cate the peaks of the delay characteristics of some sections, if

necessary;

(6) Upon the selection of the normalizing frequency, fd (see

criterion 4. 5. 1), the initial estimates, xi, yi, are calculated

in terms of the dk and f0k parameters form eq. 3.1. 2.

It should be pointed out that the steps (1), (2), and (3), of the above

procedure, in essence describe the commercial method of delay equalizer

design. In the actual design, after each choice of the n parameter pairs,
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dk, fok’ the n functions, Tsk(f) (kzl, 2, 3, - - - , n), are plotted and added

graphically, giving the equalizer delay characteristic, TSE(f). This

equalizer delay characteristic is compared with the shape of the equalizer

delay requirement, TSER(f), and a new set of the parameters, dk’ fok’ is

selected on the basis of this comparison. This repetitive trial and error

process is continued until such equalizer delay characteristic, TSE(f), is

(f),obtained, which approximates the equalizer delay requirement, TSER

to the Specified degree of accuracy [34].



VII. THE ELEMENT VALUES OF THE LATTICE SECTION

A schematic diagram of one lattice section of a delay equalizer is

shown in figure 2. 6. 1. The element values of this section in terms of

the d and fo design parameters, as obtained from eqs. 2. 6. 2 and 2. 6. 6,

are given by

R2
L1: m— : REC; (7.1)

O

R (1

L2 = m;— = Rgcl (7.2)

0

where R; is terminating resistance of the filter to be equalized and also

the resistance level of the lattice section (eq. 2. 6. l).

The element values in terms of the x and y design parameters and

in terms of the normalizing frequency, fd, as obtained from eqs. 3. l. 2,

7.1, and 7.2, become

R2__..__._ : Rgcz (7. 3)

ZTrfdy

L1:

XRZ

and

L2 : RECI (7'4)

A number of bridged-tee and twin-tee equivalent networks for the

lattice section can be derived. Such equivalent networks appear in

literature and are not included here [1, 33].
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VIII. CONCLUSIONS

The usefulness of the thesis method of delay equalizer design and

its advantages over the commercial delay equalizer design technique

(section 6. 3) are discussed in the following paragraphs.

. (l) The commercial method of delay equalizer design, as described

in section 6. 3, is a trial and error procedure, which is very tedious and

extremely time consuming. One of the main advantages of the t-method

lies in its time-saving nature. Reference to the five t-method solutions,

presented in chapter IV, demonstrates that given a set of satisfactory

initial estimates, the entire design problem is effected in a matter of

minutes of computer time. .More specifically, the average computer time

for these five solutions is approximately 35 minutes. Several weeks for

one man would be required to effect one such equalization problem by

the commercial method.

(2) The commercial design method depends largely on the selection

of design parameters, which requires skill and experience on the part

of the designer. The t-method provides a systematic approach to the

design problem and eliminates to a large extent the need of skill and

experience.

- (3) The extensive amount of the trial and error process associated

with the commercial method is almost eliminated in the t-method.

Although no criterion for the choice of the fi frequency points leading to

the best approximation of constant delay is given, criterion 4. 5. 2 reduces

the trial and error asPect of the t-method to two computer applications.

(4) On the basis of the exploration with the t-method, as in chapter

IV, it appears that this method is capable of producing approximations

to a constant delay which are beyond the power of the commercial method

even though pursued with the utmost skill, experience, and patience over

an extended period of time.
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The five solutions of delay equalization problems, presented in

chapter IV, demonstrate the effectiveness of the thesis method of delay

equalizer design. It is not meant, however, to imply that the t-method

is the final answer to the delay equalization problem, but it definitely

indicates that the combined use of numerical analysis and a digital

computer has promise in equalizer design.

There is essentially no discussion in the technical literature on

the problem of estimating the number of sections of a delay equalizer.

One approach to the solution of this problem is presented in chapter V.

This approach should be investigated further.
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