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Mobility is a primary goal of many wireless communication systems. In recent years, mobile multi-hop wireless networks, such as mobile wireless sensor networks and wireless robot networks, have attracted increased attention and have been extensively studied. However, most current research does not consider the interdependence of communication and mobility and much assume an obstacle-free environment in their problem modeling and solving process.

In this dissertation, we discuss several research topics relevant to the above two issues of communication and mobility in wireless robot and sensor networks. First, we present multi-robot real-time exploration, which calls for the joint consideration of mobility and communication: it requires video and audio streams of a newly explored area be transmitted to the base station in a timely fashion as robots explore the area. Simulations show that our mobility model has achieved both improved communication quality and enhanced exploration efficiency.

Second, we further investigate the above problem with two critical and real-world network conditions: (1) heterogeneous transmission ranges and link capacities, and (2) the impact of interference. The conditions increase the model complexity but significantly influence the actual available bandwidth and the required node size in placement. We jointly consider the relay placement and routing with these two critical conditions.

Third, we introduce an online relay deployment paradigm to support remote sensing and control when mobile nodes migrate farther from the base station in a cost-effective system of mobile robots, static sensors and relays. A novel multi-robot real-time search method called STAtic Relay aided Search (STARS) is presented to allow robots to search in a known environment. Its solution is based on our near-optimal solution to a new variation of the multi-traveling salesman problem: precedence constrained two traveling salesman (PC2TSP).

Fourth, we propose a heterogenous multi-robot exploration strategy with online relay deployment for an unknown environment called Bandwidth aware Exploration with a Steiner Traveler (BEST). In BEST, a relay-deployment node (RDN) tracks the FNs movement and places relays when necessary to support the video/audio streams aggregation to the base station. This problem inherits characteristics of both the Steiner minimum tree and traveling salesman problems. Extensive simulations show that BEST further enhances the exploration efficiency.

While the first four topics deal with communication and mobility issues in powerful but expensive robotic systems, the fifth topic focuses on a special type of low cost, limited capability mobile sensors called hopping sensors, whose unique method of movement makes them suitable for rugged terrains. We present (1) a distributed message forwarding model called Binary Splitting Message Forwarding (BSMF) and (2) a grid based movement model unique to these hopping sensors. Simulation shows that our scheme significantly reduces the communication overhead and achieves relatively constant total energy consumption with varying amount of obstructions.

Finally, we discuss the future work directions of this research work. We believe that a heterogeneous mobile platform to support real-time stream transmission by mobile robots, static sensor and communication devices, have great potential in various civilian and military applications, where the communication quality of service is critically important, as well as the mobility efficiency.
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## CHAPTER 1

## Introduction

Mobility is a primary goal of many wireless communication systems. In the last decade, mobile multi-hop wireless networks, such as mobile wireless sensor networks and wireless robot networks, have drawn increased attention and have been extensively studied. However, little current research has investigated in-depth the influence of a specific controllable mobility model on the network quality of service (QoS), especially when all nodes are highly mobile. In addition, mobility and communication models in much current research work often assume an obstacle-free environment where the obstacles can have a significant impact on mobility.

This dissertation aims to jointly consider mobility and communication in wireless mobile networks to improve the network quality of service as well as to enhance the mobility effectiveness and efficiency in an obstructive environment. In this chapter, we first introduce the background of wireless mobile networks. Then we present the challenges and motivations for quality communication and effective and efficient mobility in these networks.

### 1.1 Background

### 1.1.1 Wireless Mobile Networks

Recent decades have witnessed the widespread use of mobile and portable devices, which are likely to popularize wireless mobile networks. Such networks do not require any wired infrastructure and its nodes intercommunicate through single hop and multi-hop paths [5]. A mobile node can be a sensor, a robot or any other mobile device. A sensor is small and relatively inexpensive. It has limited processing and computing resources. Sensor nodes can sense, measure, and gather information from the environment. With some local decision process, they are able to transmit the sensor data to the users [6]. Fig.1.1(a) shows a typical sensor node: a Mica2 mote. It cannot move by itself, but will have mobility when equipped with additional wheels. Another type of mobile sensors is called hopping sensors, whose mobility design is more adaptable for rugged terrains or difficult areas where wheeled mobility cannot perform well. Fig. 1.1(b) shows hopping sensors in jumping actions. Compared to these limited capability sensor nodes, a robot is usually more powerful but has higher cost. Equipped with accessories such as robot arms, laptop computers, laser range finders, sonars, and cameras, they are able to be teleoperated and perform a range of complicated tasks such as remote monitoring, reconnaissance, search and rescue in dangerous terrains. Fig. 1.2 shows a wheel drive Pioneer 3 robot equipped with (i) a robot arm and (ii) a camera and a laser range finder.

We categorize wireless mobile networks into two categories: (i) Mobile Ad Hoc Networks (MANETs) and (ii) Mobile Coordinated Networks (MCNs). A MANET is a collection of mobile nodes forming a temporary network on the fly, without relying on any fixed infrastructure such as a base station [8]. MANETs are mostly featured by lack of central coordination, unpredictable and


Figure 1.1. Static and mobile sensors. For interpretation of the references to color in this and all other figures, the reader is referred to the electronic version of this dissertation.

(a) Pioneer 3 mobile robot with a camera and a laser range finder.

(b) Pioneer 3 mobile robot with a robot arm.

Figure 1.2. Pioneer 3 mobile robot [2].
varying network topology, and limited available resources. Because it is difficult to characterize mobility pattern in a specific way, only general mobility models such as random waypoint have been proposed.

Mobile Coordinated Networks (MCNs), in contrast to MANETs, are the multi-hop mobile networks that solely rely on the wireless communication but can be coordinated and controlled by a fixed base station. While MANETs have been extensively studied, mobile coordinated networks are relatively new in the network research community. However, MCNs has been the underlying network model for a number of multi-robot systems in the robotics research community. These multi-robot systems have extensive applications in surveillance, reconnaissance, search and rescue missions. As human operators at the base station often need to monitor the powerful and expensive robot team's behavior in real-time, and to coordinate the robot team's actions, MCNs emerges to be a new paradigm with wide applications in wireless mobile networks.

A crucial advantage of MCNs over MANETs is that the coordination and topology control in MCNs facilitates QoS provision, which will be discussed in the Section 6.3.1.

### 1.1.2 Network Quality of Service

Network quality of service $(\mathrm{QoS})$ is a term that specifies the performance level of a service offered by the network to the user. The aim of QoS provision is to obtain a more deterministic network behavior, for better delivering the information carried by the network and better utilizing the network resources [8]. Most multimedia and other time or error sensitive applications have QoS requirements. The parameters to characterize the quality of service includes: (i) bandwidth: the rate at which an application's traffic must be carried by the network, (ii) latency: the delay that an appli-
cation can tolerate in delivering a data packet, (iii) jitter: the variation in latency, and (iv) loss: the percentage of data loss [9].

### 1.2 Challenges and Motivations

### 1.2.1 Network QoS Provision in Mobile Networks

In the recent years, video and audio content has been increasingly popular in today's digital networks. With proliferation of portable mobile devices such as inexpensive HD camcorders, iPhone like WiFi-enabled video-chatting phones, and iPad like tablets, efficient and reliable communication for bandwidth consuming and real-time multimedia content in multi-hop wireless network becomes increasingly interesting, especially when most nodes are highly mobile.

Most current research on QoS provision for mobile networks focuses on the MANETs. Several QoS aware routing protocols have been proposed to provide assured throughput. However, due to MANETs's dynamic and unpredictable nature, it is usually a challenging task. QoS and best effort routing can only be successfully achieved if the network is "combinatorially stable": Nodes cannot move faster than routing updates propagate [10].

There is a more fundamental issue that challenges the QoS provision in mobile network. The issue has not been addressed by most current work: the mobility pattern and its resulting topology are usually unpredictable and uncontrollable, even though they have a profound impact on the QoS. They are often the essential causes for failures to meet QoS requirements and only applying certain networking measures cannot solve the problem. For example, movement can easily result in a topology having all broken links to a destination or an over-saturated shared link as a bottleneck.

No matter what TDMA allocation method or routing metric a protocol uses, there is little chance to solve it: the problem is caused by the mobility. However, current QoS provision schemes in MANETs have no control on the mobility and topologies, which are critical to communication quality. These schemes cannot make the mobility patterns to have QoS awareness.

Given the significance of mobility control over QoS provision, our research improves QoS by designing QoS-aware mobility patterns in mobile coordinated networks. Multi-robot real-time exploration presents a complex and coordinated mobility model on top of MCNs, where the base station can control and coordinate a team of mobile robots in a multi-hop fashion. It is complex in that it has strong requirements for both mobility efficiency and communication quality: it requires bandwidth consuming real-time video and audio streams of a newly explored area be transmitted to the base station in a timely fashion as robots explore the area. With such communication constraints, the exploration should be completed in minimum time. These requirements calls for joint consideration of mobility and communication: we need to provide a QoS aware mobility model that is also efficient in mobility efficiency.

Furthermore, multi-hop wireless communication always faces the challenges in dealing with (1) heterogeneous transmission ranges and link capacities; ii) the impact of interference. These conditions increase the model complexity but significantly influence the actual available bandwidth and mobility patterns. Successfully tackling these conditions is critical in obtaining QoS provision in a coordinated mobile situation.

### 1.2.2 Relay Deployment to Maintain Connectivity

Given the nature of the applications such as reconnaissance, search and rescue missions in earthquake, radioactive, and other dangerous or hostile regions, prior relay deployment or infrastructure networks are often infeasible when the environment is unknown and relays have to be placed at the same time as the exploration. However, as robots migrate farther from the base station, smooth communication to the base station remains a key requirement. Solely relying on mobile robots to serve as relays may not be a cost-effective approach. Online relay deployment by the mobile robots (at the same time as robots migrate), is an effective alternative to support the remote sensing and control.

All robots or a partial of the robot team may have the ability to deploy relays. When all robots move to search with ability to deploy the robots, the relay deployment introduces the precedence requirement: the needed relays for stream transmission must be deployed prior to the stream transmission. Therefore, it is possible that one robot's video transmission will rely on the relay deployed by another robot, introducing the dependency between the robots. An efficient motion planning for multiple robots satisfying the precedence and dependency constraint is then challenging.

It is also possible that only one or a partial team of robots has the ability to deploy relays. The relay deploying robots must track the movement of other frontier robots and effectively deploy new relays considering the previously deployed relays and the possible bandwidth constraints on transmitting via both the new relays and/or the previous relays to the base station. An efficient motion planning for the relay deploying robots is then interesting and challenging since we need to first define the visiting positions constrained by the communication requirements.

### 1.2.3 Sensor Relocation in Rugged Terrains

Besides QoS provision and motion planning, coping with obstructive environment in mobile networks is another important topic in this dissertation. In a vast array of military and civilian applications, most environments are not obstacle free. Regarding the network composed of mobile robots, we have focused on the exploration problems to search in an unknown obstructive environment. Other than the powerful but expensive mobile robots, the other most common devices in wireless mobile networks are the sensors. In fact, mobile sensor networks have increased in interest to serve a broad range of applications with their ability to monitor large scale real-world phenomena. In this dissertation, we focus on hopping sensors, a promising type of sensors whose unique method of movement is designed to fit the obstructive environment, or rugged terrains.

Hopping sensors is more adaptable for rugged terrains or difficult areas that are challenging for wheeled mobility. (Figure 7.1). In addition, their diminishing cost enables these inexpensive sensors to be deployed in large numbers. The applications of hopping sensor networks working in such areas include weather sensing, environment monitoring, disaster management, and battlefield surveillance [11]. Along with the benefits of hopping sensor networks there are several challenges such as imprecise movement, limited power and occasional failure owing to problems regarding the node, link and global maintenance and communication [12].

### 1.3 Structure of the Content

The remainder of this dissertation is organized as follows: In Chapter 2 we review the related work. Chapter 3 introduces the connectivity and bandwidth aware real-time exploration in mobile robot networks. We discuss the stream aggregation in heterogeneous range and rate mobile robot net-
works in Chapter 4. In addition, Chapter 5 presents the STARS framework, or STAtic Relay aided Search, to enable online relay deployment for remote sensing in multi-robot real-time search and monitoring in a known environment. Chapter 6 presents the BEST framework, or the Bandwidthaware Exploration with a Steiner Traveler, to employ a relay deployment node (RDN) to "chases" a fixed number of frontier robots movement and places relays when necessary to support stream aggregation in a heterogeneous robot team. Last, in Chapter 7, we propose a hopping sensor relocation scheme in rugged terrains. Finally, a summary and proposed future research work are given in Chapter 8.

## CHAPTER 2

## Related Work

In this chapter, we first survey some general mobility models in MANETs. In the mobile coordinated networks, we then present some existing work related to the controllable mobility model of multi-robot coverage and exploration. As the mobility model for exploration is pertinent to teleoperation and remote sensing in robotics, the related work in these topics is also discussed. In addition, we also reviewed the existing work on relay placement in wireless networks. Besides, the relevant work of multi-robot search with online relay and sensor deployment to support remote sensing is presented. Last, mobility issues for relocation purpose in wireless sensor networks are briefly reviewed.

### 2.1 Mobility Models in Wireless Mobile Networks

Numerous general mobility models have been proposed for performance evaluation in the dynamic and uncoordinated MANETs. Three common ones are (i) the random walk mobility model based on random directions and speeds, (ii) random waypoint mobility mode with pause times between
changes in destination and speed, (iii) random direction mobility model that makes mobile nodes to move to edge of the area before changing direction and speed [13]. Such models have two major drawbacks. First, the randomness in these models leads to significant topology changes as the nodes migrate, which poses a severe threat in network QoS control. Second, such mobility models do not fit all mobile applications. They are primarily designed for ad hoc networks where mobility is unpredictable.

### 2.2 Multi-Robot Coverage and Exploration

Area coverage is a fundamental topic for mobile robots with extensive real-world applications such as floor cleaning, tracking hostile targets, monitoring, and search and rescue missions [14]. In these problems, a robot or multiple robots are given a bounded area that may have obstacles. Each robot is equipped with a tool of a shape corresponding to the robot's sensor or actuator range. The range should cover all the area. The area coverage has been categorized as a static or a dynamic problem in [15]. The static version is to converge to a static configuration so that every point in the area is under the robots "sensing shadow" with minimum number of robots. By contrast, the dynamic coverage is solved by exploring and covering the environment with motion over time. It requires a coverage path planning algorithm to have the robots' footprint (detector range) along the coverage path yields an area same to the target region in minimum amount of time [16]. By the definition of robotic exploration given in $[17,18]$, the problem of exploration is the same as dynamic area coverage: the problem of mobile robots to sweep or cover the working area with their sensing area in minimum amount of time. In this dissertation, we primarily focus on the robotic exploration, or the dynamic coverage problem.

### 2.2.1 Multi-Robot Coordination

Using multiple robots for exploration significantly improves efficiency but coordination becomes essential to avoid visiting duplicate regions. Yamauchi [19] presented a distributed exploration algorithm and introduces the concept of frontier cells, which are the ones on the border between the known and unknown regions. In this method, robots independently move to the closest cells, rather than in a coordinated fashion. Burgard et al. show a frontier cell based coordinated exploration. The scheme trades off the utilities of unexplored areas and the cost of relocating to the areas. The coordination is achieved by reducing the utilities based on the number of robots that already headed towards that area [18]. Although the protocol considers limited communication range, it has no guarantee on connectivity. Among the above schemes, none of them consider coordination with QoS awareness.

Another important category of coordination is based on bidding or auction. Simmons et al. propose a scheme where a central agent is to evaluate the bidding from other robots for the highest gain. Besides, a market economy based exploration strategy is given in [20] with similar bidding mechanism. Nonetheless, their negotiation procedure is complex. The goal generation is as well complicated compared with the frontier based one. A spanning tree based dynamic coverage algorithm is presented in [21] and [14]. A survey of market and bidding based coordination is presented in [22]. According to the survey, this type approach faces the challenges of effectively sharing information among all team members and responding quickly to dynamic conditions of the network.

Coordination for area coverage and exploration is also studied from the control perspective [23-27]. However, none of these schemes has bandwidth awareness or the specific goal of
area exploration. Novel research for coordinating robots and maintaining connectivity of mobile networks from a distributed control viewpoint is presented in [23,24]. The authors apply algebraic graph theory to verify link deletions regarding to connectivity. Tan et al. present a distributed model for cooperative multi-robot system [25]. With Voronoi diagram and Delaunay triangulations, an autonomous deployment is achieved based on control law to maximize the area coverage. Additionally, Ogren et al. show a distributed and stable control method to perform a gradient climbing task for a mobile robot network.

### 2.2.2 Communication in Multi-Robot Exploration

Communication in multi-robot systems has drawn increased attention [3, 23, 24]. In [28], four types of routing protocols are compared in an experiment of one mobile robot with several stationary relay nodes. In addition, Dantu et al. [29] incorporated mobility metrics such as directional and location cue to the Optimized Link State Routing (OLSR) protocol to provide more stable routes. However, they do not have bandwidth constraints and they do not have control on the mobility. Furthermore, a network architecture is developed for large mobile robotic environment [30]. However, it is an overlay network based on existing organizational wired network and Internet with additional mobile robot nodes.

While the problem of multi-robot exploration has been widely studied in [31-36] and various exploration strategies are compared in [37], little prior work considers the bandwidth constraints and only some schemes assume limited communication range and attempt to maintain connectivity. Distributed local random graph, segmentation and hill-climbing based methods in [31-33] explore the area efficiently but provide only intermittent connectivity or assume robots are always in range.

To maintain connectivity, "nearest measure" is applied in [34] to let robots tend to stay close to each other but it cannot be guaranteed. A concept of "comfort zone" is proposed in $[35,38,39]$, where each node monitors the distance to its neighbor and keeps it in a safe range. When the distance is beyond a safe threshold, the node will change its behavior into tracking the neighbor to retain connectivity. Such schemes lack systematical analysis of how to share relay robots for placing more frontier ones to enhance efficiency. Also, with communication latency and non-uniform velocities of robots, the "detect and chase" method may lead to a sequence of trace movement and the resulting topologies need to be proved deadlock-free and invariably-connected.

In addition, an iterative motion planning method in [40] maintains connectivity by rejecting trajectories that break tree edges in the distributedly-computed minimum spanning tree. However, its exploration model is different from ours without a base station and may not need to consider the bandwidth constraint. Besides, a centralized scheme in [36] guarantees connectivity by solely selecting fully-connected topologies with detecting and recovering from deadlock. Nevertheless, it only allows nodes to move to their immediate four-neighbor positions in each step and does not attempt to optimally place relay nodes to improve efficiency. In [41], a simple and practical method on maintaining connectivity is presented and demonstrated in a complex real environment. However, it does not aim to maintain the connectivity to a particular base station while expending the team, nor does it try to minimize the exploration efficiency.

The problem of relay node placement studied in $[42,43]$ is also pertinent to maintaining connectivity. Authors in [42] employ bipartite-graph to cover maximum number of mobile nodes using fixed number of relay nodes in one tier. In [43], the relay sensor placement problem is modeled as a variant of Steiner tree problem and improved approximation ratio algorithms are provided for this NP-hard problem without bandwidth consideration. A measurement study in [44] shows a
testbed of wireless camera networks. Nevertheless, nodes are static without optimized placement to reduce relay nodes.

We are not aware of previous work on using node placement in a controlled mobility model to ensure bandwidth adequacy and connectivity while considering realistic conditions such as interference and heterogeneous communication range and rate.

### 2.3 Teleoperation and Remote Sensing in Robotics

The idea of remotely controlling mobile robots is not new. Cen et al. [45] define the information in a real-time teleoperation system as "Supermedia", which includes video, audio, haptic, temperature, control commands and other media. Supermedia is distinct from the traditional multimedia in that certain types of new media are notably sensitive to network delay. The same authors provide a framework for QoS management in teleoperating robotics over overlay networks. Multipath routing is employed to reduce the transmission latency. However, it is based on wired network (Internet) for a single robot [46] rather than a multi-hop wireless network.

Additionally, a networking framework for teleoperation in safety, security and rescue robotics in unstructured environments is given in [3]. Fig. 2.1 shows the data flow are transmitted among robots, operators, and the control center. The flow has a wide range of contents, priorities, and bandwidth requirement. The authors argue that teleoperation of mobile robots requires wireless communication with complex transmission of heterogeneous data. In addition, three levels of teleoperation are defined: (i) motion level of direct mapping between operator inputs (e.g. joystick) and robot's motions, (ii) behavior level: command for short-time functions, (iii) mission level: high-level goals for a long time autonomy.


Figure 2.1. Data flow in a usage scenario of robotic teleoperation [3].

### 2.4 Relay Placement in Wireless Networks

Relay placement has been extensively studied [43,47-53]. However, there is little previous work on bandwidth-aware relay placement with the heterogeneous range and rate.

Misra et al. [47] presented a rigorous relay placement framework and gave lower bounds where relay candidate positions are constrained and sensor/relay range may differ. However, their work's aim is to achieve connectivity and survivability. Authors use existing Steiner tree approximation algorithm based on minimum spanning tree (MST) as input without a heterogeneous bandwidth constraint for each link based on distance. Besides, a bandwidth aware cooperative relay placement is given in [53]. However, it does not aim to minimize the number of relays, nor considers more than two hop relaying or the heterogenous range and rate.

Wang et al. [49] presented an interesting traffic aware relay placement scheme. However, their work has a different goal of reducing energy consumption rather than satisfying bandwidth sufficiency; the problem is modeled by Euclidean Steiner Minimum Tree problem to reduce the sum of edge length rather than the number of relays. Similar to [49], a minimum cost pipe network is computed in [54] to connect many sources to a sink. Their goal is to minimize the total pipe length cost rather than the number of relays. Besides, there is no capacity limit for each link.

Yang et al. [50] presented a relay placement to improve the network capacity in WiMax networks with heterogeneous ranges. However, the scheme considers only a single hop of relays between the base station and subscriber stations, which is different from our problem that may need multi-hop relays. Besides, relays are used differently for cooperative communication, without considering the heterogeneous bandwidth constraint based on ranges for simultaneous stream aggregation. In [51], a relay placement algorithm was presented to achieve fault tolerance with
more than one vertex-disjoint path with heterogeneous range. Similar to other work, bandwidth is not taken into account.

In $[52,55]$, a bandwidth aware relay placement is modeled as the Steiner tree problem with $\gamma$ inflow constraint to support multi-robot exploration. However, it assumes uniform communication range and rate. In [56], a joint single base station placement and routing approximation solution is proposed. However, it has a different goal and does not consider the relay placement problem.

Real-time video and voice stream aggregation has been investigated in multi-hop wireless sensor and camera networks $[44,57]$ to collect rich information about the environments. These systems have extensive applications in coal mine monitoring [58], search and rescue missions in dangerous areas, and security surveillance [52]. In [57], real-time voice streams are sent from 20 static sensor nodes to a sink in a wireless sensor network. In [44], real-time video streams are sent from 15 static camera nodes to a sink in a wireless mesh network. However, these systems do not particularly tackle the relay placement problem.

### 2.5 Static Relay Deployment for Multi-Robot Search and Ex-

## ploration

A survey on multi-traveling salesman (mTSP) is given in [59] to describe various problem formulations, solution procedures, and real-life applications of mTSP, such as school bus routing, interview scheduling and mission planning. However, mTSP is to minimize the sum of the traveler tours rather than the maximum of them. Also, mTSP does not consider the precedence or the dependency between travelers. A comparative analysis of several linear programming formu-
lations for asymmetric (single) traveling salesman problem is given in [60]. In [61], extended formulations for the precedence constrained (single) asymmetric traveling salesman problem are presented. In [62], a multiple depot, multiple traveling salesman problem is solved by transformation into single asymmetric TSP problem. However, this problem does not have the precedence constraint. In summary, none of the above work attempts to solve the multiple traveling salesman with the precedence constraints.

Balas et al. present a class of polynomially solvable (single) traveling salesman problem with precedence constraints [63]. However, their precedence constraint does not fit our application and is notably stricter than ours. In [63], a node $i$ must be prior to all $i+k$ nodes given an initial order, whereas we only require $i$ precedes a subset of nodes. Similarly unnecessary and stricter precedence constraint is imposed in the multiple traveling salesman problem with time windows (m-TSPTW) [64]. Besides, we do not have a predefined time window for each node.

There is little previous work on using online relay deployment to support remote sensing and surveillance with mobile robots and static sensors. Mobile robot search and exploration have been extensively studied without the consideration of online relay deployment [31-36,52,55, 65-69]. Besides, hybrid static sensor and mobile robot systems have been studied in [70-74]. In [73], authors deploy static mote sensors, RFID (Radio-frequency identification) tags, and mobile robots to guide fire fighters in burning buildings. However, the static sensors are deployed ahead by humans. Sensors are not used as relays for real-time operation control. In [71], a single robot is used to assist the sensor network deployment and data collection. However, sensors are not used to transmit streams from the robot.

An interesting paper by Tan et al. [75] uses both mobile and static sensors to improve the target detection accuracy. The authors develop a scheduling for movement to minimize average moving
distance. However, they have a different goal compared with our problem. The movement path in [75] is markedly simpler: each mobile sensor moves on a straight line toward a known target place in the center. One of the most relevant research work is presented in [74], where robots carry sensors as payload with online deployment. However, sensors are uniformly deployed. They serve as the navigation guides rather than transmission relays. Similar ideas of using sensors to navigate robot movement are presented in [70,72].

### 2.6 Relocations in Wireless Mobile Networks

Sensor relocation problems are extensively studied in [76-81]. When a sensor node depletes its energy or fails, sensor coverage holes evolve. Areas with redundant sensors can supply sensors to be relocated to these holes to maintain coverage.

Grid-based solutions for sensor relocation have been widely proposed [77, 80-82]. Wang, et al. [80] introduced two kinds of nodes, the grid head and its members, in their model and adopted a Grid-Quorum approach. Their scheme makes use of some notations. A quorum is mentioned in [83] as an element in a subset of a given set. In [84], a quorum system is defined as a collection of sets such that the intersection of any two sets is always non-empty. Grid cells with redundant sensors are identified as suppliers. They send an advertisement message to form a supply quorum. Consumers are grid cells in need of sensors, which send a request message to form a consumer quorum. However, with the presence of obstructions, supply and consumer quorum are not guaranteed to intersect on the grid for the matching between the supplier and consumer cells.

Similarly, [76] deals with the matching and relocation for hopping sensors. However, the issue
that potential obstructions hamper the relocation process also remains unsolved. In [85], the problem of clustering sensors under obstructive and inhospitable conditions is addressed. However, matching and relocation are not specifically tackled. In Chapter 7, we propose a simple and distributed Grid-Quorum based solution to effectively cope with obstructive environment like rugged terrains with hopping sensors.

At the same time of our work [86] and thereafter, several related research have been proposed for relocation of hopping sensors in rugged terrains [87,88]. Kim et. al [87] argues that the shortest path based scheme suffers from repeated use of sensors in specific areas, leading to occurrence of new sensor holes. They propose a new multipath relocation scheme to evenly and fairly distributing sensor to provide the requested ones to a sensing hole consumer. In addition, the definition of regularity is introduced in [88] to depict the ratio of obstructive regions in the whole area. With regularity defined, the authors proposed a reliability based scheme to relocate sensors.

## CHAPTER 3

## Connectivity and Bandwidth Aware

## Real-Time Exploration in Mobile Robot

## Networks

### 3.1 Preliminaries and Motivations

Exploring an environment is one of the fundamental problems in mobile robotics. Recently, multirobot exploration has received increased attention for its notable benefit for enhanced efficiency and robustness [32,34]. Many application domains of multi-robot exploration, such as surveillance, reconnaissance, search and rescue missions in dangerous areas require robot's bandwidthconsuming video/audio information from newly-explored area to be reliably and quickly sent back to an operator at the base station [36].

The reasons for the above transmission requirement are threefold. First, human operators often need to monitor the robot team's action and obtain the sensed information immediately. Second,
as the current robotic sensing ability is not sufficient to accurately detect complex targets, such a process should be simultaneously augmented with human recognition [38]. In fact, the use of human operators as "perceptual sensors" to process camera video is a standard practice for both UAVs and ground robotics [89]. Third, operators may even need to teleoperate robots promptly after target discovery or under exceptional circumstances. For instance, when a robot finds a victim partially covered by earthquake debris, the operator may teleoperate the robot to move closer to the target and control the robot arm to remove the obstacle and telediagnose the victim. Thus, limited robot intelligence may need to be augmented with an operator as a necessary and effective way to monitor and control a robot team. Reliable and smooth communication is essential in such a process. Hence, such Multi-Robot Real-Time eXploration (MRRTX), is critical.

MRRTX can be described as follows: A team of $n$ homogenous robots are sent from the base station (BS) to explore an unknown area. Each robot communicates with limited range by forming a multi-hop network with all robots and the BS. The question is: how to design a coordinated exploration strategy for the robot team to explore the area in a minimum amount of time under the following two constraints? (1) The network is always connected when data is transmitted. ii) The aggregated consumed bandwidth of data flows from the frontier nodes cannot exceed the link bandwidth (capacity) when transmitting back to the BS. In fact, many types of real-time streaming data such as video/audio have a stream floor rate [46], or a minimum rate to make the stream workable. For example, a typical DVD-quality video stream requires about 5 Mbps of throughput [90]. A link should always provide adequate bandwidth for each flow to meet the floor rate requirement. Without these two constraints, disconnected nodes can evolve and the aggregated data flows may exceed the link bandwidth, leading to considerable data loss and control disturbance.


Figure 3.1. Exploration snapshot of the Garden environment given in Section 3.4. (Nodes are scaled larger for illustration purpose.)

To solve MRRTX, we present Connectivity and Bandwidth Aware eXploration (CBAX). Differing from existing approaches, CBAX is an iterative exploration that divides the problem of the next round movement path generation and message routing into three subproblems, which are modeled and solved accordingly by variations of algorithmic and graph-theoretic problems, such as the set cover problem, the Steiner tree problem, and the linear bottleneck assignment problem (LBAP). When we solve the bandwidth-constrained relay node placement, we model it as a new variation, or one with the $\gamma$-inflow constraint, of the Steiner Minimum Tree Problem with Minimum Number of Steiner Points and bounded edge length (SMT-MSP) [43,91]. CBAX not only reduces the exploration time compared with recent work [32,36], but also guarantees the adequacy of link bandwidth and enhances the communication quality. In Fig. 3.1, CBAX is illustrated by an exploration snapshot obtained from our simulation program with the Garden environment given in Section 3.4. The figure describes that 4 frontier nodes with 2 relay nodes have explored $56.3 \%$ of the area in their fourth iteration of movement, where all robots with the BS are connected and frontier nodes send non-overflow streams to the base station by the routing paths CBAX generates.

The outline of this chapter is as follows. Related work is described in Section 2. Section 3.2 introduces the system model and the problem formation. In Section 3.3, CBAX's general procedure is given, along with the three subproblems and optimizations on the model. Performance evaluation is in Section 3.4 while Section 3.5 summarizes the chapter.

### 3.2 System Model and Problem Formulation

Before presenting our solution, the system model and problem formulation are introduced as follows.

### 3.2.1 System Model

Robot Model: Each robot has traveling, communication, and sensing capability. It scans the environment using cameras and acoustic sensors with sensing range $r_{s}$ and communicates with other nodes with communication range $\boldsymbol{r}_{\boldsymbol{c}}$ by a 802.11 radio, where $r_{c}>r_{s}$.

Environment and Exploration Model With a Base Station: The exploration begins with the operator selecting a targeting area, all of whose borders are reachable when robots form a straight line from BS. The area is modeled by the 2D occupancy map composed of grid cells. The cell size equals that of a robot. The states of a cell are unvisited, exploring, and explored. An explored cell can be either free or obstructed. An obstacle does not affect communication but blocks the sensing range. An unvisited cell denotes the area that has not been reached by the sensing range of robots. Arriving at their target positions, all nodes are synchronized and start simultaneously to sense the area and transmit streams back to BS for a fixed sensing and transmitting interval (STI). In STI, the unvisited grid cells within the range of $r_{s}$ of a node and not blocked by obstacles are changed to exploring status. After STI, these cells change to explored status since the operator has observed and detected the targets in STI. The cells that are explored but have at least an unvisited neighbor cell are called frontier cells and denoted as $\mathbb{F C}$. We mainly focus on how to efficiently explore the area and the issues after the target discovery, i.e., potential teleoperation tasks, are not discussed here.

Coordinated exploration is executed in an iterative and synchronized way controlled by the BS. At iteration $t, \boldsymbol{M a p}^{t}$ denotes the explored map and $\boldsymbol{T}^{t}$ gives the total time elapsed. Each robot $i$ has a position $\boldsymbol{P}_{\boldsymbol{i}}^{\boldsymbol{t}}$ and is dynamically classified as a relay node $(\mathbf{R N})$ or a frontier node $(\mathbf{F N})$. A FN explores a new area while a RN maintains connectivity for FNs with the BS. The robot
team size is $\boldsymbol{n}$ with $\boldsymbol{n}_{\boldsymbol{f} \boldsymbol{n}}$ number of FNs and $\boldsymbol{n}_{\boldsymbol{r} \boldsymbol{n}}$ number of RNs. We define the information gain of node $i$ in iteration $t$, or $\boldsymbol{I} \boldsymbol{G}_{\boldsymbol{i}}^{\boldsymbol{t}}$, as the number of unvisited cells that can be explored with a new position $P_{i}^{t}$. A position configuration is the array of positions of the $n$ robots. Specifically, $p C G^{t}$, the position configuration at iteration $t$ is defined as: $p C G^{t}=\left\{P_{1}^{t}, P_{2}^{t}, \ldots P_{n}^{t}\right\}$. The set of all possible $p C G^{t}$ is denoted as $\boldsymbol{P}^{\mathbb{C}} \mathbb{G}^{t}$. Each $p C G^{t}$ is associated with a total information gain, or $\boldsymbol{t I G} \boldsymbol{G}^{\boldsymbol{t}}$, which is the total number of non-overlapped unvisited cells that can be explored with a new position $P_{i}^{t}$ for each node $i$. A valid position configuration is the one that satisfies the Constraint I defined below. Besides, $\boldsymbol{P a t h}_{\boldsymbol{i}}^{\boldsymbol{t}}$ is the migrating path of node $i$ from iteration $t-1$ to $t$ and $\boldsymbol{P a t h}^{t}$ is the set of $\operatorname{Path}_{i}^{t}$ for each node $i$. Similar to [23], we define a dynamic graph $\boldsymbol{G}(\boldsymbol{t})=\{V, E(t)\}$ where $V$ denotes the sets of vertices indexed by the set of robots with BS and $E(t)$ is the edge set representing the time varying set of bi-directional communication links of vertices and $(i, j) \in E(t)$ iff $\operatorname{dist}\left(P_{i}^{t}, P_{j}^{t}\right) \leq r_{c}(\boldsymbol{\operatorname { d i s t }}(\boldsymbol{i}, \boldsymbol{j})$ denotes the straight-line distance between $i$ and $j$.)

In addition, we define a routing configuration by the path array from all FNs back to BS where the streams traverse. Specifically, $r C G^{t}$, the routing configuration at iteration $t$ is defined as $r C G^{t}=\left\{\mathbb{R} \mathbb{L}_{1}^{t}, \mathbb{R}_{2}^{t}, \ldots \mathbb{R} \mathbb{L}_{n}^{t}\right\}$, where $\mathbb{R}_{\boldsymbol{i}}^{t}$ is the route list, or the sequence of nodes on the routing path from $\mathrm{FN} i$ to BS in iteration $t$. A valid routing configuration is the one satisfying the Constraint II, or Equation 3.2 defined below. Combining both position and routing configurations, we define the configuration at iteration $t$ as $\boldsymbol{C G}=\left\{p C G^{t}, r C G^{t}\right\}$. A valid configuration is the one that satisfies Constraints I \& II given below and $\mathbb{C} \mathbb{G}_{\boldsymbol{v}}^{\boldsymbol{t}}$ denotes the set of all valid configurations in iteration $t$.

Wireless Communication Model: We analyze the wireless communication in area exploration with the following properties: (1) The unit-disk communication model is adopted and two nodes
$i, j$ can communicate as long as $\operatorname{dist}(i, j) \leq r_{c}$. (2) All links have a uniform link capacity $\boldsymbol{R}_{\text {capacity }}$ and a FN has a uniform flow sending rate $\boldsymbol{R}_{\boldsymbol{S}}$ for its video/audio streams not less than their stream floor rate in STI, where a flow is the combined video and audio streams from a FN to BS. (3) Streams are sent in a single selected path rather than multiple paths. (4) Interference between nodes will be analyzed in future work.

| Terms | Definitions |
| :--- | :--- |
| BS | Base station. |
| FN, RN | Frontier node and relay node. $\mathbb{F N}, \mathbb{R N}$ represent their set. |
| $n^{\prime} n_{f n}, n_{r n}$ | Number of all robots, number of FN and number of RN. |
| STI | Sensing and transmitting interval. |
| Flow | Combined video and audio streams from a FN to BS. |
| $r_{C}, r_{s}$ | Communication range and sensing range. |
| $\mathbb{F C}$ | Set of Frontier cells. |
| $P_{i}^{t}$ | Position of node $i$ in iteration $t$. |
| $G(t)$ | Dynamic graph, $G(t)=\{V, E(t)\}$. |
| $M a p^{t}$ | Explored map in iteration $t$. |
| $P a t h_{i}^{t}, P a t h^{t}$ | Moving path of node $i$ and set of all robots moving path from itera- <br> tion $t-1$ to $t$. |
| $p C G^{t}$ | Position configuration, array of node positions in iteration $t$. |
| $r C G^{t}$ | Routing configuration, path set of data flows from FN to BS. |
| $C G^{t}$ | Configuration, $C G^{t}=\left\{p C G^{t}, r C G^{t}\right\}$. |
| $\mathbb{C} \mathbb{G}_{v}^{t}$ | Set of all valid configurations in iteration $t$. |
| $I G_{i}^{t}$ | Information gain of node $i$ in iteration $t:$ Number of unvisited cells <br> to be explored. |
| $t I G^{t}$ | Total information gain. |
| $T^{t}, m T^{t}$ | Total time elapsed after iteration $t ;$ Migration time in iteration $t$. |
| $\gamma$ in Eq. 3.2 | Bandwidth ratio. |
| $R_{c a p a c i t y ~}$ | A uniform maximum link rate. |
| $R_{s}$ | A uniform flow sending rate from FN. |
|  |  |

Table 3.1. Notations in CBAX.

Constraints I \& II: In the STI of each iteration $t$ :

1. Constraint $I$. The robot team with BS's network $G(t)$ is connected.
2. Constraint II. The aggregated consumed bandwidth cannot exceed the link capacity on each link of the path from FNs to BS, which can also be expressed as:

$$
\begin{equation*}
R_{\text {capacity }}^{e} \geq \sum_{f \in F_{e}} R_{\text {consumed }(f)}^{e} \tag{3.1}
\end{equation*}
$$

$\boldsymbol{f}$ represents a flow and $\boldsymbol{F}_{\boldsymbol{e}}$ denotes all the flows passing through link $e$. With the properties in our wireless communication model, equation 3.1 is rewritten as:

$$
\begin{equation*}
R_{\text {capacity }}^{e} \geq \gamma \cdot R_{s} \tag{3.2}
\end{equation*}
$$

An integer $\gamma$, or the bandwidth ratio, denotes the maximum number of flows that can pass through link $e$ without overflowing the link, e.g., $\gamma=3$ when $R_{s}=450 \mathrm{~KB} / \mathrm{s}$ with 11 Mbps link; $\gamma=5$ when $R_{s}=128 \mathrm{~KB} / \mathrm{s}$ with 5 Mbps link.

Illustration: When iteration $t$ begins, BS computes $C G^{t}$ and sends $P_{i}^{t}$ and $P a t h_{i}^{t}$ to each node i. When receiving them, $i$ will migrate to the targeting position $P_{i}^{t}$ by path $P a t h_{i}^{t}$ from $P_{i}^{t-1}$ and send the acknowledgement back to the BS when it arrives. $\boldsymbol{m} \boldsymbol{T}^{\boldsymbol{t}}$, or the migration time in iteration $t$ is determined by the bottleneck, or the longest moving time among all nodes. After the BS receives acknowledgements from all nodes, it informs all FNs to enter STI and starts the stream transmission to the BS by the routes defined in $r C G^{t}$. Then the human operator can start to identify targets in STI by monitoring the video/audio sent from FNs. An iteration adjourns with the completion of STI. Fig. 3.2 also illustrates a robot's states in exploration.

### 3.2.2 Problem Formulation

Based on the system model, the major problem is how to explore the whole area for a robot team with minimum time under the communication constraints I \& II. Although the problem can be


Figure 3.2. Robot status in one iteration.
difficult to solve as a whole, our solution leverages a heuristic answer to a subproblem. The subproblem becomes more tractable but remains non-trivial, since it is further divided into variants of two NP-hard problems and a polynomially-solvable problem. This subproblem is to find a local optimal configuration in iteration $t$, or $C G_{l o p t}^{t}$, which has maximal total number of cells explored in unit migration time. Formally, the subproblem is: given $p C G^{t-1}$, find $C G_{l o p t}^{t}$ such that:

$$
\begin{equation*}
C G_{l o p t}^{t}=\underset{C G^{t} \in \mathbb{C} \mathbb{G}_{v}^{t}}{\operatorname{argmax}}\left(\frac{t I G^{t}}{m T^{t}}\right) \tag{3.3}
\end{equation*}
$$

### 3.3 Connectivity and Bandwidth Aware eXploration (CBAX)

### 3.3.1 CBAX Overview

Generally, CBAX attempts to enhance efficiency by maximizing the explored area by placing more robots in frontier areas, while reserving less robots as relay nodes. Additionally we endeavor to reduce the bottleneck longest distance that robots travel, as it also directly impacts the exploration time. The problem of finding $C G_{l o p t}^{t}$ in Section 3.2.2 is largely divided into three subproblems:

- Frontier node placement: Where to place $n_{f n}$ number of $\operatorname{FNs}$ in $\mathbb{F C}$ to cover maximum amount of unexplored area? The distances from current positions to new ones are also con-
sidered and modeled in the utility function.
- Relay node placement with routing path selection: How to place minimum number of RNs in explored area to satisfy the Constraint I,II and select which paths to route flows from FNs to BS?
- Position assignment and path generation: How to assign each robot with its target position and generate movement paths to minimize the bottleneck time $m T^{t}$ ?

```
Algorithm 1: General Procedure of CBAX
```

Input: $p C G^{t-1}, M a p^{t-1}, T^{t-1}$, Robot team size $n$
Output: $C G^{t}$, Path $^{t}, m T^{t}, T^{t}, M a p^{t}$
$1 n_{f n} \leftarrow n \quad / /$ "tmp" means "temporary" throughout this dissertation
2 while $n_{f n}>0$ do
else
reset $\mathbb{F N}^{t}, \mathbb{R N}^{t}, r C G^{t}, n_{r n}$
$n_{f n} \leftarrow n_{f n}-1$
12 Generate migration paths with time: $m T^{t}, T^{t}, \operatorname{Path}^{t} \leftarrow \operatorname{genPath}\left(p C G^{t-1}, T^{t-1}\right) / /$ in Alg. 7
$13 \mathrm{Map}^{t} \leftarrow \operatorname{search}\left(\right.$ Map $\left.^{t-1}, C G^{t}\right)$

Alg. 1 illustrates the general procedure of CBAX for each iteration. Initially, $n_{f n}$ is set as the team size because more FNs normally can cover more area. Given FN positions computed in line 3 , RNs are placed accordingly with routing to relay FNs with BS and $n_{r n}$ is decided. Line 5 checks whether required number of robots $n_{f n}+n_{r n}$ exceeds the fixed team size. If yes, the algorithm reduces $n_{f n}$ and places FNs and RNs again until it finds the required number of robots
can be satisfied. If $n_{f n}+n_{r n}<n$, then the remaining nodes may be able to move to frontier areas to explore extra areas where RNs can support the additional flows. In line 12, function genPath is called to assure that bottleneck distance is minimized when generating movement paths for each node to reach its target. The map will be updated after nodes arrive at their new positions and enter STI.

CBAX is a centralized scheme. Although it takes time to synchronize and transmit control messages to the BS, it fits our model as global topology information is requested by the operator at the BS anyway for remote monitoring, control, and even teleoperation. More notably, it facilitates graph theoretic modeling and methodically solving the problem. Furthermore, a distributed approach usually suffers from local suboptimal results, large amount of local data exchange [40], and non-trivial waiting time for other nodes to broadcast better results [34]. Therefore, CBAX computes robot's trajectories at the powerful base station in a safe area to ensure effective control and monitoring.

### 3.3.2 Frontier Robot Placement

```
Algorithm 2: Frontier Node Placement placeFN()
    Input: Map as a copy of \(M a p^{t-1} ; i\) as a copy of \(n_{f n}\)
    Output: \(\mathbb{F} \mathbb{N}^{t}\)
    1 while \(i>0\) do
    \(2 \quad q^{*} \leftarrow \operatorname{argmax}_{q \in \mathbb{F} \mathbb{C}} U(q)\)
        \(\mathbb{F} \mathbb{N}^{t} . a d d\left(q^{*}\right)\)
        \(M a p \leftarrow \operatorname{updateLocalMap}\left(q^{*}, M a p\right)\)
        \(\mathbb{F C} \leftarrow\) updateFrontierPosSet \((\) Map, \(\mathbb{F} \mathbb{C})\)
        \(i \leftarrow i-1\)
```

Our utility function is defined as follows:

$$
\begin{array}{r}
U(q)=I G_{q}^{t} \cdot e^{-\frac{d(q)}{\theta}},  \tag{3.4}\\
\text { where } d(q)=\min _{i \in p C G^{t-1}} d(q, i), \\
\theta=\max \left\{\theta_{0} \cdot(1-\delta), \theta_{t h}\right\} \quad\left(\delta=\frac{\operatorname{size}\left(M a p^{t-1}\right)}{\operatorname{size}\left(M a p_{\text {total }}\right)}\right)
\end{array}
$$

Where $\boldsymbol{\delta}$ is the exploration ratio, or explored area over total area. Empirically, $\theta_{0}$ is set as 20 and $\theta_{t h}$ (the threshold) is set as 12 . When $\theta \rightarrow \infty$, distance is not considered and FNs are greedily placed as the positions that cover most. On the other hand, when $\theta \rightarrow 0$ the distance is weighed heavily so the frontier cell closest to the current positions $p C G^{t-1}$ is selected. Thus, $\theta$ defined in equation 3.4 enhances performance with initial emphasis on coverage while focusing on migrating time in the end to avoid unnecessary fluctuating moves. This approach resembles the candidate evaluation method in [92] but shows disparities in setting $\theta$ dynamically to adjust the distance's weight and defining distance as the minimum from one point to a set of positions.

This problem can also be viewed as a variant of the well-known NP-hard Set Cover problem [93] when $\theta \rightarrow \infty$. In the set cover problem, the minimum number of sets are selected so that all elements are contained, while in our problem a fixed number of sets are selected with the goal that the maximum of elements are covered when assuming a set is the unvisited cell set by each frontier cell and an element as an unvisited cell. It is not difficult to prove that our problem is no easier than the set cover (thus is also NP-hard) because a polynomial solution to ours, if it ever exists, will lead to a polynomial solution to the set cover. To sum up, our solution inherits a greedy approximation of set cover, along with dynamic cost modeling of migrating distance.

| Terms | Definitions |
| :---: | :---: |
| $\delta$ | Exploration ratio. Explored area compared with total area. |
| $G_{f}(t)$ | Hybrid flow graph, $G_{f}(t)=\{V, E(t) \cup \vec{E}(t)\}$. |
| $\operatorname{dist}(i, j)$ | Straight line distance from $i$ to $j$. |
| path (i, j) | Shortest obstacle-aware migrating path from $i$ to $j$. |
| $L_{\text {cur }}, L_{\text {new }}$ | The current layer and the new layer. |
| $\mathbb{N}_{i}$ | Node i's Neighbor node set excluding $L_{n e w}, j$ is a neighbor of $i$ when $\operatorname{dist}(\mathrm{i}, \mathrm{j}) \leq r_{C}$. |
| CH, <br> $\mathbb{C H}_{\text {cur }}, i_{\text {ch }}$ | Cluster head, vector of CH of current layer, and cluster head node $i$. |
| $\mathbb{F S}{ }_{\vec{e}}, \mathbb{F S}_{i}$ | Vector of carried and to-be relayed Flow Source passing through edge $\vec{e}$ and node $i$. |
| $\mathbb{C F}_{i}, \mathbb{F C N}_{i}$ | Covered Flows (CF) and Fully Covered Nodes (FCN) of node $i$. $\left\|\mathbb{C F}_{i}\right\| \leq \gamma$. |
| $\mathbb{R} \mathbb{L}_{i}^{t}$ | Route List. Sequence of nodes on routing path from FN $i$ to BS in iteration $t$. |
| $\mathbb{N}_{B S}^{-}$ | Unsaturated 1-hop Neighbors to the BS. |
| $n_{\text {remain }}$ | Number of remaining nodes. |

Table 3.2. Notations in Algorithm 1-7 in CBAX.

### 3.3.3 Relay Robot Placement with Routing Path Selection

Now that FNs are placed, we need to find (1) whether the rest $\left(n-n_{f n}\right)$ nodes are adequate to relay BS and FNs and how to place them; (2) If the nodes are abundant, then how to route the streams from each FN to BS. We present two solutions with respect to situations considering different bandwidth ratio $\gamma$ defined in equation 3.2.

```
Algorithm 3: Relay Node Placement With Routing Selection plac-
eRN_RoutingPathSelection()
    Input: \(p C G^{t}\)
    Output: \(C G^{t}, n_{r n}\)
    1 if isBandwidthSufficient then
    \(2 \quad n_{r n}, p C G^{t} \leftarrow\) SteinerizedMST \(\left(\mathbb{F} \mathbb{N}^{t}\right)\)
    \(r C G^{t} \leftarrow B F S \_\)RoutingPath \(\left(p C G^{t}\right)\)
    4 else
    \(5 \quad C G^{t}, n_{r n} \leftarrow\) ConstrainedSteinerTree \(\operatorname{Routing}\left(\mathbb{F N}^{t}\right)\)
                                // in Alg. 5
```

- When $\gamma$ is sufficiently large, the first problem can also be viewed as a decision version of Steiner Minimum Tree Problem with Minimum Number of Steiner Points and bounded edge length (SMT-MSP) where FNs and BS are the terminal points and RNs are the Steiner points. The routing problem can be easily solved afterwards.
- When $\gamma$ is small and the bandwidth of aggregated flows may exceed link capacity, we model the problem as a decision version of SMT-MSP with the $\gamma$-inflow constraint and present our solution.


## Bandwidth-Sufficient Relay Node Placement and Routing

The problem is modeled as the NP-hard problem of SMT-MSP, which was introduced and investigated in $[43,91]$. First we build a complete graph $^{1} G_{\text {comp }}$ of BS and FNs. In the next step, our solution is built on the well-known approximation algorithm called Steinerized Minimum Spanning Tree for SMT-MSP, with an approximation ratio of 4 [91]. Interested readers may try more sophisticated schemes in [43] with ratio of 3 and 2.5. Since the ratio is only an upper bound compared with the optimal, the improvement in our application may not be that significant. When the RN is placed at an obstructed cell, $A *$ search [94] is adopted to compute the obstacle-aware shortest path from one end (starting point) to the other end (goal) of the edge (line 7 in Alg. 4) and the RN is placed again on the new path. We use the straight-line distance to the goal as the $a^{2}$ missible ${ }^{2}$ and consistent heuristic function $h(n)$ that never overestimates the distance to goal. A* search guarantees the same optimal result as Dijkstra while reducing the searching space. With RNs placed and tree constructed, the shortest routing path (in terms of number of hops) from each FN to BS can be obtained by breath-first search (BFS) (line 3 in Alg. 3). We are able to use BFS because only the

[^0]number of intermediate nodes counts while the weight of each edge is not considered.
Algorithm 4: Bandwidth-Sufficient Relay Node Placement: Steinerized Minimum Spanning
Tree SteinerizedMST()
Input: $\mathbb{F N} \mathbb{N}^{t}$
Output: $p C G^{t}$
1 Construct a complete graph $G_{c m p}$ from $\left\{\mathbb{F} \mathbb{N}^{t} \cup B S\right\}$
2 Construct a MST $T_{m s t}$ from $G_{c m p}, T \leftarrow T_{m s t}$
$3 \mathbb{R}^{t}$.add ( non-leaf nodes in $\left.T\right)$
4 foreach edge $e$ in $T$ whose length $l(e)>r_{c}$ do

10 Replace edge $e$ with $\left|\{s p\}_{e}\right|+1$ shorter edges
$11 n_{r n} \leftarrow\left|\mathbb{R}^{t}\right|$
$12 p C G^{t} \leftarrow \mathbb{F} \mathbb{N}+\mathbb{R} \mathbb{N}$

## Bandwidth-Constrained Relay Node Placement and Routing

When bandwidth ratio $\gamma$ is small, the problem is modeled as SMT-MSP with the constraint that each node can admit no more than $\gamma$ flows from FNs (FNs may also relay flows). Alternatively, if we define a node as saturated when it carries $\gamma$ flows and as over-saturated when it carries more
than $\gamma$ ones, the problem becomes SMT-MSP without over-saturated nodes when flows transmit from $n-1$ terminal points to one terminal point (BS). The problem is as hard as SMT-MSP (thus is also NP-hard) since if we can find a polynomial algorithm for it and we set $\gamma \rightarrow \infty$, SMT-MSP would be polynomially solvable.

The solution's central theme is to reduce unnecessary RNs by aggregating flows and the following definitions relevant to flow aggregation are introduced. First, on top of the dynamic graph $G(t)$ of FNs and BS, a hybrid flow graph $\boldsymbol{G}_{\boldsymbol{f}}(\boldsymbol{t})=\{V, E(t) \cup \vec{E}(t)\}$ is defined where an undirected edge $e$ denotes nodes in communication range while a directed edge $\vec{e}$ represents not only connected vertices, but also directed flow(s) from FNs to BS. Second, the Vector of carried Flow Source for each $\vec{e}$, or $\mathbb{F} \mathbb{S} \vec{e}$, denotes the vector of sources of the flows passing through this edge. For each node $i, \mathbb{F S}_{\boldsymbol{i}}$ gives the carried and to-be relayed Flows Source vector (Sources here are the FNs which produce flows). Third, $\boldsymbol{L}_{\boldsymbol{c} \boldsymbol{u r}}$ gives the current layer of nodes and $\boldsymbol{L}_{\boldsymbol{n} \boldsymbol{e w}}$ gives the new layer. Fourth, a cluster head $\mathbf{C H}$ is defined as the node that aggregates flows in each layer and $\mathbb{C H}_{\text {cur }}$ denotes the cluster head vector of current layer nodes. Last, but not least, path(i,j) denotes the shortest obstacle-aware migrating path from $i$ to $j$ and $\mathbb{N}_{\boldsymbol{i}}$ is node $i$ 's neighbor node set excluding $L_{\text {new }}$ ( $j$ is a neighbor of $i$ when $\operatorname{dist}(i, j) \leq r_{c}$ ).

Additionally, we define $\mathbb{C F}_{\boldsymbol{i}}$ as the Vector of Covered Flow of $i$, in which each element is a linked list that begins with the node ID $j \in \mathbb{N}_{i} \cup i$ as the head and continues with sources from $\mathbb{F} \mathbb{S}_{j}$ (An example has been provided in Fig. 3.5. Note that $\mathbb{C F}_{i}$ depicts the potential flows that may be carried where $\mathbb{F} \mathbb{S}_{i}$ describes the flows that have already been carried. A node $j \in \mathbb{N}_{i} \cup i$ is fully covered by node $i$ when all of $j$ 's flows can be aggregated by $i . \mathbb{F} \mathbb{C} \mathbb{N}_{i}$ denotes the vector of $i$ 's Fully Covered Nodes $\left(j \in \mathbb{F C N}_{i}\right.$ iff $\left.j \in \mathbb{N}_{i} \cup i \wedge \mathbb{F S}_{j} \subseteq \mathbb{C F}_{i}\right)$. Note that $\left|\mathbb{C F}_{i}\right| \leq \gamma$ and $\left|\mathbb{C F}{ }_{i}\right|$ only counts the source nodes. Each node must first carry its own flow if it is in $L_{\text {cur }}$, or its parent's
flow if it is a RN in $L_{n e w}$. Then $\left|\mathbb{F} \mathbb{C N}_{i}\right|-1$ denotes the number of extra RNs can be saved with such aggregation using the remaining capacity.

Flow aggregation: To minimize RN size, flow aggregation is executed in an order with maximal $\left|\mathbb{F C} \mathbb{N}_{i}\right|$ first. The problem of finding maximal $\left|\mathbb{F C N} \mathbb{N}_{i}\right|$ is solved optimally by greedily covering minimal $\left|\mathbb{F} \mathbb{S}_{i}\right|$ node first. For example, in Fig. 3.5, new layer RN node $n$ can maximally cover two extra nodes, or save two RNs immediately otherwise needed by node 3 and 4. $n$ can aggregate all flows from them: $n ’ \operatorname{si} \mathbb{C} \mathbb{N}_{n}=\{3,4\}$ with the remaining capacity $9-4=5$ after it obtains its parent node 1's four flows.

Major strategy with illustration: RN placement and routing path selection are solved jointly in a layer-based approach, which is also described in Alg. 5 and illustrated in an example in Fig. 3.3 and 3.4. First, FNs $\mathbb{F N}^{t}$ are set as $L_{c u r}$ and covered nodes/flows are computed for each node $i \in L_{\text {cur }}$ based on $\mathbb{F S}_{i}$, which is initialized as itself being the only element since a node carries its own flow (line 3). With $L_{\text {cur }}$, the algorithm is to compute $L_{\text {new }}$ as new RN until all current layer nodes are in range of BS, which is the terminating condition gives in line 4.

Computing $L_{\text {new }}$ is executed in two steps: (1) Clustering nodes and aggregating flows in $L_{\text {cur }}$ with CH selection and RN placement. (2) Aggregating flows into $L_{n e w}$ with $L_{n e w}$ RN filtering,
which are given in line 5-12, 13-22 respectively.

## Algorithm 5: Bandwidth-Constrained Relay Node Placement With Routing Path Selection ConstrainedSteinerTree_Routing()

Input: $\mathbb{F} \mathbb{N}^{t}$
Output: $C G^{t}, n_{r n}$
$1 L_{\text {cur }} \leftarrow \mathbb{F N}^{t}$, $L_{\text {new }} \leftarrow \emptyset \quad / /$ FNs as current layer
2 foreach $i \in L_{\text {cur }}$ do
$3 \mid$ initialize $\left(\mathbb{F S}_{i}\right)$, setCoveredFlow_Node $\left(i, \mathbb{N}_{i} \cup i\right.$, false $)$
4 while $\exists$ node $i\left(i \in L_{\text {cur }} \wedge \operatorname{dist}(i, B S)>r_{C}\right)$ do
$5 \quad L_{\text {cur }}^{t m p} \leftarrow L_{\text {cur }}$
while $L_{\text {cur }}^{t m p} \neq \emptyset$ do
$i_{\text {ch }} \leftarrow \max \left|\mathbb{F} \mathbb{C}_{i}\right|$ node $i \in L_{\text {cur }}^{t m p}$ with min $\operatorname{dist}(i, B S) \quad / /$ Select cluster head $\mathbb{C H}_{\text {cur. }}$.add $\left(i_{\text {ch }}\right), L_{\text {cur }}^{t m p}$.remove $\left(\mathbb{F} \mathbb{C N}_{i_{c h}}\right)$
updateFlow Route ( $i_{c h}$ )
// in Alg. 6
placeRN_along_path ( $i_{c h}$ ) // Generate Lnew in Alg. 6
foreach $i \in L_{\text {cur }}^{t m p}$ do
setCoveredFlow $\operatorname{Node}\left(i, \mathbb{N}_{i} \cup i\right.$, false $) \quad / /$ in Alg. 6
$L_{\text {new }}^{t m p} \leftarrow L_{\text {new }}$
foreach $i \in L_{\text {new }}^{t m p}$ do setCoveredFlow Node( $i, \mathbb{N}_{i}$, true)
while $L_{\text {new }}^{t m p} \neq \emptyset$ do
$i^{\dagger} \leftarrow \max \left|\mathbb{F} \mathbb{C N}_{i}\right|$ node $i \in L_{\text {new }}^{t m p}$ with $\max \left|\mathbb{C F}_{i}\right|$
if $\mid \mathbb{F} \mathbb{S}_{i}{ }^{\dagger}$.parent $\mid=0$ then $\left.L_{\text {new.remove }(~}{ }^{\dagger}\right) \quad / /$ Filtered
$L_{\text {new }}^{t m p} \cdot \operatorname{remove}\left(i^{\dagger}\right)$
updateFlow_Route ( $i^{\dagger}$ )
foreach $i \in L_{\text {new }}^{t m p}$ do $\operatorname{set}$ CoveredFlow_Node $\left(i, \mathbb{N}_{i}\right.$, true $)$
Add $L_{\text {new }}$ to $\mathbb{R}^{\mathbb{N}^{t}}$
Set $L_{\text {new }}$ as $L_{\text {cur }} ;$ Clear $L_{\text {new }}$
$23 n_{r n} \leftarrow\left|\mathbb{R}^{t}\right|, p C G^{t} \leftarrow \mathbb{F}^{t}+\mathbb{R} \mathbb{N}^{t}$
24 foreach $i$ do $r C G^{t} . a d d\left(\mathbb{R L}_{i}^{t}\right)$
$25 C G^{t} \leftarrow p C G^{t} \cup r C G^{t}$

In the first step, we repeatedly select cluster heads $\mathbf{C H}$ in $L_{\text {cur }}$ and inserts them into $\mathbb{C} \mathbb{H}_{\text {cur }}$


Figure 3.3. Example of bandwidth-constrained relay node placement and routing (Step 1 and 2 out of 4 total steps). $(\gamma=3)$ Edge weight denotes $\left|\mathbb{F} \mathbb{S}_{\vec{e}}\right|$


Figure 3.4. Example of bandwidth-constrained relay node placement and routing (Step 3 and 4 out of 4 total steps). $(\gamma=3)$ Edge weight denotes $\left|\mathbb{F} \mathbb{S}_{\vec{e}}\right|$


Figure 3.5. Aggregate flows to nodes with maximal number of fully covered neighbors first to conserve RNs.
to aggregate flow in the cluster in the order of "maximal $\left|\mathbb{F C} \mathbb{N}_{i}\right|$ first" (Choose minimum distance to BS if $\left|\mathbb{F C N} \mathbb{N}_{i}\right|$ are equal since the shorter distance indicates fewer needed RNs). Moreover, we place RNs when needed to form $L_{\text {new }}$ in the paths from $\mathbb{C H}_{\text {cur }}$ to BS and A* search is used similarly as in Alg. 4 to avoid obstacle. Note that $i_{c h}$ is set as the new RN's parent. Function updateFlow_Route ( $i$ ) (line 15-19 in Alg. 6) describes how a node $i$ aggregates flows by moving elements in neighbor node $j$ 's $\mathbb{F S} j$ to $\mathbb{F S}_{i}$ following $i$ 's covered flow $\mathbb{C F}_{i}$. Moreover, source $s$ 's $\mathbb{R} \mathbb{L}_{s}^{t}$ is updated with the new RN appended. For instance, in Fig. 3.3(a), $\mathrm{FN} c$ is chosen as cluster head since it is the closest to BS among the ones with maximal $|\mathbb{F C N}|=3 . \mathbb{F S}_{C}$ is updated as
$\{\mathrm{c}, \mathrm{b}, \mathrm{d}\}$ and $c$ is added in $\mathbb{R} \mathbb{L}_{b}^{t}$ and $\mathbb{R} \mathbb{L}_{d}^{t}$ for sources $b$ and $d$.

```
    Algorithm 6: Supporting Functions for Algorithm 5
    // Obtain (pre)knowledge on covered flows ( \(\mathbb{C F}\) ) and fully covered nodes \((\mathbb{F C N})\); not to
        transmit flows yet.
    1 setCoveredFlow Node (node \(i\), node set \(S\), bool isNewRN):
    \(2 \mathbb{C F}_{i}\).clear ()\(, \mathbb{F} \mathbb{C N}_{i}\).clear ()
    3 if \(i s N e w R N=\) true then
    4 S.remove(i.parent)
    \(5 \quad \mathbb{C F}_{i}\).add(i.parent \(\left.\rightarrow \mathbb{F}_{i \text { i.parent }}\right), \mathbb{F}_{\mathbb{C N}_{i}}\).add(i.parent)// Obtain all of its parent's flows
    6 else
    \(7 \quad\) S.remove \((i)\)
    \(8 \quad \mathbb{C F}_{i} \cdot \operatorname{add}\left(i \rightarrow \mathbb{F S}_{i}\right), \mathbb{F C N}_{i} \cdot \operatorname{add}(i) \quad / /\) Obtain all of its own flows
    9 while \(\left|\mathbb{C F}_{i}\right|<\gamma \wedge(\exists\) node \(k \in S\) whose \(|\mathbb{F S}| \neq 0)\) do
\(10 \mid j \leftarrow\) such node \(k\) with min \(|\mathbb{F S}|\)
        S.remove ( \(j\) )
        while \(\left|\mathbb{C F}_{i}\right|<\gamma\) do
            \(\mathbb{C F}_{i} \cdot \operatorname{add}\left(j \rightarrow\right.\) distinct source \(\left.k \in \mathbb{F S}_{j}\right) \quad / / \mathbb{C F}_{i} \cdot j \rightarrow\{k\}\)
        if \(\mathbb{F S}_{j} \subseteq \mathbb{C F}_{i}\) then \(\mathbb{F} \mathbb{C N}_{i}\). \(\operatorname{add}(j)\)
                                    // Fully covered node
```

    // To transmit flows.
    15 updateFlow_Route (node $i$ ):
// Function begins
16 foreach neighbor (head in $\mathbb{C F}$ ) $j \in \mathbb{C F}_{i} \cdot * \wedge j \neq i$ do
foreach $F N s \in$ source nodes for flows carried by $j$ do
Add $i$ as a relay for $\mathrm{FN} s$ in $\mathbb{R L}_{s}$
Transmit $j$ 's flows from $j$ to $i$ by updating their $\mathbb{F S}$

20 placeRN_along path ( $i$ ):
21 if $\operatorname{dist}(i, B S)>r_{C}$ then // Function begins // Place RN if needed
22 Place relay $r n$ at $\operatorname{dist}(r n, i)=r_{c}$ on the obstacle aware path from $i$ to $B S$ generated by A* $\operatorname{search}(i, B S)$
$23 \quad$ Set $r n$ 's parent as $i$; Add $r n$ to $L_{n e w}$.

In the second step, CBAX executes flow aggregation with the same order of "maximal $\left|\mathbb{F} \mathbb{C} \mathbb{N}_{i}\right|$
first" (Choose maximum size of covered flows if $\left|\mathbb{F C N}_{i}\right|$ are equal) for $L_{n e w}$ and attempts to remove unnecessary nodes by filtering the new layer nodes whose parent's flows have all been carried by others. To illustrate in Fig. 3.4(a), new layer RN_8 is first to aggregate flows with $\left|\mathbb{F} \mathbb{C N}_{R N \_8}\right|=2$ and then $R_{N \_7}$ has $\left|\mathbb{F S}_{R N \_3}\right|=0$ and is consequently filtered.

A layer placement ends when $L_{n e w}^{t m p}$ is empty (line 15). Then $L_{n e w}$ becomes $L_{c u r}$ and a new round starts. To conclude, the flows, denoted by $\mathbb{F S}_{i}$ for node $i$, are aggregated in CH in $L_{c u r}$ and then in $L_{\text {new }}$ with best endeavor to reduce the number of RNs.

Update flow information: In the beginning of the algorithm and after both flow aggregation in the two steps, function setCoveredFlow Node (line 1-14 in Alg. 6) is called to update the covered flows and fully covered node information. Furthermore, rest of the nodes still in $L_{n e w}^{t m p}$ are updated in line 20 and these updates are necessary for the next round computation. With $\gamma \rightarrow \infty$, this flow aggregation based relay placement algorithm also fits the sufficient bandwidth situation.

Upper bound of approximation ratio: We derive the upper bound of the approximation ratio of the bandwidth-constrained relay placement algorithm.

First we define some notations. A maximum degree in a graph $G$ is: $\Delta(G)=$ $\max \left\{\operatorname{deg}_{G}(v) \mid v \in V(G)\right\}$. We denote $n, n_{s}, n_{d}$, and $n_{\text {opt }}$ are the respective relay size obtained by: (i) flow constrained relay placement algorithm; (ii) S-MST without the flow constraint; (iii) DT: direct tree, or a simple aggregation tree (star graph with center BS) where all flows from FNs are directly relayed to BS without aggregation; and (iv) $T_{o p t}$ : An optimal Steiner tree with flow constraint and minimum number of RN.

In addition, MST denotes the minimum spanning tree for FNs and BS. DT and MST are two very simple tree structures easily obtained when given the input of FNs and BS. We define $\kappa=$
$n_{d} / n_{s}=\sum_{e \in E(D T)}\left\lfloor e / r_{c}\right\rfloor / \sum_{e \in E(M S T)}\left\lfloor e / r_{c}\right\rfloor$, where $\kappa$ is the ratio of relays size for DT over that of MST. Hence, $\kappa$ is related to $\mathbb{F N}$ and can be directly obtained from input.

Lemma 1. Every Steiner tree satisfies the flow constraint must have its maximum degree $\Delta(T) \leq$ $1+\gamma$.

Proof. For a vertex, its incoming degree is constrained by $\gamma$, the number of incoming flows for aggregation. With only one out-coming link, the total degree is at most $\Delta(T) \leq 1+\gamma$.

Lemma 2. There exists a shortest optimal Steiner tree $T_{\text {opt }}$ whose maximum degree is less than or equal to five, i.e., $\Delta\left(T_{o p t}\right) \leq 5$, in an obstacle free area or obstructive area where triangular inequality holds.

Proof. When the obstacle distribution does not impact the triangular inequality: with A* obstacle aware paths, the shortest side is still across from the smallest angle. Then we can prove two edges meeting at a vertex in a $T_{\text {opt }}$ form an angle of at least 60 degree, by the proof similar to that in [91] on an Euclidean plane. Besides, authors in [91] also proved that a six degree tree can be modified to a 5 degree one. Therefore, $\Delta\left(T_{o p t}\right) \leq 5$.

Theorem 1. The approximation ratio of bandwidth constrained relay placement algorithm is no greater than $\kappa \cdot(1+\gamma)$. In an environment where obstacle distribution does not affect the triangular inequality, the ratio is no greater than $\kappa \cdot \min \{5,1+\gamma\}$.

Proof. With an optimal tree $T_{o p t}$, we duplicate each edge and build an Eulerian tour such that every Steiner point appears at most $\Delta\left(T_{o p t}\right)$ times in the tour while each terminal point appears exactly once. Removing one (or more) edge in the tour will give a spanning tree $T^{\prime}$ where Steiner points have degree at most two. Its Steiner point size $n\left(T^{\prime}\right)$ is no more than $\Delta\left(T_{o p t}\right)$ times in $T_{\text {opt }}$.

Because $n_{S}$ is from S-MST: a minimum spanning tree, we have:

$$
\begin{equation*}
n_{s} \leq n\left(T^{\prime}\right) \leq \Delta\left(T_{o p t}\right) \cdot n_{\text {opt }} \tag{3.5}
\end{equation*}
$$

With $\kappa=n_{d} / n_{s}$ and the fact that flow aggregation guarantees $n \leq n_{d}$, we have:

$$
\begin{gather*}
n \leq n_{d} \leq \kappa \cdot \Delta\left(T_{o p t}\right) \cdot n_{o p t}  \tag{3.6}\\
n / n_{o p t} \leq \kappa \cdot \Delta\left(T_{o p t}\right) \tag{3.7}
\end{gather*}
$$

With Lemma 3 and $4, \Delta\left(T_{o p t}\right)=\min \{5,1+\gamma\}$ in obstacle free area or obstructive area where triangular inequality holds. Otherwise: $\Delta\left(T_{o p t}\right)=1+\gamma$. Replacing $\Delta\left(T_{o p t}\right)$ concludes the proof.

### 3.3.4 Position Assignment And Path Generation

With current positions $p C G^{t-1}$ from the execution of last iteration of $n$ robots and the computed $n$ next positions $p C G^{t}$, there is a problem with how to assign each robot to go to which newly computed position, so that $m T^{t}$, which is decided by the bottleneck longest distance of all pairs, is minimum. We formally model this problem as the linear bottleneck assignment problem (LBAP) [95]. LBAP can also be viewed as finding a perfect matching in a weighted bipartite graph that minimizes the maximum weight of all matched edges [96]. Mathematically, LBAP is:

$$
\begin{array}{r}
m T^{t}=\min _{x_{i j} \in\{0,1\}} \max _{i, j} \quad c_{i j} x_{i j},  \tag{3.8}\\
\text { subject to } \sum_{i=1}^{n} x_{i j}=1, \quad j=1, \ldots, n, \\
\sum_{j=1}^{n} x_{i j}=1, \quad i=1, \ldots, n, \\
x_{i j} \in\{0,1\}, \quad i, j=1, \ldots, n
\end{array}
$$

Where $\left\{c_{i j}\right\}_{n \times n}$ is the cost matrix and $c_{i j}$ is the cost as the length of shortest obstacle-aware path by A* from node $i$ to position $j$. Moreover, $\left\{x_{i j}\right\}_{n \times n}$ is the resulting binary matrix where $x_{i j}=1$ iff the node $i$ is assigned to position $j$. We adopt the algorithm in [97] with expected running time $\mathrm{O}\left(n^{2}\right)$, which generates the optimal result. Its general procedure is as follows: (1) From the original bipartite graph, a subgraph with $2 n \ln n$ minimum-cost edges is selected. (2) In this subgraph, LBAP is solved by scheme in [98]. (3) If a perfect matching is not found with a low probability then, the matching is done in the original graph. According to [96, 99], it is one of the
most efficient algorithms for LBAP.
Algorithm 7: LBAP Based Position Assignment and Path Generation with Collision Avoidance genPath()
Input: $p C G^{t-1}, p C G^{t}, T^{t-1}$
Output: $m T^{t}, T^{t}$, Path $^{t}$
1 Construct complete bipartite graph $G_{c b}=\left(p C G^{t-1}+p C G^{t}, E\right)$
// update edge weight as obstacle-aware ones
2 foreach $e \in E_{G_{c b}}$ do $e \leftarrow \mathrm{~A} * \operatorname{search}(e)$
// Call bipartite graph and perfect matching based LBAP() in [97]
$3 m T^{t}$, Path $^{t} \leftarrow$ graphBasedLBAP $\left(G_{c b}\right)$
$4 m T^{t}$, Path $^{t} \leftarrow$ avoidCollision $\left(m T^{t}\right.$, Path $\left.^{t}\right)$
$5 T^{t} \leftarrow T^{t-1}+m T^{t}$

6 avoidCollision $\left(m T^{t}\right.$, Path $\left.^{t}\right)$ : // Function begins
7 if IntersectionExists $\left(\right.$ Path $\left.^{t}\right)$ then
8 if SameTimeIntersectionExists $\left(\right.$ Path $\left.^{t}\right)$ then
$m T^{t} \leftarrow$ RescheduleCollisionNodes $\left(m T^{t}\right)$

Since the paths obtained may not be collision free, we adopt a simple scheduling to avoid collision (line 6-9 in Alg. 7). First we check whether intersection points of the paths exist. If true, then we will check whether the intersection is reached by different nodes simultaneously. If true again, collision may occur and different nodes may wait different amounts of time, e.g. node $i$ waits $i$ second(s) before reaching the intersection place to avoid such collision.

### 3.3.5 CBAX Enhancement

Besides the major steps above in CBAX, we improve the control message transmission and use remaining nodes for placement to further enhance CBAX's performance.

## Filter Based Control Message Transmission

In each iteration, a node needs to notify BS by sending an "arrived" control message when arriving at the target position. Since a node in movement indicates it will send to BS its "arrived" message in the future, the communication overhead can be reduced by not forwarding packets to BS if a moving node $j$ receives the "arrived" message from a stopped (arrived) node $i$. When $j$ also arrives at the targeting position, $j$ can append $i$ 's information in $j$ 's "arrived" message. The completion of the last mobile node's movement indicates the completion of all nodes in one iteration. Besides, it is possible that when an arrived node sends the message, the intermediate nodes on the path back to the BS are still moving. They may be out of reach of the sender and therefore not able to relay the message. Under such occasions, the arrived node will retransmit the packet on timeout until the BS sends acknowledgement to confirm it has received the message.

## Remaining Node Placement

When $n_{f n}+n_{r n}<n$ (line 6-7 in Alg. 1), we need to identify the remaining node positions to maximize the exploration efficiency. Generally, we attempt to place nodes as FNs using the unsaturated paths to carry flows to the BS. First, we identify the unsaturated 1-hop neighboring nodes of $\mathrm{BS} \mathbb{N}_{\boldsymbol{B}}^{-} \boldsymbol{S}$ which have extra capacity not yet used. A node $i$ is unsaturated when $\left|\mathbb{F} \mathbb{S}_{i}\right|<\gamma$. Second, to place remaining nodes as FNs , we collect cells in $\mathbb{F C}$ which are in range of the flow source nodes of $\mathbb{N}_{B S}^{-}$to form $\mathbb{F} \mathbb{C}^{*}$. The remaining node positions are selected as the cell with the
maximum gain in $\mathbb{F} \mathbb{C}^{*}$. When there are no unsaturated paths, we place the remaining node using the previous iteration position in $p C G^{t-1}$ which is closest to the nearest node in $p C G^{t}$. Such placement avoids the remaining node relocation to be the bottleneck in assignment. Alg. 8 shows
the procedure in detail.

## Algorithm 8: Remaining Node Placement placeRemainNode()

Input: $p C G^{t-1}, p C G^{t}$
Output: $p C G^{t}$
$1 n_{\text {remain }} \leftarrow n-\left(n_{f n}+n_{r n}\right)$
// Put unsaturated and close to BS's nodes in $p C G^{t}$ to $\mathbb{N}_{B S}^{-}$
foreach $i \in p C G^{t} \wedge \operatorname{dist}(i, B S) \leq r_{c} \wedge\left|\mathbb{F} \mathbb{S}_{i}\right|<\gamma$ do $\mathbb{N}_{B S}^{-}$.add (i)
3 while $\left|\mathbb{N}_{B S}^{-}\right| \neq 0 \wedge n_{\text {remain }}>0$ do
$\mathbb{F C}^{*} \leftarrow$ Frontier cells that are in range of flow sources of $\mathbb{N}_{B}^{-} S$
foreach $q \in \mathbb{F C}$ do Store corresponding node pair $(i, j)$ of BS's neighbor $i$ and flow
source $j:\left\{i, j \mid i \in \mathbb{N}_{B S}^{-}, j \in \mathbb{F S}_{i} \wedge \operatorname{dist}(q, j) \leq r_{c}\right\}$
$q^{*} \leftarrow \operatorname{argmax}_{q \in \mathbb{F} \mathbb{C}^{*}} U(q) ;$ add $q^{*}$ to $p C G^{t}$.
$i^{*}, j^{*} \leftarrow q^{*}$ 's corresponding $i, j$
Map $\leftarrow \operatorname{updateLocalMap~}\left(q^{*}\right.$, Map $)$
$\mathbb{F C} \leftarrow$ updateFrontierPosSet $($ Map, $\mathbb{F} \mathbb{C})$
Add $j^{*} \cup \mathbb{R} \mathbb{L}_{j^{*}}^{t}$ to $q^{*}$ 's route list
for $k \in \mathbb{R} \mathbb{L}_{q^{*}}^{t}$ do update $\mathbb{F} \mathbb{S}_{k}$
if $\left|\mathbb{F S}_{i^{*}}\right|=\gamma$ then $\mathbb{N}_{B S}^{-}$.remove $\left(i^{*}\right)$
$n_{\text {remain }} \leftarrow n_{\text {remain }}-1$

14 while $n_{\text {remain }}>0$ do

$$
\begin{aligned}
& q^{*} \leftarrow \text { node } q \in p C G^{t-1} \text { with min distance to nearest node in } p C G^{t} \\
& p C G^{t} \cdot \operatorname{add}\left(q^{*}\right)
\end{aligned}
$$

### 3.4 Performance Evaluation

We evaluate CBAX's performance using a multi-robot simulator in C++ and compare CBAX with two recent schemes that consider limited communication range: (1) A distributed "Sensor-based Random Graph" (SRG) scheme in [32], which is more efficient but does not guarantee connectivity; (2) A centralized "Possible Moves Sampling" (PMS) approach in [36] that assures connectivity but is less efficient. The metrics for comparison include exploration efficiency and communication quality. We use the total exploration time as the primary criteria for efficiency. If not stated otherwise, the time is measured from a clustered start at the left-bottom corner to a state with over $95 \%$ of explored area. Also, the constant STI in each iteration is not included in the measured time for the three schemes. To evaluate the communication quality, the Non-Overflow Transmission Time ratio (NO_TT), or the percentage of transmission time for not over-saturated flows divided by the total transmission time, is used. Besides, the percentage of iterations in which all robots maintain connected with BS and within the robot team, or fully-Connected Time ratio with the Base Station (CT_BS) and within the Robot Team (CT_RT), are also measured. Two environments, the Open and Garden in Fig. 3.7(a), are used to compare the schemes.

The parameters are set to make the comparisons fair. We obtain the results and parameters from SRG's sample video in [100] and simulate CBAX using the same set of parameters (with proper scaling) and the same Garden environment. While teams with only $4,6,8$ robots are tested in SRG, we simulate PMS and compare with CBAX on 6-12 robots to obtain results for more complex topologies using the Open environment. Specifically, the grid cell and robot size are 1 m , the robot's moving velocity is $1 \mathrm{~m} / \mathrm{s}$, and the accelerating/decelerating time is ignored. Map sizes for the Open and Garden environments are $45 \mathrm{~m} \times 45 \mathrm{~m}$ and $48 \mathrm{~m} \times 48 \mathrm{~m}$ and $\left(r_{c}, r_{s}\right)$ are $(10 \mathrm{~m}, 7 \mathrm{~m})$
and $(21 \mathrm{~m}, 7 \mathrm{~m})$ respectively. All experiments are run five times to obtain the average. For CBAX, two relay placement strategies are evaluated: BS-CBAX: CBAX with Bandwidth-Sufficient relay placement; BC-CBAX: CBAX with Bandwidth-Constrained relay placement $(\gamma=3)$.

Exploration efficiency: Compared with PMS, BS-CBAX and BC-CBAX reduce explore time on average by $40.9 \%$ and $39.7 \%$ respectively as shown in Fig. 7.7. The improvement is more significant when team size increases. With 12 robots, the improvement are $54.7 \%$ and $45.3 \%$. The major reason is that CBAX expends nodes promptly and systematically places nodes to reduce relay robots while in PMS, nodes are expended slowly especially when number of nodes increase. In addition, Fig. 7.8(b) shows that CBAX is more efficient than PMS with different percentages of explored area. Compared with SRG, CBAX remains the more efficient approach, even though SRG is a distributed and efficient scheme maintaining neither connectivity nor bandwidth adequacy. BS-CBAX and BC-CBAX decrease explore time on average by $15.9 \%$ and $13.0 \%$ respectively as shown in Fig. 7.8(a). With 8 robots, the improvement are $27.4 \%$ and $22.2 \%$. In most cases, BC-CBAX is slightly more efficient than BS-CBAX when $n$ is small but is less efficient when more robots are in the team. The reasons are: (1) Our flow aggregation based solution is more efficient than the general SMT based approximation algorithm. (2) The flows are less likely to be overflowed ( $\gamma=3$ ) when node number is small. With more robots, however, the impact of the constraint is more noticeable, resulting in longer exploration time with more RNs placed.

Communication quality: Compared with PMS that only guarantees connectivity, CBAX futher assures the real-time data flow of being under link capacity. In PMS, overflow transmissions occur in $21.5 \%$ of the iterations on average, in which $31.5 \%$ of data is lost. While CBAX always maintains connectivity and ensures no overflow occur, SRG with 4 robots shows that only in $20.7 \%$ of iterations all nodes are (through multi-hops) connected to BS and $48.3 \%$ of iterations all nodes are

(a) Exploration time: CBAX vs. PMS in [36] with $6,8,10,12$ of robots in the open environment.

(b) Exploration time: CBAX vs. SRG in [32] with $4,6,8$ robots in the garden environment.

Figure 3.6. Simulation results on exploration time.
connected within the robot team. Note that video available online is only with 4 robots. However, the results with $6 / 8$ robots are similar since SRG is not aware of connectivity and bandwidth. Besides, in $79.3 \%^{3}$ of iterations overflow transmission occurs and $83.7 \%$ of data is lost in such overflow sessions. Fig. 3.8 also depicts the results.

(a) The Open and Garden environments where black parts denote obstacles.

(b) Exp. time: CBAX vs. PMS in [36] with varying percentages of explored area (10 Robots).

Figure 3.7. Environments and exploration time.

[^1]Discussion: A mobile multi-hop wireless network's quality of service (QoS) is a complex issue affected by various factors such as underlying MAC protocol, interference, channel quality, scheduling, congestion control, and routing path selection. Besides, the contention based CSMA/CA MAC protocol in 802.11 may not guarantee an absolute link rate and throughput. However, topology and node movement significantly influence the performance of the network protocol in mobile ad hoc networks [101] and with our QoS-aware mobility model, we provide the most fundamental assurance of bandwidth adequacy. To further enhance rate control, we can employ the Time Division Multiple Access (TDMA) based scheduling to guarantee the required bandwidth for each flow on a certain link.

### 3.5 Summary

In this chapter, we have proposed a scheme for multi-robot exploration called Connectivity and Bandwidth Aware eXploration (CBAX), which is an efficient iteration based real-time exploration. CBAX divides the problem into frontier node placement, relay node placement with routing path selection, and matching of each robot with its target position. Moreover, we model bandwidthconstrained relay node placement into a new variant of the Steiner Minimum Tree problem and present our solution. While reducing the exploration time, CBAX maintains the network's connectivity and ensures the aggregated data flows are under the link capacity in transmission. Simulation shows that CBAX outperforms two recent exploration schemes qualitatively by demonstrating major improvement in terms of non-overflow transmission time and fully-connected transmission time. With enhanced communication quality, CBAX still reduces the exploration time, on average, by $40 \%$ and $15 \%$ respectively. In moderately dense scenarios, CBAX even decreases time by $50 \%$

(a) NO_TT: CBAX vs. PMS in [36] with 6,8,10,12 of robots in the open environment.

(b) CT_BS, CT_RT, and NO_TT: CBAX vs. SRG in [32] with 4 robots in the garden environment.

Figure 3.8. Simulation results on communication quality.
and $25 \%$. In the next chapter, we will consider the heterogeneous communication ranges and data rates along with the impact of interference.

## CHAPTER 4

## Stream Aggregation in Heterogeneous

## Range and Rate Mobile Robot Networks

### 4.1 Preliminaries and Motivations

In the previous chapter, when we cope with the key component of the exploration process, i.e., relay placement in each iteration, we have assumed uniform link capacity and transmission range (UCR). (We use link capacity to refer to the actual bandwidth or achievable throughput while the modulation rate refers to the much higher theoretical data rate that neglects numerous factors such as MAC overhead [102].) We modeled the problem by a variant of the Steiner Minimum Tree Problem with Minimum Number of Steiner Points (SMT-MSP) with integer inflow constraints. It assumes: (1) uniform disk models with homogenous link capacity and transmission range; (2) the impact of interference is minimal and is therefore neglected. While such assumptions are common and make the problem be easily analyzed and solved, they are inconsistent with real 802.11 network conditions.

In this chapter, however, we consider two new conditions, or HCRI ${ }^{2}$ : (1) the Heterogeneous link Capacities and transmission Ranges (HCR); (2) the Impact of Interference ( $\mathrm{I}^{2}$ ). The motivation of considering $\mathrm{HCRI}^{2}$ is threefold. First, as multimedia streams demand high bandwidth, it is also important to consider the tradeoff between link capacity and transmission range. There is a fundamental tradeoff between data rate and range as higher modulation rates increase the link capacity (throughput) but decrease the range at which the transmission can be successfully decoded as signal power and channel capacity decrease with distance.

Second, similar to our communication task's strong dependence on mobility, the tradeoff between link capacity and transmission range also reflects such dependence if we regard link capacity as the critical communication metric and transmission range variance as the result of movement. Since such tradeoff interestingly has the same property of tight connection of mobility and communication as our task, we would like to explore whether the tradeoff can be leveraged in favor of our task's goal. Third, as interference significantly impacts the relations of transmission ranges with rates and undermines the communication quality, we consider interference as well.

Third, $\mathrm{HCRI}^{2}$ reflects the central characteristic of wireless communication in real-world settings although it makes the node placement more complex: The transmitter and receiver's distance and $\mathrm{I}^{2}$ cause the link capacity to be dynamic. To our best knowledge, no prior work takes advantage of the tradeoff in distance and bandwidth to ensure bandwidth adequacy with controlled mobility.

UCR based relay placement cannot take advantage of HCR. Besides, $\mathrm{I}^{2}$ is also detrimental to bandwidth adequacy. To solve the problem with $\mathrm{HCRI}^{2}$, we propose a multi-channel dual radio network architecture with dynamic TDMA scheduling to minimize interference. A channel assignment scheme, modeled by bandwidth coloring, tackles out-of-band (OOB) emission [103]
in the same node by limiting the minimum channel distance. The details of the multi-channel dual radio network architecture and the channel assignment scheme are presented in Section 4.2 and Section 4.5 respectively.

Similar in CBAX, we also consider the relay placement and routing jointly because routing decides the path on which a stream traverses; and the bandwidth sufficiency depends on both supply (the link capacity) and demand (which streams use the link given the routing paths). We model the stream aggregation problem as the relay placement and routing for bandwidth sufficiency $\left(\mathbf{R}^{2} \mathbf{B S}\right)$ with $\mathrm{HCRI}^{2}$, which can be described as follows: Given a set of stream sending nodes $(\mathbb{S N})$ and a base station (BS), how to place a minimum number of relay nodes $(\mathbb{R N})$ in a set of candidate positions and choose the routing paths from each SN to BS , such that (1) all $\mathbb{S N}$ are connected with the BS with the help of relays; (2) the aggregated consumed throughput by the streams is under the link capacity, considering heterogeneous range and rate in transmission. $\mathrm{R}^{2} \mathrm{BS}$ may be classified as a single-tiered and constrained relay placement according to [47]. It is single-tiered in that $\mathbb{S N}$ also forward packets. It is constrained because there are forbidden areas where relays cannot be placed.

### 4.1.1 Key Contributions

- To the best of our knowledge, this work is the first of its kind to jointly consider relay placement and routing to achieve bandwidth sufficiency for multimedia real-time stream aggregation considering the heterogeneous range and rate and impact of interference.
- To solve $\mathrm{R}^{2} \mathrm{BS}$, we formulate the problem as a new variant of the Steiner tree problem called the heterogeneous bandwidth Steiner routing (HBSR). We prove the problem NP-hard and
present an efficient heuristic with $44 \%$ reduced relay number compared to the widely used minimum spanning tree based approximation algorithm for relay placement. We also show the upper bound of the algorithm's approximation ratio in the Appendix.
- We also found that considering heterogeneous range and rate is beneficial in relay placement. Compared to the uniform range and rate bandwidth-aware placement algorithm, our scheme reduces the number of relays by $25 \%-39 \%$.
- We propose the "expected relay count" to quantify the flow aggregation's impact on relay reduction number. With expected relay count, we evaluate different aggregation cases and select the ones with maximum reduction, resulting in significant reduced number of relays.

The rest of the chapter proceeds as follows. Section 4.2 introduces the system model. In Section 4.3, we formulate the problem and discuss the challenges. Section 4.4 presents the main solution of relay placement and routing. Section 4.5 gives the channel assignment. Performance evaluation is in Section 4.6. Section 4.7 gives the summary of the chapter.

### 4.2 System Model

### 4.2.1 Environment Model

We apply a 2D occupancy map with grid cells to represent the environment as a rectangular region $\mathbb{R}=X \times Y$. A subset of cells are marked as "obstacles" to be excluded from the candidate positions for the relays.

### 4.2.2 Network Model

We consider a static wireless network, or a mobile wireless network where nodes are static when streams are in transmission. The network has 3 types of entities: (1) stream sending nodes ( $\mathbb{S N}$ ), (2) stream relay nodes $(\mathbb{R N})$, and (3) the base station (BS). Each SN has a uniform flow sending rate $r_{s}$ for its streams. We relax $r_{s}$ to be non-uniform in the Appendix.

A link with a sender $u$ and a receiver $v$ is denoted by a directed edge $e(u, v) \in E$ in the graph $G(V=\{\mathbb{S}, \mathbb{R} \mathbb{N}, B S\}, E)$. The edge length is the physical distance between $u$ and $v$. Given its edge length, a link $e$ 's bandwidth $B_{e}$ is the maximum allowed link bandwidth mapped to the distance no smaller than its edge length. $e$ 's link utilization ratio $U_{e}$ is $e$ 's carried flow rate divided by its bandwidth. A routing path, or path $(\mathrm{V})=\left(v_{0}, v_{1}, \ldots, v_{n}\right)$, gives an ordered vector of positions.

Due to the complex impact of interference on link bandwidth, a multi-channel dual-radio with local TDMA scheduling model is adopted to eliminate interference. Note that the effectiveness and validity of the model has been demonstrated by previous testbeds [1, 103-105]. In future work, we will consider the complex interference impact under CSMA/CA.

- We adopt a multi-channel dual-radio network model to eliminate interference. The channel assignment scheme is presented in Section 4.5. Our model uses the 802.11a band because of its (1) high bandwidth, (2) 24+ non-overlapping channels for assignment: original 12 channels and another 12 channels approved in 5.47 to 5.725 GHz Band [106].
- Each node is equipped with two radios with one for transmitting (sending) data while the other for receiving data. A testbed of such multi-channel and dual-radio wireless network is given in [104].
- When multiple nodes send streams to one receiving node, the channel contention is eliminated
by the time division multiple access (TDMA) based scheduling, where the bandwidth is dynamically allocated to the senders. Contention based 802.11 CSMA/CA reduces the achievable bandwidth and also makes bandwidth estimation difficult. A testbed with similar local TDMA scheduling is presented in [105].
- Similar to the 15 -radio testbed in [103], the BS has adequate radios to support streams aggregated from $\mathbb{S N}$.
- We adopt a coarse-grained piecewise mapping function between distance and link bandwidth based on the modulation rate, because a precise mapping is often inaccurate in practice due to multi-path fading and attenuation variation.

The BS is able to collect the current $\mathbb{S N}$ positions and the obstacle distribution in the environment, which enables our centralized solution to $R^{2} B S$. Similar to previous centralized relay placement schemes [43, 47, 49, 51-53], such an approach facilitates graph theoretic modeling. It also avoids the local data exchange and local suboptimal results in a distributed manner. Besides, it fits the multi-robot search and rescue applications of our problem in mobile networks for video aggregation: the BS will remotely control robots and collect position and obstacle information anyway [55].

### 4.2.3 Mapping of Range and Rate

We present a coarse-grained piecewise mapping function between distance and link bandwidth (capacity) based on the modulation rate, given that (1) the TDMA scheduling eliminates interference between multiple senders to the same receiver; (2) the multi-channel and dual-radio framework eliminates the interference between different links.

A simple measurement in the targeted placement environment can tell the minimum link bandwidth and the maximum range for each modulation rate. The link bandwidth and the range should sustain at least $85 \%$ (a safety ratio) of the total measurement time. In a more dynamic environment, this ratio is set higher to be more conservative. Due to limited space we leave the analysis on its optimal value in future work.

We adopt the measured data in Table 4.1 from a real testbed measurement conducted by Atheros researchers in [1] with Atheros 802.11a in an office environment. Because the data describes the averaged performance, we also conservatively adjusted the safe ranges as $85 \%$ of the original ones. Different settings and hardware require remeasurement, which only affects the data in Table I but not the proposed algorithm.

Hence, given a link $e(u, v)$ with sender $u$ and receiver $v$, the function $\omega(B)=R$ maps link bandwidth from range while $\omega^{-1}(R)=B$ gives the inverse mapping. Additionally, $\mathbb{B}$ and $\mathbb{R}$ denote the link bandwidth (capacity) vector and range vector in the table respectively.

| Modulation Rate, <br> $r_{m}(\mathrm{Mbps})$ | Minimum Link Bandwidth <br> (Capacity), B(Mbps) | Safe Transmission Range, <br> $R(\mathrm{ft}), \alpha=0.85$ |
| :--- | :--- | :--- |
| 6 | 5 | 191 |
| 12 | 6 | 148 |
| 18 | 10 | 115 |
| 24 | 17 | 75 |
| 36 | 18 | 72 |
| 48 | 23 | 24 |
| 54 | 25 | 20 |

Table 4.1. Modulation rate vs. link bandwidth (capacity) vs. transmission range in 802.11a [1].

### 4.2.4 Discussions

The above measurement should be conducted in the target environment; In this paper, the obstacles are the ground level ones mainly serving as the forbidden areas for relay placement, therefore having little impact on the mapping so that the mapping is effective in the relay placement. In future work, we would like to cope with the impact of different obstacles to this mapping with two proposed solutions. The first one is based on a recent work [107] which uses pure measurement to predict effectively the best modulation rate and achievable link capacity in their testbed. To tackle the frequency-selective fading due to multipath, the authors in [107] employed the subcarrier channel state information (CSI) to compute the total bit error rate (BER). Here, we can measure the difference of CSI with and without a typical obstacle, e.g. a wall. Because CSI can predict the link performance and the obstacle distribution is known, we can adjust the new mapping with the obstacle's impact before the relay placement. A similar idea of modeling obstacle effect to predict signal attenuation is presented in [108].

The second proposed solution is to adjust the relay positions after placement if the measured link capacity is deviated from the mapping. This solution is more appropriate when relays are mobile devices such as mobile sensors or robots. When mobile relays move towards the computed initial relay positions, they can keep sending measurement packets as they move and collect CSI to maintain a database for link capacity with positions along the paths. Relays can update the target positions to adjust for radio irregularity and other dynamics.

### 4.3 Problem formulation

Given the system model, we model $\mathrm{R}^{2} \mathrm{BS}$ by a new variant of the Steiner tree problem called heterogeneous bandwidth Steiner routing problem (HBSR) with minimum Steiner points. HBSR can be described as follows. Given

- a region $\mathbb{R} \mathbb{G}$ with an obstacle-cell subset;
- a finite set of $n$ terminal points including one base terminal (BS) and $n-1$ sending terminals $(\mathbb{S N})$ with a uniform flow sending rate $r_{s}$ to the BS;
- mappings of allowed flow sizes (link bandwidth) inversely proportionate to edge lengths;
- bandwidth constraint: the sum of link utilization ratios of all incoming edges at each SN or RN is less than one;
- placement constraint: no relay is placed on obstacles;
to find a directed Steiner tree $T\left(V_{T}=\{\mathbb{S N} \cup \mathbb{R} \mathbb{N} \cup B S\}, E_{T}\right)$ that uses Steiner points $(\mathbb{R N})$ to connect all sending terminals to the BS with a valid routing path from each SN to the BS , such that the number of Steiner points in $T$ is minimized. Mathematically, HBSR is

$$
\begin{equation*}
\text { Minimize }|\mathbb{R} \mathbb{N}| \tag{4.1}
\end{equation*}
$$

$$
\begin{align*}
& \text { S.T. } \exists \operatorname{path}(V), V=\left(i, v_{1}, \ldots, v_{n}, B S\right), \forall i \in \mathbb{S N}, v_{i} \in \mathbb{N},  \tag{4.2}\\
& \begin{aligned}
\operatorname{dist}\left(v_{j}, v_{j+1}\right) & \leq \max \left\{R_{i}\right\}, \forall v_{j} \in V, j \leq n, \\
B_{e} & =\omega^{-1}\left(\min \left\{R_{i}\right\}\right), R_{i} \geq \operatorname{dist}(e), \\
U_{e} & =\sum_{f} r_{s}(f) / B_{e}, \forall \text { flow } f \text { on } e, \\
\sum_{e(u, v)} U_{e} & \leq 1, \forall v^{*} \in \mathbb{N}, \forall e \in E_{T} \wedge v=v^{*}, \\
\operatorname{position}(i) & \neq \text { obstacle }, \forall i \in \mathbb{R} \mathbb{N} \\
\forall R_{i} & \in \mathbb{R}, \quad \forall e \in E_{T},
\end{aligned} \tag{4.3}
\end{align*}
$$

Where $\mathbb{N}=\mathbb{S N} \cup \mathbb{R} \mathbb{N}$. Equations (2) and (3) show the a valid routing path from each SN to the BS with relays under the communication range. Equations (4)-(6) give the bandwidth constraint. Equation (7) provides constraints so that the relays cannot be placed at the obstacle cells.

### 4.3.1 Challenges

We first prove that the HBSR problem is NP-hard.

Theorem 2. The HBSR problem is NP-hard.

Proof. We prove the theory by contradiction. Suppose we have a polynomial solution to this problem, by relaxing the constraint by giving an infinite link capacity and a single transmission range, the problem becomes the Steiner minimum tree Problem with minimum number of Steiner points
(SMT-MSP) [43], which will then be polynomially-solvable by our solution. This contradicts the fact that SMT-MSP is NP-hard [43], and this completes the proof.

Another challenge is to solve the problem that the heterogeneous range and rate adds to the relay placement's complexity and substantially increases the solution space for possible relay positions. We need to determine whether we should place relays on $\mathbb{S N}$ 's direct paths to the BS or select some other positions to let $\mathbb{S N}$ share relays with aggregated flows. With uniform range and rate, the relay placement in [52] greedily aggregates flows at the earliest possible time, enabling multiple senders to share relays to reduce the relay number.

Such a method is no longer feasible due to the following two reasons. First, with only one radio for incoming traffic, flow aggregation can cause disconnections by reduced transmission ranges resulting from the increased link capacity requirement. Second, the flow aggregation's effect on the number of relays becomes complex: Aggregated flows demand more bandwidth, which reduces the effective transmission range and leads to a denser relay placement that compromises its benefit. Hence, flow aggregation does not necessarily reduce the relay number and it is important to evaluate its impact.

### 4.4 Relay Placement and Routing

### 4.4.1 General Procedure

We present an efficient polynomial-time heuristic that places relays layer by layer such as the breadth-first search (BFS) from $\mathbb{S N}$ to iteratively approach the BS. First, we obtain the first layer nodes from $\mathbb{S N}$ with the flow aggregations expected to reduce the number of relays (refer to Sec-
tion 4.4.3).
Second, with the first layer nodes as the current layer, we call Alg. 10 for placing the new layer nodes to approach the BS (refer to Section 4.4.4). Similar to BFS, we only place the single-hop relays for all current layer nodes to be the next layer, rather than placing multiple relays for a single node. The new layer nodes not in range of the BS will become the next round current layer. We continue the loop of: (1) calling Alg. 10 to generate the next layer; and (2) using the new layer to replace the current layer. The loop breaks when the current layer becomes empty. In addition, routing paths are generated when the flows are aggregated or forwarded to the next layer.

### 4.4.2 Evaluating Flow Aggregation's Impact on Relay Number

Basic Idea: Rather than greedily aggregating flows, we now evaluate whether aggregation is expected to reduce the relay number under the bandwidth constraints. We conduct aggregation only when the aggregation is expected to reduce relay number. We first give the following three definitions.

Definition 5.1: The bandwidth-sufficient (communication) range to support $k$ flows $R(k)$ is the maximum range mapping to the (minimum) link bandwidth more than $k \cdot r_{s}$ :

$$
\begin{equation*}
R(k)=\omega\left(\min \left\{B_{i}\right\}\right), \quad \forall B_{i} \in \mathbb{B} \wedge B_{i} \geq k \cdot r_{s} \tag{4.9}
\end{equation*}
$$

Note that Eq. 4 and Eq. 4.9 are not in a loop of computing range and rate. Eq. 4 is used to compute the expected bandwidth when an edge length is known. Eq. 4.9 is used to compute the expected edge length when its carried flow rate is known.

Definition 5.2: We propose a metric called expected relay count (denoted by $X$ ). $X(v, k)$ predicts the relay number from $v$ to BS when carrying $k$ number of flows. In an obstacle free or
sparse region, an approximate prediction is:

$$
\begin{equation*}
X(v, k)=\left\lfloor\frac{d(v, B S)}{R(k)}\right\rfloor \tag{4.10}
\end{equation*}
$$

We can obtain a more accurate $X(v, k)$ by using $\mathrm{A}^{*}$ search to find the shortest obstacle-aware path and use its length to replace $d(v, B S)$.

Definition 5.3: We define a star (denoted by $S_{i}\left(i, L_{i}\right)$ ), or a star subgraph structure, to serve as the unit for flow aggregation. A star graph $S_{i}\left(i, L_{i}\right)$ is a complete bipartite graph $K_{1,\left|L_{i}\right|}$, or a tree with one center vertex $i$ and the remaining vertices to be the leaves $L_{i}$.

We define that the star leaves are the stream senders and the star center is the stream receiver or the aggregation destination in the star. Star $S_{i}=\left(i, L_{i}\right)$ has $\left|L_{i}\right|$ number of leaves sending flow to center $i$, the aggregation point.

Recall in the system model that TDMA scheduling eliminates the interference inside a star when leaves share a channel in transmission. We say two stars $S_{i}$ and $S_{j}$ are compatible, iff they have distinct leaves and centers. The channel assignment scheme ensures no interference between stars.

Definition 5.4: Given the star subgraphs and expected relay count, we propose the reduction index (denoted by $\delta(S)$ ) to be the expected reduced number of relays per leaf by a star aggregation. Namely, to compute $(\alpha-\beta) /|L(i)|$ in $S_{i}$ :

- $\alpha$ : Expected number of relays used when relays are placed on individual path to the BS without aggregation: sum of the star leaves expected relay count.
- $\beta$ : Expected number of relays used when relays are placed on the aggregation path: potential "denser" placement due to increased carried flow size.

An aggregation on star $S$ is beneficial when it is expected to reduce the relay number $(\delta(S)>0)$.

A precise description of $\delta$ computation is given in the following sections. Besides, an illustration of the star and $\delta$ is given in Fig. 4.1.


Figure 4.1. Star and the reduction index illustration. In $\delta(S)$, the underlined " -1 " will be applied when the center is an extra relay we need to place: in placing the new layer node. It will not be applied when the center is an existing node: in aggregation in $\mathbb{S N}$.


Figure 4.2. Illustration of relay node placement. (Uniform sending rate $r_{s}=3 \mathrm{Mbps}$ )


Figure 4.3. Illustration of relay node placement (Continued). (Uniform sending rate $r_{s}=3 \mathrm{Mbps}$ )

| Terms | Definitions |
| :--- | :--- |
| HBSR | The problem of heterogeneous bandwidth Steiner routing. |
| SN, SN | Sending terminals (stream sending nodes). |
| RN, $\mathbb{R N}$ | Steiner points (relay nodes). |
| $r_{s}$ | A uniform single flow sending rate at each SN. |
| $B_{e}$ | Achievable bandwidth based on distance of link $e$. |
| $U_{e}$ | $e$ 's link utilization ratio: its carried flow rate divided by its band- <br> width. |
| $R(k)$ | Bandwidth-sufficient range for $k$ number of flows. |
| $\mathbb{R}, \mathbb{B}, \omega$ | link bandwidth, communication range vectors and their mapping <br> function from Table I. |
| $X(v, k)$ | Expected relay count for $v$ with $k$ flows. |
| $S(i, L(i))$ | A star with center $i$ and leaves $L(i)$. Leaves are the stream senders <br> and the center is the stream receiver. |
| $\delta(S)$ | (Relay) reduction index by a star $S$. |
| $\mathbb{S}_{s n, \mathbb{S}_{c}, \mathbb{S}}$ | The star vector in $\mathbb{S N}$, the candidate star vector, the final compat- <br> ible star vector for channel assignment. |

Table 4.2. Notations in HBSR.

### 4.4.3 Flow Aggregation in Sending Terminals $\mathbb{S N}$

Algorithm 9: Selecting leaves for a node $i$ with maximum reduction index.
1 Input: Node $i$. Output: Leaves $L(i)$ with reduction index $\delta(S(i, L(i))$.
2 Form an $i$ 's candidate leaf set by node $j$ in current layer satisfying: (1) farther from BS than $i$. (2) $j$ is in the bandwidth-sufficient range of $i$.

3 Compute bandwidth $B_{e}$ for each link whose sender is in the candidate leaf set and the receiver is $i$ using Eq. 4 .

4 Sort the candidate leaf set by distance to $i$ in ascending order.
5 Add each node $j \in i$ 's candidate leaf set to a bandwidth-allowed leaf set $B L(i)$ in order, until the sum of $e_{j i}$ 's link utilization ratio is greater than 1: Eq. 6 is violated. Each time when a new node is added: update reduction index by computing $\delta(S(i, B L(i)))$ as in Eq. 4.11.
$6 i$ 's leaves $L_{i}$ is set as the $B L_{i}$ when it has the maximum reduction index.

## Main Procedures

- For each $i \in \mathbb{S N}$ not in 1-hop bandwidth-sufficient range of the BS, we form a star with center $i$, select its leaves and compute the reduction index $\delta$ by calling Alg. 9 to evaluate how much "benefit" we can obtain if using $i$ as the aggregation point to aggregate flows with different leaves.
- Given all the possible star candidates, we have a loop of selecting the star with the maximum reduction index and conduct aggregation until the reduction index of the star is negative. (With non-negative reduction index, aggregation never increases the number of relays).
- The remaining nodes not from the selected stars, along with selected star centers, serve as the
first layer node. They will be the input of Alg. 10 for the next step. All selected stars are inserted into a star vector in $\mathbb{S N}$, or $\mathbb{S}_{s n}$.
- For each selected star with center $i$, we also transfer the flows from leaves to $i$ and insert $i$ to the routing path (relay path) for each leaf.

In Alg 9, the reduction index $\delta\left(S\left(i, B L_{i}\right)\right)$ is computed by:

$$
\begin{equation*}
\delta\left(S\left(i, B L_{i}\right)\right)=\frac{\sum_{j \in B L_{i} \cup i} X(j, 1)-X\left(i,\left|B L_{i}\right|+1\right)}{\left|B L_{i}\right|} \tag{4.11}
\end{equation*}
$$

Example of Leaf Selection: We illustrate reduction index computation with Fig. 4.2(b). For $n_{1}$, its candidate leaf set has 5 nodes: $\left\{n_{4}, n_{0}, n_{2}, n_{3}, n_{5}\right\}$, which are farther from the BS than $n_{1}$ is. By greedily selecting nodes from the candidate set in ascending order to the BS, only three nodes are allowed before the capacity is full. Besides, we discover that $\delta$ reaches its maximum as 0.5 when only the first two leaves are used. Therefore, $L_{n_{1}}$ 's final leaf set has two nodes: $n_{2}$ and $n_{4}$.

Example of Aggregation: We illustrate the flow aggregation in $\mathbb{S N}$ in Fig. 4.2(a). Each node computes leaves and the reduction index $\delta$. The node with maximum $\delta$ node $n_{5}$ is chosen ( $\delta n_{5}=2$ ) to be aggregated with flow from $n_{3}$. With $n_{5}$ and $n_{3}$ eliminated, $\delta$ is recomputed for the rest nodes. Node $n_{4}$ with maximum $\delta_{n_{4}}=1$ is selected as the destination for flows from $n_{0}$ and $n_{2}$. The aggregation terminates as the rest of nodes $n_{1}$ and $n_{6}$ have maximum $\delta<0$.

### 4.4.4 New Layer Relay Placement with Flow Aggregation

Overview: Given the first layer node as the current layer, the next layer nodes are placed to approach the BS. A new layer node is placed at the aggregation point to approach the BS if the flow aggregation is expected to reduce relays. Otherwise it is placed to be closer to the BS by its
bandwidth-sufficient range, on the direct path from the current layer node to the BS. The major steps are in Alg. 10. Alg. 10 calls Alg. 11 to compute the next layer candidate relay positions. They are the potential aggregation destinations given the current node pairs.

Select Compatible Stars with Maximum Sum of Reduction Index: In Alg. 10, given the candidate star vector $\mathbb{S}_{c}$ computed by calling Alg. 11 , we need to select a subset of stars with the maximum sum of star's reduction index to form a final star vector $\mathbb{S}$. A new layer relay will be placed in the center at each star in $\mathbb{S}$. The stars in $\mathbb{S}$ must be compatible because they cannot share leaves or centers since a flow can only be aggregated to one destination under the bandwidth constraints.

The problem is modeled as the NP-hard [109] maximum weighted set packing problem, which is defined as follows: Given a finite set and a list of subset, find the disjoint subsets with maximum sum of weight. In our problem, the finite set is the set of all the leaves of stars in $\mathbb{S}_{C}$. Each star is a
subset including its two leaves, and the star's reduction index is the weight of the subset.

## Algorithm 10: New layer relay placement with flow aggregation.

1 Input: Current layer nodes. Output: New layer nodes; routing paths.
2 Form a candidate star vector $\mathbb{S}_{c}$ by a hypothetical placement of center vertex as destination for each pair of nodes in current layer. Call Alg. $11\binom{k}{2}$ times ( $k$ is the number of nodes in current layer). Use each node pair to be Alg. 11's input.

3 Select a final star vector $\mathbb{S}$ with the maximum sum of reduction index from $\mathbb{S}_{c}$ : Iterate through $\mathbb{S}_{c}$ 's powerset, filter out the incompatible subsets, and obtain the compatible subset with maximum of the sum of reduction index. Denote the resulting star vector $\mathbb{S}$.

4 New layer is set by the following two types of nodes: (1) Centers in $\mathbb{S}$; (2) New nodes placed for non-aggregated flows for rest of the current layer nodes at bandwidth-sufficient range on the obstacle-aware paths to the BS by $\mathrm{A}^{*}$ search.

5 Flows and routing paths are updated similar to the procedure in Section 4.4.3.
6 Links with non-aggregated flows (a star with 1 center and 1 leaf) are also inserted into $\mathbb{S}$. Besides, $\mathbb{S}_{s n}$ is appended to $\mathbb{S}$.

Algorithm 11: Choose new layer node position for aggregation.
1 Input: Leaf positions $m, n$. Output: A candidate star $S$ with center position $p$ and reduction index $\delta(S(p, L(p)))$, where $L(p)=\{m, n\}$.

2 Obtain range vectors $\mathbb{R}_{m} \subseteq \mathbb{R}, \mathbb{R}_{n} \subseteq \mathbb{R}$ constrained by their bandwidth requirement for the carried flow sizes.

3 Compute Bandwidth $B_{e}$ for links with length equal to each range $R \in \mathbb{R}_{m} \cup \mathbb{R}_{n}$ by Eq. 4 .
4 Test each pair $<i, j>\forall i \in \mathbb{R}_{m}, j \in \mathbb{R}_{n}$. When (1) total flows do not exceed the shared bandwidth: Eq. 6 is not violated; and (2) valid overlapping area exists for range disks $m$ and $n$ : The closest position $p^{\prime}$ to the BS in the overlapping area is saved as a candidate star center for this pair.

5 Final center $p$ is the closest position to the BS among all candidate centers. Form $S\left(p, L_{p}\right)$ with leaves $L_{p}=\{m, n\}$.

6 Compute reduction index by Eq. 4.12. Add $S\left(p, L_{p}\right)$ to the candidate star vector $\mathbb{S}_{c}$ if $\delta\left(S\left(p, L_{p}\right)\right)>0($ Not beneficial stars cannot be candidates: aggregation never increases the number of relays).

Due to the NP-hard nature of this problem, we compute the powerset to try all possible cases to obtain the optimal result when the input size is less than a threshold $k:\left|\mathbb{S}_{c}\right| \leq k$. (The powerset of a set is the set of all its subsets.) If $\left|\mathbb{S}_{c}\right|>k$, we iteratively greedily select stars with the maximum reduction index to form $\mathbb{S}$. In the simulation process, we set $k=12$ and find that all our test cases have $\left|\mathbb{S}_{c}\right|<k$ and the results are computed efficiently.

Choose the New Layer Node Position for Aggregation: In Alg 11, the reduction index
$\delta\left(S\left(i, L_{i}\right)\right)$ is computed by:

$$
\begin{equation*}
\delta\left(S\left(i, L_{i}\right)\right)=\frac{\sum_{j \in L_{i}} X\left(j,\left|f_{j}\right|\right)-1-X\left(i, \sum_{j \in L_{i}}\left|f_{j}\right|\right)}{\left|L_{i}\right|} \tag{4.12}
\end{equation*}
$$

where $f_{j}$ is the flow size carried by $j$. Note that the flexible position of the star center is the main difference compared to the aggregation in $\mathbb{S N}$. The star center $p$ is generally the closest position to the BS in the overlapping area of range disks of $i, j$. Note that it is possible all range combinations fail to provide bandwidth adequacy after aggregation. In addition, the formed star $S$ is added to $\mathbb{S}_{c}$ only when beneficial: $\delta(S)>0$.

Example of Choosing New Layer Node Position for Aggregation: Fig. 4.3(a) illustrates Alg. 11. Given a pair of current layer nodes $m, n$ with $f_{m}=8 \mathrm{Mbps}, f_{n}=2 \mathrm{Mbps}$, the range sets $\mathbb{R}_{m}, \mathbb{R}_{n}$ are known. Each pair of ranges for $m, n$ are tested until we find the final position $p$. Note that $p$ is not placed in $m$ 's out-most disk because the maximum ranges for $R_{\max }^{m}=115 \mathrm{ft}, R_{\max }^{n}=191 \mathrm{ft}$ cannot be used together: They exceed the bandwidth with sum of link utilization ratio $\sum U=$ $8 / 10+2 / 5=1.2>1.0$.

Example of Aggregation: Fig. 4.3(b) illustrates placing new layer relays with flow aggregation. While $n_{0}$ and $n_{4}$ are too far apart to be aggregated, $n_{7}$ and $n_{8}$ are in range to aggregate each of its flow 3 Mbps to $n_{9}$ with 6 Mbps . In addition, $n_{1}$ 's 6 Mbps flow, including that from $n_{2}$, is aggregated with $n_{3}$ 's 3 Mbps flow to $n_{6}$.

Example of Relay Density Variance: Both Fig.4.2(a) 4.3(b) show relay density variation among paths with different flow sizes. In Fig. 4.3(b), more relays are placed on path from $n_{6}$ than that from $n_{9}$ to the BS. Likewise, relays are placed more sparsely for a single flow in path from $n_{6}$ to the BS compared with other paths in Fig. 4.2(a). To sum up, flows are aggregated when they are expected to reduce relay number in placement.

### 4.4.5 Upper Bound of Approximation Ratio

We derive the upper bound of the approximation ratio of our solution to HBSR. First we define some notations. $R$ gives the transmission range corresponding to a single flow rate $r_{s}$ from each SN . Furthermore, $B_{m}$ represents the maximum link bandwidth $B_{m}=\max _{B_{i} \in \mathbb{B}}\left\{B_{i}\right\}$, i.e., $B_{m}=$ 25 Mbps according to Table 4.1. A maximum degree in a graph $G$ is: $\Delta(G)=\max \left\{\operatorname{deg}_{G}(v) \mid v \in\right.$ $V(G)\}$. A degree of a vertex $v$ is the times $v$ is used as an end vertex of an edge in the graph.

We denote $n, n_{s}, n_{d}$, and $n_{\text {opt }}$ are the respective relay number obtained by: (1) algorithm for HBSR; (2) S-MST: the Steinerized minimum spanning tree [91] with a uniform range $R$ not considering the flow constraint; (3) DT: direct tree, or the simple aggregation tree (star graph with center BS) where all flows from $\mathbb{S N}$ are directly relayed to BS without aggregation; and (4) $T_{\text {opt }}$ : An optimal Steiner tree with flow constraint and heterogeneous ranges that requires minimum number of relays. All four schemes except (2) satisfy our problem statement.

Besides, we use MST to denote the minimum spanning tree for $\mathbb{S N}$ and BS. Note that DT and MST are two very simple tree structures easily obtained when given the input of $\mathbb{S N}$ and BS. We define $\kappa=n_{d} / n_{s}=\sum_{e \in E(D T)}\lfloor e / R\rfloor / \sum_{e \in E(M S T)}\lfloor e / R\rfloor$, where $\kappa$ is the ratio of relays size for DT over that of MST with uniform range $R$. Thus, $\kappa$ is relevant to $\mathbb{S N}$ and can be directly obtained from the input of HBSR.

Theorem 3. The approximation ratio of our relay placement algorithm is no greater than $\kappa \cdot(1+$ $B_{m} / r_{s}$ ). In an environment where obstacle distribution does not affect the triangular inequality, the ratio is no greater than $\kappa \cdot \min \left\{5,1+B_{m} / r_{s}\right\}$.

Proof. With an optimal tree $T_{o p t}$, we duplicate each edge and build an Eulerian tour such that every Steiner point appears at most $\Delta\left(T_{o p t}\right)$ times in the tour while every terminal point appears
exactly once. Removing one (or more) edge in the tour will give a spanning tree $T^{\prime}$ where Steiner points have degree at most two. Its Steiner point size $n\left(T^{\prime}\right)$ is no more than $\Delta\left(T_{\text {opt }}\right)$ times in $T_{\text {opt }}$. Because $n_{s}$ is from S-MST: a minimum spanning tree with relays on uniform non-shortened edges for single flows. Clearly, we have:

$$
\begin{equation*}
n_{s} \leq n\left(T^{\prime}\right) \leq \Delta\left(T_{o p t}\right) \cdot n_{\text {opt }} \tag{4.13}
\end{equation*}
$$

With $\kappa=n_{d} / n_{s}$ and the fact that flow aggregation guarantees $n \leq n_{d}$, we have:

$$
\begin{gather*}
n \leq n_{d} \leq \kappa \cdot \Delta\left(T_{o p t}\right) \cdot n_{o p t}  \tag{4.14}\\
n / n_{o p t} \leq \kappa \cdot \Delta\left(T_{o p t}\right) \tag{4.15}
\end{gather*}
$$

Lemma 3. Every Steiner tree that satisfies the flow constraint must have its maximum degree $\Delta(T) \leq 1+B_{m} / r_{s}$.

Proof. For a vertex, its incoming degree is the same as the number of incoming flows for aggregation, which is constrained by the maximum link bandwidth $B_{m}$. As we allow only one outgoing link, the total degree is at most $\Delta(T) \leq 1+B_{m} / r_{s}$.

Lemma 4. There exists a shortest optimal Steiner tree $T_{\text {opt }}$ whose maximum degree is less than or equal to five, i.e., $\Delta\left(T_{o p t}\right) \leq 5$, in an obstacle-free area or obstructive area where triangular inequality holds [91].

From Lemma 3 and 4, $\Delta\left(T_{o p t}\right)=\min \left\{5,1+B_{m} / r_{s}\right\}$ in obstacle free area or obstructive area where triangular inequality holds. Otherwise: $\Delta\left(T_{\text {opt }}\right)=1+B_{m} / r_{s}$. Replacing $\Delta\left(T_{\text {opt }}\right)$ concludes the proof.

### 4.4.6 Extension

Theorem 4. Our solution to HBSR is extensible to deal with non-uniform flow sending rates $r_{s}$ from $\mathbb{S N}$.

Proof. In the current solution, the flow aggregation in $\mathbb{S N}$ assumes each flow sending rate is uniform, while the new layer node placement already assumes different flow sizes after possible aggregations in $\mathbb{S N}$. The major changes to support non-uniform sending rates $r_{s}$ are as follows. (1) Change from the number of carried flows to the sum of all flow rates on a link in Eq. 4.11 and 4.12. (2) The expected relay count needs to be updated with a new bandwidth sufficient range in Eq. 4.9 mapping to the minimum link bandwidth more than $\sum r_{s}$ rather than $k \cdot r_{s}$. (3) The sorting in step 3 in Alg. 9 is now based on the ascending order of link utilization ratio rather than the distance to BS. These changes enable the reduction index computation with heterogeneous sending rates and this completes the proof.

### 4.5 Channel Assignment

```
Algorithm 12: Channel assignment.
1 Input: Star vector \(\mathbb{S}\). Output: A channel assigned for each \(S \in \mathbb{S}\).
2 Construct star reduced graph (SRG) \(G_{s r g}(V, E)\) from \(\mathbb{S}\).
3 Construct link contention graph (LCG) \(G_{l c g}(V, E) \leftarrow G_{s r g}(L(V), L(E))\).
4 Compute channel distances for each \(e\) and update \(E\) in \(G_{l c g}\).
5 Vertices \(V_{t m p} \leftarrow V\) in \(G_{l c g}\).
6 while \(V_{t m p}\) is not empty do
\(7 \quad i^{*} \leftarrow \operatorname{argmax}_{i \in V_{t m p}} \sum_{j \in V_{t m p} \wedge \exists e_{i j}}\) weight \(_{e_{i j}}\).
    Assign least unused channel ID to \(S_{i^{*}}\). Remove \(i^{*}\) from \(V_{t m p}\).
```

Although relays are placed with selected flow aggregation and varying distances according to different flow sizes, bandwidth adequacy cannot be satisfied without proper channel assignment to eliminate the inter-star interference. We model the channel assignment problem as the NPhard bandwidth coloring problem [110] for a minimum total number of channels. Here, a channel represents the color. Bandwidth coloring problem generalizes the classical vertex coloring problem with the edge weight constraints on color distances of adjacent vertices. Such modeling enables us to tackle the problem of out-of-band (OOB) emission (or the adjacent channel interference with power leakage when radios are placed very close (less than 1m) [103]). To overcome this problem, we double the channel distance for the two radios at the same node, which is modeled by the doubled weight. A greedy algorithm is designed to choose the vertex with the maximum sum of adjacent edge weights (Detailed procedures are in Alg. 12).

### 4.6 Performance Evaluation

## Summary

- To evaluate the quality of the proposed method (for simplicity, we call our method HBSR), we compare HBSR to the widely used minimum spanning tree based approximation for relay placement.
- To evaluate the benefit of considering heterogeneous range and rate, we compare HBSR to the uniform range and rate based relay placement.
- In addition, we also apply HBSR to a coordinated mobility model where fewer relays can enable more robots to conduct search and thus increase the mobility efficiency. The mobility model is a multi-robot area exploration strategy with video aggregation [52].

We use a C++ simulation program with the Open and Garden environments as in Fig. 4.5(b), where obstacles are denoted by black cells. Both environments are represented by $150 \times 150$ grid cells with cell edge length of 6 ft .

Due to the exponential nature of HBSR, and the highly complex linear programming formulation for heterogeneous ranges and rates, we did not directly compare the results with the optimal or its lower bound. Instead we provided the upper bound of the approximation ratio to the optimal. We will carry out the direct comparison to optimal in future work.

### 4.6.1 Comparing to Minimum Spanning Tree based Relay Placement

First, we compare the required relay number to a heterogeneous range and data placement scheme satisfying the bandwidth requirement. It is built upon a widely used approximation algorithm called the Steinerized Minimum Spanning Tree [91] (for simplicity we call this scheme S-MST)

(a) S-MST fails when $|S \mathbb{N}|>12 . r_{s}=2$ Mbps.


Figure 4.4. (a)-(b): Compare relay number to bandwidth aware S-MST: Varied flow sending rate $r_{s}$ of $2-3 \mathrm{Mbps}$.


Figure 4.5. (a): Compare relay number to bandwidth aware S-MST: Varied flow sending rate $r_{s}$ of 4 Mbps . (b): Obstructive environments.


Figure 4.6. (a)-(b): Compare relay number to uniform range and rate relay placement $\left(\mathrm{UR}^{2}\right)$ : varied $|\mathbb{S N}|$ and distance to BS.


Figure 4.7. (a)-(b): Compare exploration efficiency to $U R^{2}$ based exploration by total number of iterations.
for relay placement. We choose S-MST for comparison because there is no existing algorithm exactly match our problem statement, but many solutions to the Steiner tree problem variants are based on the minimum spanning tree $[43,47,91,111]$.

In S-MST, relay are added on the longer than $R$ edges in MST to connect all terminals according to different flow sizes ( $R$ is the bandwidth-sufficient range). S-MST has a severe weakness of overflow that our scheme does not have: When all flows are aggregated to one SN and transmitted to BS via a single edge on the MST, flows may exceed the maximum link capacity (e.g. 25Mbps in Table 4.1). Because of overflow and our interest to observe situations where bandwidth's impact is non-trivial, we test on relay number with a fixed range of distance to the BS and use the highest four numbers of $\mathbb{S N}$ below overflow with varying sending rate $r_{s}$ from $2-4 \mathrm{Mbps}$.

All relay number tests in Section 4.6.1,4.6.2 are run 200 times to obtain the average in the Garden environment. We found that our algorithm is efficient and no instance runs more than one second. The $95 \%$ confidence interval is shown by the error bars. We use the polar coordinate $(R, \theta)$ to represent $\mathbb{S N}$ positions with the BS at $\left(0,0^{\circ}\right) . R$ is random uniformly distributed in [ $R_{0}-\beta, R_{0}+\beta$ ]. When comparing with S-MST, we set $R_{0}=480 \mathrm{ft}$ and $\beta=240 \mathrm{ft}$, and $\theta$ is uniformly distributed in $\left[0^{\circ}, 90^{\circ}\right]$. Fig. 4.4 and 4.5 show HBSR reduces the number of relays by $53.1 \%$, $41.0 \%$, and $38.6 \%$ on average. For the situations with the highest two $\mathbb{S N}$ numbers before overflow, the relay number reduction is more notable, which is $60.4 \%$ on average.

### 4.6.2 Comparing to Uniform Range and Rate Relay Placement

Second, we compare the number of relays to the uniform range and rate ( $\mathbf{U R}^{2}$ ) scheme in [52] with two test sets: (1) Varying size of 4-12 SN with fixed range of distance to the BS
( $R_{0}=480 \mathrm{ft}$ and $\beta=240 \mathrm{ft}$ ). (2) Fixed size of $10 \mathbb{S N}$ with varying ranges of distance to the BS $\left(R_{0} \in\{360,480,600,720\}(\mathrm{ft})\right) ; \mathrm{r}_{s}$ is set as 3 Mbps hereafter. As shown in Fig. 4.6(a) 4.6(b), our scheme reduces the number of relays on average by $25.4 \%-39.0 \%$ and $25.5 \%-36.3 \%$ respectively in the two test sets compared to $\mathrm{UR}^{2}$ schemes with range corresponding to $6-18 \mathrm{Mbps}$ modulation data rates. (UR ${ }^{2}$ with rates above 18 Mbps are not compared as they need notably more relays.) These results demonstrate the benefit of considering heterogeneous range and rate in relay placement because of its flexibility in adapting to different bandwidth and range requirements.

### 4.6.3 Evaluating HBSR's Impact on Mobility Efficiency



Figure 4.8. Stream aggregation for area exploration.

We also apply HBSR to a coordinated multi-robot exploration strategy with video aggregation [52]. An screenshot of the exploration with HBSR is shown in Fig. 4.8. Relay placement is a critical component in its iterative mobility model. In each round, a portion of the robots will be the relays and the remaining will be the "frontier" robots to explore the area. Less relays can enable more frontier robots to conduct search and thus increase the mobility efficiency. We compare the exploration-efficiency difference when using (1) HBSR vs. (2) $\mathrm{UR}^{2}$ to be the relay placement component. The S-MST is not evaluated here due to its overflow problem.

We measured the number of iterations for exploration from a clustered start to $95 \%$ of explored area. Each robot has a sensing range of 48ft. Fig. 4.7(a) 4.7(b) demonstrate that the decrease in movement iteration number is on average $18.9 \%-32.1 \%$ and $20.1-34.3 \%$ compared to $\mathrm{UR}^{2} 6-18 \mathrm{Mbps}$ for the garden and open environments respectively given the total robot number of $12,14,16,18$. Note that the improvement is also influenced by this specific exploration model in [52]. In future work, it is desirable to devise a heterogeneous mobile robot exploration model to fully exploit HBSR's benefit.

The figures also show that a single range and rate choice has the least number of movement iterations for a certain total robot number; however, exploration with this range and rate may not have the least iterations for other total robot numbers. This fact also demonstrates that a single transmission range based placement lacks the flexibility to adapt to different node densities and the total bandwidth demands.

Furthermore, Fig. 4.9(b) shows the FN numbers in the exploration progress with 18 robots. With less relays, we successfully place more FNs than $U^{2}-12 \mathrm{Mbps}$ version in 21 out of 33 iterations (63\%), which effectively completes the exploration at $33_{r d}$ round, 10 rounds earlier than UR $^{2}$-12Mbps. Besides, Fig. 4.9(a) shows the average/maximum number of channels assigned in


Figure 4.9. Channel sizes in exploration; $|\mathbb{F N}|$ as exploration proceeds.
exploration for the two environments. Different environments do not have a significant impact on the channel size. The average/maximum number of channels is approximately 3 or 1 less than the total node number, respectively.

### 4.7 Summary

In this chapter, we consider the heterogeneous link capacity and transmission range in the real-time multimedia aggregation for mobile robot networks.

We formulate the problem as a new variant of the Steiner tree problem called the heterogeneous bandwidth Steiner routing problem (HBSR). We show HBSR's NP-hardness and the upper bound of our solution's approximation ratio. Our solution to HBSR places relay nodes iteratively and aggregates flows when the aggregation is predicted to reduce the number of relays, reducing relay number by an average of $44 \%$ compared to the widely used minimum spanning tree based algorithm.

We also found that considering heterogeneous range and rate is beneficial in relay placement and significantly reduces the number of relays compared to the uniform range and rate placement. A single range and rate lack the flexibility to adapt to different stream demands of rates and ranges. Besides, HBSR improves the mobility efficiency in the multi-robot exploration task. In the next chapter, we will introduce an alternative paradigm of online relay deployment to support remote sensing and control in mobile wireless networks.

## CHAPTER 5

## STARS: Static Relays for Multi-Robot

## Real-time Search and Monitoring

### 5.1 Preliminaries and Motivations

In the previous chapters, we attempt to reduce the the number of relaying robots to have more frontier robots to explore the area, aiming to improve the efficiency in area exploration. However, using expensive and powerful robots to merely serve as simple relays may not be a cost-effective approach. Besides, it is extra cost for an increasing number of robots to "retreat" from frontier areas to approach the base station to serve as relays. Furthermore, given a fixed number of robots, an increasing number of relay robots will finally prevent the frontier robots from moving forward.

In this chapter, we present a novel approach of using online relay deployment (deploying relays at the same time as robots migrate) by mobile robots to support stream transmission to the base station given a known environment. The motion planning to support transmission to the base station with relay deployment heavily relies on a new variation of the traveling salesman problem.

Therefore, we first introduce the theoretical problem. Then, we show its application in the tour generation in the multi-robot search problem.

The traveling salesman problem (TSP) is a widely studied combinatorial optimization problem with extensive applications. A variation of TSP that we address here is the minimum time precedence constrained two traveling salesman (PC2TSP) from a given city. We first introduce the problem and then show its application.

PC2TSP can be stated as follows. Given 1) a finite set of cities $\mathbb{C}=\{1,2, \ldots, n\}$ with each city marked as a consumer, a supplier, or both, and each consumer city has its supplier city set, 2) the cost $c_{i j}$ of traveling time between each pair of cities $i, j \in \mathbb{C}, c_{i j}$ and $c_{j i}$ may differ, 3) the precedence constraint that the arrival time plus waiting time at each consumer city is no earlier than the arrival time of all its supplier cities, to find two non-overlapping tours that allow waiting time at cities and both start from the base city 1 to visit each of the remaining cities exactly once, such that the maximum of the two tour times is minimized.

The problem is more challenging than other variants of multi-traveling salesman problem (mTSP) in that a consumer city and some of its supplier cities may be visited by different travelers. Therefore, it is possible that a traveler arriving at a consumer city $i$ must wait for the other traveler to visit $i$ 's supplier cities, introducing the dependency between travelers.

One interesting application of PC2TSP in mobile surveillance systems is the problem of minimum time two-robot real-time search with relay deployment (2RSRD), which is described as follows: Given two robots, or mobile sensors, with ability of deploying relays as they search the area, how to compute the moving paths for robots and the proper time and positions to deploy relays along the movement path, so that i) robots can efficiently search the area with minimum amount of time; ii) video streams from robots at any sensing position can be successfully transmit-
ted back to the base station (BS). Figure 5.1 illustrates the two robots in the search process. Any stream transmission at the sensing positions is relayed by a subset of two relays in the middle.


Figure 5.1. Two robots search the environment and deploy static relays as they travel along the paths. The left robot transmits streams to the base station via the center relay deployed by the right robot.

Similar to PC2TSP, 2RSRD implies a precedence constraint: When a robot conducts search and video transmission at sensing locations, supporting relays must be deployed prior to the robot's video transmission, so that streams can always be transmitted back to the BS on a valid path.

Now that 2RSRD resembles PC2TSP, we model 2RSRD in part by PC2TSP as follows. The mobile robots become the travelers. The sensing positions for robots to conduct search become the consumer cities and the positions at which relays are deployed become the supplier cities.

For each sensing position modeled as a consumer city, its corresponding supplier city set is all of its supporting relay positions that form a valid path to the BS. Therefore, as long as we have 1) identified sensing and relay positions, and 2) assigned the precedence constraint that choose the relay set for each sensing position as a valid path to BS, we can use PC2TSP to solve 2RSRD as the final step to generate tours.

By modeling in part by PC2TSP, we present STAtic Relay aided Search (STARS) to solve 2RSRD. STARS enables remote robotic sensing and control. It has extensive applications such as reconnaissance, surveillance, search and rescue missions in dangerous and hostile areas. One example is the robotic teleoperation and remote search tasks in the recent Japan earthquake debris and radioactive environments. STARS substantially reduces cost by replacing expensive robots by low cost static relays, compared to a homogeneous mobile robot system where robots have to be the relays to transmit streams. Another benefit is that STARS also enables the deployment of static sensors to monitor the "suspicious areas" where the human operator and the computer system decide that the targets may (re)appear after the robots migrate away. The details of how STARS supports constant monitoring by static sensors is described in Section 5.6.2.

With this heterogeneous system of mobile robots, static sensors and relays, STARS has the merits of both static sensors and mobile robots. Sensors are relatively inexpensive devices that are good at constantly monitoring regions, but they require large quantities in deployment to cover the area. Robots are more powerful to perform complex tasks but are considerably more expensive. They are better suited for situations requiring a single time search and exploration process. Compared with homogeneous static sensor networks, the proposed method saves unnecessary sensors because sensors only need to be placed as the suspicious area rather than the whole area. Compared with homogeneous mobile robot networks, our scheme has notably less cost but can monitor
suspicious area constantly thanks to the deployed sensors.
To the best of our knowledge, STARS is the first of its kind to leverage online relay deployment as a communication backbone to support real-time communication, remote control and sensing with mobile robots and static sensors. The problem is motivated but has many challenges. We discuss these challenges in Section 5.3.1.

### 5.1.1 Main Contribution

- We first present a problem called precedence constrained two traveling salesman (PC2TSP). We propose a near-optimal heuristic to PC2TSP to generate tours by clustering points, generating optimal single-traveler tours, and tour pruning and balance.
- To solve PC2TSP, we propose the tour validation and dependency checking scheme to detect deadlock and self-flipped cases that are invalid. It also checks the dependency on two tours and adds necessary waiting time.
- To solve 2RSRD, we propose STARS, which divides the problem into two subproblems: 1) preprocessing: identify visiting positions and assign the precedence constraint, which are modeled by set cover, Steiner connected dominating set, and breadth-first search; 2) tour generation, which is modeled by PC2TSP.

To maintain consistency and show a valid application of PC2TSP, we present the solution of PC2TSP in the context of STARS as tour generation. However, it can be used as a stand alone solution to PC2TSP with minor changes given in Section 5.5. The rest of the paper proceeds as follows. Section 5.2 introduces the system model. In Section 5.3, we formulate the problem and discuss the challenges. Section 5.4 and 5.5 give the preprocessing and tour generation. Then,
several extensions are discussed in Section 5.6. Performance evaluation is in Section 5.7. Section 5.8 concludes the chapter.

### 5.2 System Model

Environment Model: We use a 2D occupancy map to model the environment as an unsearched rectangle region $\mathbb{R}=X \times Y$ with grid cells similar to that in [55]. The cell size equals to the footprint size of the robot. A cell status includes searched, unsearched, and obstructed. An obstacle cell cannot be visited by the robots nor can a relay be deployed on. Obstacles do not affect communication but block the sensing range. We assume the obstacle distribution in the environment is known. We would like to tackle the unknown or inaccurate obstacle distribution in the future work. Base station $\mathbf{B S}$ is the control center where the human operator can remotely monitor and potentially operate the robots if necessary.

Robot Model: The number of robots in our model is limited as two because the goal is to use low cost static relays to replace high cost mobile robots. The two robots are denoted as $a$ and $b$. The solution is extensible to more than two robots, which will be discussed in Section 4. The robots move at a constant speed where the acceleration and deceleration time is not considered. Each robot has traveling, communication, and sensing capability. It scans the environment using cameras and acoustic sensors with sensing range $\boldsymbol{r}_{\boldsymbol{s}}$ and communicates with other nodes with communication range $\boldsymbol{r}_{\boldsymbol{c}}$ by a 802.11 radio, where $r_{c}>=r_{s}$. We denote the communication to sensing range ratio as $\theta=\boldsymbol{r}_{\boldsymbol{c}} / \boldsymbol{r}_{\boldsymbol{s}}$. Since only 2 robots are sending streams, we assume bandwidth is adequate in transmission. The unit disk model is used for sensing and communication. As robot's sensing devices, such as laser finder and cameras, are more powerful than those in limited
capability sensors, the sensing range is more stable. A more sophisticated model may not be necessary.

Search with Relay Deployment Model: The robots search the region by visiting a sensing position SP, where the robots stop and enter the search and transmit interval (STI) and the unsearched cells in its covered area with radius $r_{s}$ will be marked as searched. The STI is for the robots to sense the area and send video streams back to the BS. The ratio of searched cells out of total nonobstacle cells is denoted as $\boldsymbol{\theta}_{\boldsymbol{s}}$. The completion of search is defined by $\theta_{s} \geq \delta_{s}$, where $\boldsymbol{\delta}_{\boldsymbol{s}}$ is a search complete threshold, e.g. $99 \%$. $\mathbb{S P}$ is the set of SPs whose visit complete the search. $\mathbb{S P}$ includes the BS.

The robots deploy relays by visiting a relay position $\mathbf{R P}$ in the search tour. A relay is a nonmobile device with 802.11 for transmitting streams from a robot with same communication range $r_{c}$. A robot has a maximum carrying capacity of $n_{r}$ relays. We assume STI and relay deploying time are negligible.
$\mathrm{SP}(\mathrm{a})$ and $\mathrm{SP}(\mathrm{b})$ denote the vector of SPs robot a and b need to visit; $\mathrm{RP}(\mathrm{a})$ and $\mathrm{RP}(\mathrm{b})$ denote the vector of RPs a and b need to visit. $\boldsymbol{P}_{\boldsymbol{a}}, \boldsymbol{P}_{\boldsymbol{b}}$ denote the ordered vector of sensing and relay positions a and b traverse: $P_{a}=S P(a) \cup R P(a), P_{b}=S P(b) \cup R P(b) . \boldsymbol{T}_{\boldsymbol{a}}, \boldsymbol{T}_{\boldsymbol{b}}$ denote the tour a and b traverse, or the vector of position and the waiting time $w$ at each position: $T_{a}=\left\{P_{a}, w\left(P_{a}\right)\right\}$, $T_{b}=\left\{P_{b}, w\left(P_{b}\right)\right\}$. A path denoted by path $(\mathrm{V})$ gives a route with an ordered vector of positions of $\mathrm{V}=\left(v_{0}, v_{1}, \ldots v_{n}\right) . \boldsymbol{t}_{\boldsymbol{a}}$ and $\boldsymbol{t}_{\boldsymbol{b}}$ give the tour time in seconds, or the total time needs to traverse all positions in $P_{a}$ or $P_{b}$ including the possible waiting time. $t(i)$ gives the start of search time for position $i$.

We compute the tour off line with the information of the environment before the actual search starts. We do not model robots to come back to the BS immediately after the search is complete.

Because robots should remain in the frontier area for remote sensing.
Discussions: Due to its high complexity, the problem is modeled as above and we focus on the tour generation. The model is easily extensible to consider a non-trivial STI and relay deploying time, which will be discussed in Section 4. In the future, we would like to tackle: 1) the bandwidth aware relay placement, 2) the probability based communication model, and 3) the online tour adjustment with inaccurate initial obstacle distribution. Note that the first two changes and most parameters in the model only affect the first subproblem in STARS and have no impact on the solution to the second subproblem of tour generation. For the third change, we may recompute the tour by updating the new data of obstacles as input.

### 5.3 Problem formulation

Given the system model, we formulate the problem and explain the basic idea.
Minimum time two-robot real-time search with relay deployment (2RSRD): Given a region $\mathbb{R}$, two robots a and b each with relay carrying capacity of $n_{r}$, compute tours $T_{a}, T_{b}$ to obtain the minimum search time $t_{a b}$ such that:

$$
\begin{align*}
\operatorname{Minimize} t_{a b} & =\max \left\{t_{a}, t_{b}\right\},  \tag{5.1}\\
\text { Subject to } \mathbb{S} \mathbb{P} & =S P(a) \cup S P(b),  \tag{5.2}\\
\exists \operatorname{path}(V), V & =\left(B S, r p_{0}, \ldots, r p_{n}, i\right), \forall i \in \mathbb{S P},  \tag{5.3}\\
\operatorname{dist}\left(v_{j}, v_{j+1}\right) & \leq r_{c}, \quad \forall v_{j} \in V, j \leq n+1,  \tag{5.4}\\
t\left(r p_{j}\right) & \leq t(i), \quad \forall j \in 0, \ldots n  \tag{5.5}\\
|R P(a)| & \leq n_{r}, \quad|R P(b)| \leq n_{r} \tag{5.6}
\end{align*}
$$

| Notations | Definitions |
| :--- | :--- |
| PC2TSP | Precedence constrained two traveling salesman: <br> the theoretical problem. |
| 2RSRD | Two-robot real-time search with relay deployment: <br> the robotic search problem. |
| STARS | STAtic Relay-aided Search: our solution to <br> 2RSRD, where the tour generation subproblem is <br> modeled by PC2TSP. |
| $\mathbb{R}$ | Search region. |
| $\mathbb{P}$ | Precedence constraint matrix. |
| SP, RP, SP, $\mathbb{R} \mathbb{P}$ | Sensing position, relay position; their set. |
| $a, b$ | The two mobile robots. |
| BS | Base station. |
| $P_{a}, P_{b}$ | The ordered vector of sensing and relay positions <br> a and b traverse. |
| $T_{a}, T_{b}$ | Tours of robot a and b. |
| $t_{a}, t_{b}$ | Tour times in seconds of robot a and b. |
| $t_{r d}$ | Relay deploying time at the relay positions. |
| $t(i)$ | The start of search time for position $i$. |
| STI | Search and transmit interval when robots stops at <br> the sensing positions. |
| S-CDS | Steiner connected dominating set. |
| $n_{r}$ | Robot's relay carrying capacity. |
| $d i s t(i, j)$ | Distance between $i$ and $j$. |
| $r_{c}, r_{s}, \theta$ | Communication and sensing range, and their ratio. |

Table 5.1. Notations in STARS.

Where $r p_{i}$ is a relay position in the path $\left(r p_{i} \in R P(a) \cup R P(b)\right)$. Equation (2) indicates the search is complete. Equations (3)-(5) give that for each sensing position $i$ in a or b's tours, there is a valid path back to the BS at the time of $t(i)$. Equation (6) gives the carrying capacity constraint.

### 5.3.1 Challenges

We first prove 2RSRD is NP-hard and then show other challenges to directly solve the problem.

## Theorem 5. $2 R S R D$ is $N P$-hard.

Proof. Given an instance of a square region, we can exactly duplicate the region and put the duplicated copy on the right of the original one. With the BS on the bottom center of duplicated region, minimum $t_{a b}$ is achieved when both a and b traverse on its own half region the same way. This is because any traverse on the other half part will increase $t_{a b}$. Therefore, a polynomial time solution in 2RSRD will lead to a polynomial solution to a single precedence constrained asymmetric traveling salesman problem (PCATSP) on the positions. It contradicts to the fact that PCATSP is NP-hard [112], and this completes the proof.

There are other challenges to directly solve 2RSRD other than its NP-hardness. First, the robots may need to wait for each other if one relies on the other's not deployed relay to transmit streams. There is a dependency between both robots: One may have to wait for the other to deploy the supporting relays. The dependency and waiting time make it challenging to directly apply linear programming formulation to solve the problem.

Second, search time $t_{a b}$ is affected by the robot's relay carrying capacity and whether to have a goal of reducing relay size. Suppose that relays are sufficient, carrying capacity is infinite, and robots place a relay at every SP. As long as robots travel on consecutive SPs, the stream
transmission requirement is always met (recall $r_{c} \geq r_{s}$ ). The relay requirement will have little impact on the tour generation. The problem is then simplified and less interesting to solve. On the other hand, if RPs are only placed selectively (such as at only S-CDS positions as in Section 5.4.2), the tour computation is constrained by visiting the relay positions first before visiting other sensing positions that are supported by these relays.

Third, the precedence constraint is uncertain compared with that in PCATSP, where position $i$ preceding $j$ is explicitly stated. 2RSRD requires that at least one valid relay path has been deployed at the searching time on any SP. However, multiple sets of relays can fulfil this requirement. To illustrate, there are 4 RPs as shown in Figure 5.2. When search starts at SP, at least one pair of RPs $(1,3),(2,4),(1,4),(2,3)$ is required to be deployed. The uncertainty makes the problem more difficult to deal with.

Therefore, to solve 2RSRD optimally, which is to find all possible: 1) SPs that complete coverage, 2) RPs that cover all SPs (which is a S-CDS as we define below), 3) precedence constraints that ensure the stream relay requirement, 4) partitioning of visiting positions, 5) permutation of tours, and 6) adding waiting time for each pair of tours when dependency occurs.

### 5.3.2 STARS: STAtic Relay aided Search

Due to the problem's high complexity, we propose a high quality heuristic called STARS, or the STAtic Relay aided Search. It divides the problem into two subproblems: 1) preprocessing: identify visiting positions and assign the precedence constraint, 2) tour generation, which is modeled by PC2TSP.

We present a valid solution for the first subproblem. We also show how our near-optimal so-
lution to PC2TSP is applied to solve the second subproblem of tour generation. Such division separates the key tour generation problem from a specific region with different visiting position selections, precedence constraints and robot carrying capacities. In future work, the tour generation is important to evaluate different schemes of selecting visiting positions and precedence constraints, making it possible to find the optimal visiting positions and precedence constraint.

The formulation for each part of the subproblems is as follows:

Problem la: Identify sensing positions: Given a region $\mathbb{R}$, how to place a minimum number of sensing positions $\mathbb{S P}$ that completes the search (Coverage requirement: searched cell ratio $\theta_{s} \geq$ $\left.\delta_{s}\right):$

$$
\begin{equation*}
\text { Minimize }|\mathbb{S P}| \tag{5.7}
\end{equation*}
$$

Subject to $\bigcup_{i \in \mathbb{S P}}$ cell $_{\text {searched }}(i) \geq \delta_{s} \cdot \mid$ cell $_{\text {nonobstacle } \mathbb{R}} \mid$
Problem 1b: Identify relay positions: As the robots visit all sensing positions, the area will be fully searched. However, the video streams cannot be transmitted back to the BS unless a path formed by relays always exists. $\mathbb{R} \mathbb{P}$ forms a communication backbone. Without worrying about the visiting sequence at this step, the backbone must at least "cover" all $\mathbb{S P}$ including the BS. We assume the user would like to save relays and with such an attempt the carrying capacity constraint is satisfied (Satisfying Eq.(6)). An extension to take advantage of extra relays under the carrying capacity (difference of carrying capacity and the computed minimum number of relays) is presented in Section 5.6.5. Hence, the problem is: given $\mathbb{R}$ and $\mathbb{S P}$, how to place a minimum number of relay positions $\mathbb{R P}$ that satisfies 1 ) each SP is either in $\mathbb{R} \mathbb{P}$ or a neighbor of $\mathrm{RP} ; 2$ ) $\mathbb{R} \mathbb{P}$
includes the BS, and $\mathbb{R P}$ is connected:

$$
\begin{equation*}
\text { Minimize }|\mathbb{R} \mathbb{P}| \tag{5.8}
\end{equation*}
$$

$$
\left.\begin{array}{l}
\text { s.t. } i \in \mathbb{R} \mathbb{P} \| \operatorname{dist}(i, j)<r_{c}, \quad \forall i \in \mathbb{S} \mathbb{P}, \exists j \in \mathbb{R} \mathbb{P}, \\
\exists \operatorname{path}(V), V=\left(v_{0}, \ldots, v_{n-1}\right), \quad \forall v_{0}, v_{n-1} \in \mathbb{S P}, \\
\operatorname{dist}\left(v_{k}, v_{k+1}\right) \leq r_{c}, \quad \forall v_{k} \in V, k<|V|-1, \\
B S
\end{array}\right) \in \mathbb{R} \mathbb{P} \text {. }
$$

In addition, a simple extension to leverage the pre-existing relays is presented in Section 5.6.4.
Problem 1c: Assign the precedence constraint: Given $\mathbb{R}, \mathbb{S P}$, and $\mathbb{R} \mathbb{P}$, how to define a precedence constraint matrix $\mathbb{P}: \boldsymbol{p}_{\boldsymbol{i j}}, \forall i, j \in \mathbb{S} \mathbb{P} \cup \mathbb{R} \mathbb{P}$ :
$p_{i j}= \begin{cases}1 & \text { position } i \text { precedes } j \\ 0 & \text { otherwise }\end{cases}$
Validity: Matrix $\mathbb{P}$ is valid if and only if any tours on $\mathbb{S P}, \mathbb{R} \mathbb{P}$ satisfying $\mathbb{P}$ meet the constraints defined in Eq.(3)-(5).

Problem 2: Tour generation: Given $\mathbb{R}, \mathbb{S} \mathbb{P}, \mathbb{R} \mathbb{P}$, how to find two minimum time tours $T_{a}, T_{b}$ that satisfy $\mathbb{P}$ :

$$
\begin{equation*}
\operatorname{Minimize} t_{a b}=\max \left\{t_{a}, t_{b}\right\} \tag{5.9}
\end{equation*}
$$

Subject to $P_{a} \cup P_{b}=\mathbb{S P} \cup \mathbb{R} \mathbb{P}$,

$$
t(i) \leq t(j), \quad \forall p_{i j}=1
$$

Rationale: Problem 1a is formulated by minimum $|\mathbb{S P}|$ as a heuristic because less visiting positions may lead to a shorter total tour. Problem 1 b is formulated to reduce the number of relays.

Problem 1c is to remove the uncertainty of precedence constraints for the tour generation. With the result of problems $1 \mathrm{a}, 1 \mathrm{~b}, 1 \mathrm{c}$ as input, the problem 2 is formulated to generate the tours.

### 5.4 Preprocessing

### 5.4.1 Identify Sensing Positions

Recall the problem formulation 1a in Section 5.3.2. We formulate the problem as the well-known NP-hard set cover problem, which is to select a minimum number of sets so that the union of the sets contains all the elements in the universe. Here, the search region is divided into grid cells. With each cell as an element, all the non-obstacle cells become the universe. Each SP's sensing area is a set that contains some elements within sensing range, $r_{s}$. Since the problem is NP-hard, we leverage a heuristic modified from the triangle lattice pattern (TLP), which is proven optimal in terms of the number of sensing disks to obtain full coverage [113] if the region is free of obstacle. Alg. 13 describes the procedure.

[^2]
### 5.4.2 Identify Relay Positions

Recall the problem formulation 1 b in Section 5.3.2. We model the problem as the minimum Steiner connected dominating set (S-CDS) problem.

Connected Dominating Set (CDS) problem is a classical problem in combinatorial optimization with the following definition: Given a graph $G=(V, E)$, find the smallest subset $S$ of vertices that induce a connected subgraph and each vertex in $V-S$ is adjacent to at least one vertex in $S$. S-CDS is a generation of CDS where only a specified set $R \subseteq V$ of required vertices has to be dominated by a connected dominating set [114]. Given all non-obstacle cells in $\mathbb{R}$ as $V . \mathbb{R} \mathbb{P}$ only needs to cover $\mathbb{S P}$, which is a subset of $V$. We require $\mathbb{R} \mathbb{P}$ induce a connected subgraph because streams from any vertex in $\mathbb{S P}$ is sent to the BS.

Differing from those formulations in previous chapters, this relay placement problem is not modeled as the Steiner Minimum Tree with the Minimum Steiner Point (SMT-MSP) problem. The reason is that a terminal point can always also serve as a Steiner point to connect to other terminal points in SMT-MSP. However, in our application, the robots only pass the sensing positions once. A sensing position (terminal point) cannot serve as a Steiner point (relay) unless a real relay is
deployed.

## Algorithm 14: Steiner-CDS algorithm to identify relay positions <br> Input: $\mathbb{S P}$.

Output: $\mathbb{R} \mathbb{P}$.
// 1. Obtain the dominating set (DS) on $\mathbb{S P}$.
1 if $|\mathbb{S P}|<\delta_{d s}$ then
2 Obtain DS by the optimal DS finder.
3 else

4
Obtain DS by the greedy set cover with maximum nodes.
// 2. Apply Steiner tree approximation algorithm to connect DS.

5 Call Steinerized Minimum Spanning Tree [91] to connect DS. The newly added nodes are $R P_{2}$

6 Return $\mathbb{R} \mathbb{P}=D S \cup R P_{2}$.

The basic idea is simple. First find the minimum dominating set which may not be connected, then add vertices to connect the dominating set. The details of the algorithm are shown in Alg. 14. The algorithm is similar to the Steiner-CDS algorithm in [114]. The three major differences are: First, we use an optimal dominating set (DS) finder (finding DS is NP-hard) when the size is smaller than a threshold $\delta_{d s}=70$ and use the greedy heuristic as in [114] when the input size is larger. Leveraging a recursive algorithm with techniques such as node ordering, branch and bound, and backtracking, the DS finder can compute up to 70 vertices to optimal in less than 1 minute on a regular notebook, improving the S -CDS quality. DS is the overlapping set: $\mathrm{DS}=\mathbb{S} \mathbb{P} \cap \mathbb{R} \mathbb{P}$.

The second difference is that $R P_{2}$ are placed on the shortest obstacle-aware paths computed by A* search between its end vertices when necessary to avoid obstacles. A* search guarantees
the same optimal result as Dijkstra but is more efficient. Because it reduces the searching space compared to BFS using an admissible and consistent heuristic function which does not overestimate the distance to the goal [55]. Third, we always include the BS in DS because the BS belongs to the backbone: $B S \in \mathbb{R} \mathbb{P}$.

### 5.4.3 Assign the Precedence Constraint

## Algorithm 15: Assign parentIDs and the precedence constraint

Input: $\mathbb{S P}, \mathbb{R} \mathbb{P}$.
Output: $\mathbb{P}$.
// 1. Assign parentIDs. The BS has an invalid parentID(-1).

1 Breadth-first search on $\mathbb{R P P}$ to obtain the RPlevel in BFS. Assign a parentID in BFS for each relay according to BFS queueing order.

2 For each $i \in \mathbb{S P}_{\text {pure }}$, insert all $i$ 's 1-hop RP neighbors into its parent candidate set.

3 Loop through $i \in \mathbb{S P}_{\text {pure }}$, if $i$ has a single parent candidate $j$ then
$4 \quad i$.parentID $\leftarrow j$
5 else
$6 \quad i$.parentID $\leftarrow$ minimum RPlevel node $j$.

7 j.chilren.push_back(i). End loop.

## // 2. Assign values in the precedence matrix $\mathbb{P}$

8 For each $j \in \mathbb{S P}$, get ancestors of $j$ by recursively backtracking its parentID until root. Set $p_{i j}=1$ when $i$ is an ancestor of $j$.

Recall the problem formulation 1c in Section 5.3.2. We first define notations, then present our solution and prove its validity. We define the pure sensing positions $\mathbb{S P}_{\text {pure }}=\mathbb{S P} \backslash \mathrm{DS}$ ('\' means
substraction), and visiting positions $\mathbb{V} \mathbb{P}=\mathbb{S P} \cup \mathbb{R} \mathbb{P}$.
Alg. 15 shows the procedure of assigning the precedence constraint by first assigning a single parentID for each node in $\mathbb{V P}$. Assigning parentIDs is important because we can always backtrack a node's parentID recursively to the BS, forming a valid path for communication. The procedure builds a precedence tree to find parentIDs on $\mathbb{V P}$. The tree has 1) the non-leaf backbone as $\mathbb{R} \mathbb{P}$, 2) leaf nodes as $\left.\mathbb{S P}_{\text {pure }}, 3\right) \mathrm{BS}$ as the root.

Theorem 6. The precedence constraint matrix $\mathbb{P}$ obtained by Alg. 15 is valid.

Proof. Each node in $\mathbb{V} \mathbb{P}$ has a single parentID. Because $\mathbb{S P} \subseteq \mathbb{V} \mathbb{P}$, each node in $i \in \mathbb{S P}$ has a single parentID. For each $i$, its ancestors form a valid path back to the root BS, being part of the backbone. Because $\mathbb{P}$ is defined that all ancestors of $i$ are required to be visited before visiting $i, \mathbb{P}$ is valid, and this completes the proof.

### 5.5 Tour Generation by PC2TSP

Recall the problem formulation 2 in Section 5.3.2. We model the problem as PC2TSP. By a similar proof of Theorem 5 we can prove PC2TSP is NP-hard. Therefore, we provide a near-optimal heuristic that 1 ) clusters the nodes (with possible overlapping of shared relays) into two parts, 2) solves them individually by PCATSP optimally, and 3) prunes the shared relays and balances the two tours.

The tour generation procedure can be used as a stand alone solution to PC2TSP with the changes as follows. 1) Change robots, sensing positions, relay positions, and the BS to travelers, consumer cities, supplier cities, and the base city. 2) Change ones ancestors and parentID to
its supplier cities in tour validation and dependency checking. 3) Values in the cost matrix $c_{i j}$ and whether to have the conversion from Hamiltonian path depend on the application.

### 5.5.1 Cluster Visiting Positions

We first cluster each nodes $i \in \mathbb{S P}$ according to its x coordinate and insert it accordingly to either $P_{a}$ or $P_{b}$ : assign to robot a or b by whether the position is on the left or right of the center line. A center line $X=x_{\mathbb{R}} / 2$ is a vertical line to partition the region in the middle. Then, the supporting relays, or the ancestors of each $i \in \mathbb{S P}$ are assigned accordingly to the same cluster as $i$. Therefore, position sets $P_{a}$ and $P_{b}$ include the sensing positions and their supporting relays. Relays may be (partially) shared by $P_{a}$ and $P_{b}$. The motivation of such clustering is to make a tour self-reliant without need of waiting for relays from the other tour.

We have tried more advanced schemes such as K-means and also attempted to balance the two sets to have similar amount of nodes such that $\left|\left|P_{a}\right|-\left|P_{b}\right|\right| \leq 1$, however they do not improve the performance. Although the initial $P_{a}$ and $P_{b}$ may be unbalanced, our tour pruning and balance in Section 5.5.3 work effectively in balancing the tours.

### 5.5.2 Obtain Optimal Single Robot Tour

Given the positions $P_{a}$ and $P_{b}$ for robot a and b to traverse, and the precedence constraint in $\mathbb{P}$ relevant to each part, we need to compute the precedence constrained shortest Hamiltonian path starting at BS for a and b individually. We first convert the Hamiltonian path problem to the traveling salesman problem, then model the problem as (single) PCATSP [115].

Conversion: In our system model, robots will not immediately return to the BS after the search
completes. Therefore, the shortest Hamiltonian path problem with a given starting city should be first converted to an asymmetric TSP by setting the distance on the arcs from all vertices to BS as zero [116]. It forces the evaluation of all possible paths starting with BS and disregards the way back to the BS in the tour.

Mathematically, precedence constrained asymmetric (single) traveling salesman problem (PCATSP) is:

$$
\begin{align*}
& \text { Minimize } \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} c_{i j} x_{i j},  \tag{5.10}\\
& \text { Subject to } \sum_{i=1, i \neq j}^{n} x_{i j}=1, \quad \forall j=1, \ldots, n, \\
& \sum_{j=1, j \neq i}^{n} x_{i j}=1, \quad \forall i=1, \ldots, n, \\
& p_{i j} \geq x_{i j}, \quad \forall i, j=2, \ldots, n, \quad i \neq j, \\
& p_{i j}+p_{j i}=1, \quad \forall i, j=2, \ldots, n, \quad i \neq j, \\
& p_{i j}+p_{j k}+p_{k i} \leq 2, \quad \forall i, j, k=2, \ldots, n, \quad i \neq j \neq k, \\
& p_{i j}=1, \quad \forall j=2, \ldots, n, \quad \forall i \in S P C_{j}
\end{align*}
$$

Where $c_{i j}$ is the traverse time from $i$ to $j$ based on the obstacle aware path length by $\mathrm{A}^{*}$ search and a traverse velocity. $c_{i j}$ forms the cost matrix $\mathbb{C} . x_{i j}$ and $p_{i j}$ are binary and $x_{i j}=1$ indicates position $i$ precedes $j$ immediately while $p_{i j}=1$ means position $i$ precedes $j$ not necessarily immediately in the tour. $S P C_{j}$ gives the subset of positions in $\{2, \ldots, n\}$ that are required to precede $j$.

Solving PCATSP by branch and cut method with the above integer linear programming formulation is relatively fast for a reasonable size despite its NP-hardness. Real-world instances with

200 nodes PCATSP have been solved optimally in a few minutes [117].

### 5.5.3 Prune and Balance Tours

## Pruning shared relays

```
Algorithm 16: Path pruning
    Input: \(T_{a}, T_{b}\).
    Output: updated \(T_{a}, T_{b}\).
    // Obtain shared relays and divide into segments if \(|S R|>k\)
```

1 Obtain shared relays $S R$ from $T_{a}, T_{b}$ in order. Divide it into $\lceil|S R| / k\rceil$ segments, each with $k$ nodes (except the last).

2 foreach segment $i$ do
Get powerset of $i$ : $P S(i),|P S(i)| \leq 2^{k}$
foreach $j \in P S(i), j^{\prime}=i \backslash j$ do
Get temp tours by $T_{a}^{\prime}=T_{a} \backslash j, T_{b}^{\prime}=T_{b} \backslash j^{\prime}$. Update search time.
Call Alg. 17 to check dependency and obtain the true time $t_{a b}^{\prime}$ by adding wait time (if it exists) on $T_{a}^{\prime}, T_{b}^{\prime}$.

Save $j_{\min }, j_{\text {min }}^{\prime}$ with minimum $t_{a b}^{\prime}$ and then update tours: $T_{a}=T_{a} \backslash j_{\text {min }}$, $T_{b}=T_{b} \backslash j_{\text {min }}^{\prime}$.

Tour balance is to minimize the total search time $t_{a b}$, which is dominated by the longer tour. The two paths by PCATSP are self-reliant but may have visited duplicate relay positions. Our goal is to reduce $t_{a b}$ by reducing duplicate RPs, considering the possibility and cost of introducing
dependency with waiting time.

## Algorithm 17: Tour validation and dependency checking <br> Input: Local copies of any tours $T_{a}, T_{b}$.

Output: $t_{a b}$, updated $T_{a}, T_{b}$ with waiting time, isValid.
1 isDeadlock=false, isValid=true.
2 if $\operatorname{isFlipped}\left(T_{a}\right) \|$ isFlipped $\left(T_{b}\right)$ then return $t_{a b}=$ FLT_MAX, isValid=false.
3 Iterators $i t_{a}, i t_{b}$ at the beginning of $T_{a}, T_{b} \cdot t_{a}=0, t_{b}=0$
4 repeat
repeat $i t_{a}$ keeps on proceeding to the next position $++i t_{a}$ in $T_{a}$. At each new position $i t_{a}$, first to update time by $c_{i j}: t_{a}+=c\left\{*\left(i t_{a}-1\right), * i t_{a}\right\}$, and then make sure the robot waits for its parent: $t_{a}=\max \left(t_{a}, t\left(\right.\right.$ parent $\left.\left.I D\left(* i t_{a}\right)\right)\right)$, update wait time vector $w\left(P_{a}\right)$. update the visited time at $t\left(i t_{a}\right)=t_{a}$, mark $i t_{a}$ as visited.
until $i t_{a}$ is blocked when its parent is not visited.
Same repeat procedure as above for $i t_{b}$, which keeps on proceeding until it is blocked.
if Both $i t_{a}, i t_{b}$ are blocked then isDeadlock=checkDeadlock $\left(i t_{a}, i t_{b}\right)$.
10 until $i t_{a}, i t_{b}$ reach the end of $T_{a}, T_{b} \|$ isDeadlock
11 if isDeadlock then return $t_{a b}=$ FLT_MAX, isValid=false.

The pruning strategy has shown in Alg. 16. With $|S R|$ number of shared relays, we try all possible ways of allocating them to robot $a$ and $b$ by computing the powerset. (A powerset of $a$ set $S$ is the set of all subsets of $S$.) Due to the exponential nature, we set the maximum segment length $k=12$ and to divide $S R$ into segments to limit the powerset size. For each segment, we compute the best allocation of new tour cost by first computing the time based on paths from $c_{i j}$.

Then the dependency checking is called in line 7 to check whether dependency occurs and to add waiting time, if it exists. Figure 5.3(a) illustrates the idea. Denote the two shared relays as SR 1 and 2. They are divided by each tour evenly after evaluating $P S(\{1,2\})=\{\emptyset,\{1\},\{2\},\{1,2\}\}$.

Validate tours and check dependency: With the path positions $P_{a}, P_{b}$, we needs to verify whether they are feasible by checking whether self-flipped and deadlock cases occur. Then, we compute the true search time considering dependency.

Definitions: A tour is self-flipped if and only if it has a position $i$ whose ancestors are visited after $i$. A self-flipped tour is invalid because by itself it violates the precedence constraint. A position $i$ is blocked when it has its parent not visited at time $t(i) . i$ has a missingID as its parentID. Two tours $T_{a}, T_{b}$ are in deadlock status when there exist $i \in T_{a}, j \in T_{b}$ whose missingIDs are after $i, j$ in the other tour: missingID(i) in $T_{b}$ after $j$, missingID $(\mathrm{j})$ in $T_{a}$ after $i$. A deadlock tour is invalid because both robots cannot proceed. Figure 5.4 illustrates the two invalid cases. Figure 5.4(a) shows the robot arrives at a SP that requires a not yet deployed relay. Figure 5.4(b) shows robot a needs the relay to be deployed by b and vice versa.

The basic idea is to traverse $T_{a}, T_{b}$ again and one tour is blocked when the needed relay is not yet visited in the other tour. At each position $i$, the tour time $t$ is updated not only from the cost matrix $c_{i j}$, but also considers the waiting time for $i$ 's parent: update $t$ as the maximum of its parent's visited time and itself. Note that when a parent is visited, all ancestors must have been visited, because an unvisited parent will immediately block its children. In addition, when self-flipped and deadlock cases occur, we mark the tours invalid and set the tour time to be a very large number, i.e., FLT_MAX, making the tour not selected in its parent function. The detailed procedure is shown in Alg. 17.


Figure 5.2. Multiple choices of precedence constraints.

(a) Shared relay pruning.

(b) Vertex transfer.

Figure 5.3. Shared relay pruning and vertex transfer.


Figure 5.4. Invalid cases.

## Balance with vertex transfer

While pruning is only effective on shared relays, vertex transfer attempts on any node and further balances tours to reduce $t_{a b}$. The basic idea is to try transferring a position on the longer tour and inserting it into the shorter one. We greedily choose the best pair of removal and insertion position until no further reduction is found. For each pair of newly modified tours, Alg. 17 is called to add waiting time when it is applicable. The detailed procedure is presented in Alg. 18. As illustrated in Figure 5.3(b), the black visiting position in the middle is transferred to the shorter white one,
where black positions are those on the longer tour and the white ones are those on the shorter tour.

## Algorithm 18: Balance with vertex transfer

Input: $T_{a}, T_{b}$.
Output: updated $T_{a}, T_{b}$

## repeat

Mark the longer and shorter tours of $T_{a}, T_{b}$ as $T_{l}, T_{s}$.
foreach $i \in T_{l}$ do
foreach $j \in T_{s}, j \neq i$ do
Get new tours $T_{l}^{\prime} \leftarrow\left(T_{l}\right.$ with removed $\left.i\right), T_{s}^{\prime} \leftarrow\left(T_{s}\right.$ with inserted $i$ after position of $j$ ).

Call Alg. 17 to validate tours and check dependency. Obtain the true time $t_{l s}^{\prime}$ by adding wait time (if it exists) on $T_{l}^{\prime}, T_{s}^{\prime}$.

Get min $t_{a b \_m i n}^{\prime}$ from all $t_{a b}^{\prime}$, record corresponding $i_{\text {min }}^{\prime}, j_{\text {min }}^{\prime}$ if $t_{a b}^{\prime}<t_{a b}$ then executes transfer: Remove $i_{\text {min }}^{\prime}$ from $T_{l}$ and insert $i_{\text {min }}^{\prime}$ at position after $j_{\text {min }}^{\prime}$ in $T_{s}$. Update $T_{a}, T_{b}$.

9 until there is no improvement: $t_{a b}^{\prime} \geq t_{a b}$

### 5.6 Extensions

The previous sections provide the basic procedures to describe how STARS solves the 2RSRD problem. In this section, we present several extensions to STARS, such as (1) dealing with more than two-robot scenarios, (2) placing static sensors to enable constant area monitoring, (3) considering a non-uniform search and transmit interval and relay deploying time, (4) leveraging pre-
existing relays, (5) leveraging extra carried relays to reduce dependency. These extensions make STARS adaptive to more general conditions and varying user requirements.

### 5.6.1 Search with a single or more than two robots

STARS trivially supports a single robot search since tour generation is simplified as PCATSP. In STARS, the solution to the first subproblem is irrelevant to the number of robots and is always valid. Therefore, STARS is extensible to search with more than two robots as long as PC2TSP is extensible to deal with more than two travelers.

Theorem 7. Our solution to PC2TSP is extensible to deal with more than two travelers.

Proof. We first illustrate the changes with $n=3$ robots of $R_{0}, R_{1}, R_{2}$ and then extend it with $n>3$.
The sensing positions are clustered by $3-1=2$ vertical lines $X=\mathbb{R}_{x} / 3, X=2 \cdot \mathbb{R}_{x} / 3$ to evenly partition the region. Pruning is first conducted the same as before to relays only shared by two robots $S R_{01}, S R_{02}, S R_{12}$. The shared relays of all 3 robots $S R_{012}$, if they exist, are then partitioned and evaluated by a recursive powerset computation. In tour validation, deadlock checking needs to consider the additional cases with 3-robot interdependency. Finally, vertex transfer between each robot pair $(0,1),(0,2),(1,2)$ is executed until the search time cannot be reduced any further.

Cases with $n>3$ are similarly extended. $\mathbb{S P}$ are clustered by $n-1$ lines. The shared relays are evaluated with $\sum_{i=2}^{n}\binom{n}{i} \cdot 2^{\lambda}$ different cases, where $\lambda$ is the number of shared relays between that set of robots. Up to $n$ interdependencies are checked for deadlocks. Besides, vertex transfer between $\binom{n}{2}$ pairs of robots is evaluated.

When $n>5$, the procedure of shared relay pruning may be simplified due to high computation
cost. However, with the goal of replacing robots by relays and the strategy of partitioning areas, we believe $n \leq 5$ is sufficient in most cases.

### 5.6.2 Enable constant monitoring with static sensor deployment

Search paths and relay deployment positions are computed offline before search starts. During the search process, additional sensors may be deployed at $S P_{\text {susp }} \subseteq \mathbb{S P}$ to cover suspicious areas when they are identified during the search and transmission interval (STI), when human and/or computational analysis is conduct on the video streams at the base station. With the communication backbone to cover $\mathbb{S P}$, the sensor deployed at any sensing position has a valid path back to the BS. Such sensor deployment significantly reduces the number of sensors compared to a full sensing coverage deployment. In addition, it adds on a constant monitoring on suspicious areas, compared to the single-time area scan and pass by the homogeneous mobile robots.

### 5.6.3 Consider a non-uniform search and transmit interval and relay deploying time

We may define a non-uniform STI time $t_{S T I}(i)$ for each $i \in \mathbb{S P}$ and a relay deploying time $t_{r d}(j)$ for each $j \in \mathbb{R} \mathbb{P}$. The time only affects the cost matrix $c_{i j} \in \mathbb{C}$ in Eq. 5.10 for each edge $i j$. Besides the current value based on obstacle aware traverse path from $i$ to $j$, any edge with a destination vertex of $j \in \mathbb{R} \mathbb{P}$ will add the value of $t_{r d}(j), c_{i j}+=t_{r d}(j)$, to consider the extra time of relay deployment. To take into account of the time for search and transmission interval, any edge with a starting vertex of $i \in \mathbb{S P}$ will add the value of $t_{S T I}(i), c_{i j}+=t_{S T I}(i)$.

### 5.6.4 Leverage pre-existing relays

The applications of the multi-robot search and monitoring include rescue and reconnaissance missions in radioactive, earthquake, and battlefield environments. Therefore, pre-deployed relays and infrastructure networks are often not available. However, STARS can take advantage of the preexisting relays gracefully with a simple modification. The basic idea is to use them to cover the nearby sensing positions. Recall the Algorithm 14 in Section 5.4.2. Given the set of pre-existing relays $\mathbb{R}_{\text {exist }}$, we may first use them to dominate (cover) their neighboring sensing positions. Then we call the DS finder to dominate the rest of the uncovered sensing positions. A union of $\mathbb{R}_{\text {exist }}$ and the DS by the DS finder is the final dominating set for all sensing positions. The rest of procedure remains the same.

### 5.6.5 Leverage extra carried relays to reduce dependency

Recall the Problem 1b in Section 5.3.2, we assume our attempt to minimize relay number by SCDS will satisfy the robot carrying capacity constraint. It is also possible that each robot's relay carrying capacity $n_{r}$ is larger than the computed relay number. Under such a condition, we may take advantage of the remaining carried relays to reduce the search time when dependency and waiting time between robots exist. The basic idea is as follows. On robot a's travel path, check the sensing positions relying on the relays deployed by robot $b$ (or vice versa). When the dependency occurs and the waiting time is not zero, we attempt to deploy additional relays on robot a's own path to "skip" such relays and remove the dependency. This approach is mostly effective when the relay deploying time (added new cost) is notably smaller than the saved waiting time. Alg. 19
describes the algorithm in detail.
Algorithm 19: Leverage extra relays to reduce dependency and waiting time.
Input: Robots migration paths and $k_{i}$ number of extra relays for each robot $i$.
Output: Enhanced traveled paths.
1 Compute the traveling paths and search time for both robots using the current algorithms.
2 Obtain all the sensing positions $\mathbb{S P}_{\text {wait }}$ relying on the relays deployed by the other robot
$\mathbb{R}_{\text {other }}$ with a non-zero waiting time.
3 foreach $s p \in \mathbb{S P}_{\text {wait }}$ and its corresponding $r_{o} \in \mathbb{R}_{\text {other }}$ do // Check whether the $k$ extra relays are sufficient to build a path back to the BS. Call breadth-first search from $s p$ to find the minimum number of hops on robot's sensing positions to skip $r_{O}$ to reach the BS.

Evaluate the time-saving effectiveness by the average saved waiting time per extra relay.

6 Greedily adding the extra relays in the order of maximum time-saving effectiveness until extra relays run out or no extra relays can reduce the search time.

### 5.7 Performance Evaluation

We use a C++ simulation program to evaluate STARS search efficiency. PCATSP is computed in part by IBM ILOG CPLEX Optimizer V12.2. The region is represented by the grid-map model with $X \times Y$ cells. Cell edge length is 1 meter, and the BS is located at the bottom center of the region. The robots travel at a constant speed of $1 \mathrm{~m} / \mathrm{sec} . r_{s}=10 \mathrm{~m}$ and $r_{C}=20 \mathrm{~m}$. Obstacle cells are generated randomly each time with an obstacle ratio $r_{o}$ as the parameter. All tests are run 200 times to obtain the average. The error bars in the figures show the $95 \%$ confidence interval.

(a) Extra-narrow region.

(b) Narrow region.

Figure 5.5. Compare the search time with optimal under varying width regions (widths: 25-35m).


Figure 5.6. (a) Compare the search time with optimal under varying width regions (widths: 45 m ). (b) Varied obstacle density from $0 \%$ to $25 \%$ for $35 * 50$ case.

(a) Search time in larger regions.

(b) Number of visiting positions and relays.

Figure 5.7. (a) Search time in larger regions. (b) Number of visiting positions and relays.


Figure 5.8. Compare the search time with varying communication ranges and sensing ranges (50m*75m region).


Figure 5.9. Compare the search time with optimal under varying STI and relay deploying time.

First, we compare the search time with the optimal result in different shapes of regions with widths of $25 \mathrm{~m}, 35 \mathrm{~m}$, and 45 m respectively as shown in Figures 5.5(a), 5.5(b), 5.6(a) ( $r_{o}=0.15$ ). The optimal result generator tries all possible tours with the same visiting positions and precedence constraint as STARS. Due to the high computation cost of the optimal result, we limit the region size where up to 18 visiting positions need to be traversed. The average difference of our heuristic from optimal is $1.94 \%, 1.98 \%$, and $1.91 \%$ for the above 3 cases. Also, tour pruning and balance effectively reduce search time by $25 \%$ on average.

Figure 5.6(b) shows the $30 * 50$ grid cell case with varying densities of obstacles $\left(r_{o}=\{0.05,0.1\right.$, $0.15,0.2,0.25\}$ ). As $r_{O}$ increases from $5 \%$ to $25 \%$, the optimal tour time increases from 88.6 to 90.8 seconds ( $2.4 \%$ ). The difference of our heuristic from optimal increases slightly from $0.8 \%$ to $3.7 \%$. We believe the near optimal results are in no small part contributed by (1) the optimal single robot tour by linear programming, (2) the effective post-pruning: reducing shared relays and vertex transfer.

We focus on narrow regions because a clear separation of two robots is then challenging. Also, the dependency between robots is likely to occur; the two robots tours are likely to be mixed together rather than clearly separated. (Recall that the robots start searching from BS at the bottom center of the region.) In wider regions, it is possible to assign each robot a sub-area to search, converting the problem into a simpler single robot search problem.

Second, we show the search time trend with larger regions of $30 * 45,40 * 60,50 * 75,60 * 90$, 70*105 grid cells in Figure 5.7(a) where optimal results are too slow to be obtained. Results show the two robot tours are well-balanced. The differences between tours are only $6.8 \% 7.4 \% 4.1 \%$ $3.1 \% 2.2 \%$ respectively, as compared to the longer tour. Well-balanced tours do not guarantee near optimal performance but most optimal tours we observed are well-balanced. Figure 5.7(b) shows
the number of visiting positions and relays in the above cases. The ratio of relays to visiting positions is $28.1 \%, 36.5 \%, 36.4 \%, 36.0 \%$, and $35.1 \%$ respectively, which shows that approximately one third of the positions need to be deployed relays.

Third, we investigate on the impact of varying communication ranges and sensing ranges on the search time. Figure 5.8(a) demonstrates the search time modestly reduces $8.15 \%$ from 199.9 to 183.6 seconds with an increased communication range from 20 m to 35 m , in $50 \mathrm{~m} * 75 \mathrm{~m}$ regions. The sensing range is set at 10 m and the obstacle ratio is $15 \%$. At the same time, the number of relays notably decreases $65.4 \%$ from 8.82 to 3.05 . These results first show that an increased communication range has a direct impact on the number of relays. However, a reduced number of relays does not necessarily reduce the final search time. The reason is that the removed relays may be exactly on the robot traveling paths. Therefore, whether or not to have these relays does not affect the search time (assuming a zero relay deploying time).

Figure 5.8(b) shows the search time notably reduces $41.0 \%$ from 226.5 to 133.6 seconds with an increased sensing range from 8 m to 14 m , in $50 \mathrm{~m} * 75 \mathrm{~m}$ regions. The communication range is set at 20 m and the obstacle ratio is $15 \%$. While an increased communication range may only remove the relays that are already on the traveling paths, reduced sensing ranges will affect all sensing positions and therefore more notably change the final tours. We did not compare the varied sensing and communication range results with optimal because the node number exceeds 18 under many cases, and the exponential computation for optimal is then formidable.

In the above evaluation, we assume a zero second search and transmit interval(STI) at the sensing positions and a zero second relay deploying time at relay positions. Now, we evaluate the impact of varying STI and relay deploying time on search time. Figure 5.9(a) shows the search time increases $21.1 \%$ from 100.9 to 127.9 seconds when STI increases from 2 to 8 seconds in the
$35 \mathrm{~m} * 50 \mathrm{~m}$ regions. A constant relay deploying time is set at 2 seconds. The search time difference of STARS from optimal ranges from $1.25 \%$ to $2.23 \%$ in Figure 5.9(a).

In addition, Figure 5.9(b) shows the search time increases $6.83 \%$ from 100.9 to 108.3 seconds when relay deploying time increases from 2 to 8 seconds with a constant STI of 2 seconds. The search time difference of STARS from optimal ranges from $2.23 \%$ to $4.42 \%$ in Figure 5.9(b). We found search time increases more notably with increased STI compared to relay deploying time since there are more sensing positions than relay positions. We also found the our final search time is less influenced by the increased STI or relay deploying time, compared to the pre-pruned values.

### 5.8 Summary

In this chapter, we first present a problem called precedence constrained two traveling salesman (PC2TSP). A near-optimal heuristic to PC2TSP is presented with $1.94 \%$ average difference from optimal, which is in part contributed by optimal single tour computation, dependency handling, and effective pruning and balance. Leveraging PC2TSP, we propose a real-time search and monitoring scheme called STARS, which builds on a heterogeneous and cost-effective platform of mobile robots, static relays and sensors. Mobility of robots enables relay deployment on the fly to form a communication backbone at carefully selected locations. The backbone facilitates the robots to transmit streams to the base station for remote sensing and control. STARS significantly reduces cost by replacing mobile robots by static relays and enables constant area monitoring by sensor deployment only at specific suspicious areas rather than a full coverage. In the next chapter, we will introduce an exploration strategy with online relay deployment when the environment is unknown.

## CHAPTER 6

## Steiner Traveler: Relay Deployment for

## Remote Sensing in Heterogeneous

## Multi-Robot Exploration

### 6.1 Preliminaries and Motivations

The previous chapter presents STARS, or the STAtic Relay aided Search to support remote sensing in a known environment when all robots may deploy relays. In this chapter, we will present a new heterogeneous exploration model based on the online relay deployment for an unknown environment with a single or a partial team of robots that may deploy relays. We call the approach Bandwidth-aware Exploration with a Steiner Traveler (BEST). BEST has a heterogeneous robot team with a fixed number of frontier nodes $(\mathbb{F N})$ to sense the area iteratively. In addition, a relay-deployment node (RDN) "chases" the ( $\mathbb{F N}$ ) movement and places relays when necessary to support the video/audio streams aggregation to the base station. This exploration model is illus-
trated in Fig. 6.1. We show BEST is extensible with multiple RDNs in Section 6.6.


Figure 6.1. A relay deploying robot supports the stream aggregation for remote control of frontier nodes in exploration.

This approach is motivated by the following four reasons. First, as mentioned in Chapter 1, prior relay deployment is often infeasible when the environment is unknown and relays have to be placed at the same time as the exploration. Second, the $\mathbb{F N}$ become "worry-free" of the relay deployment with the clear separation of relay and search robot. Therefore, it is flexible for the $\mathbb{F N}$ to concentrate on exploration and use any existing exploration scheme.

Third, we may markedly save cost and improve efficiency compared to the homogeneous robot approach where all the robots have to be equipped with relay deployment devices or move backwards from frontier areas to merely serve as relays for the streams. Fourth, BEST does not have the drawback of hard limit on exploration range comparing to a homogeneous robot team. When a homogeneous robot team tries to explore farther away and maintain connectivity to the BS, more robots have to retreat from frontier areas to serve as relays. With a fixed number of robots, increasing number of relay robots will finally prevent the frontier robots from moving forward. In BEST, on the other hand, a constant number of $\mathbb{F N}$ are not restrained from the increased distance from the BS.

The key problem is to compute the minimum path for the RDN to travel and find a minimum number of positions to deploy necessary relays to support the stream aggregation in each movement iteration. This problem inherits characteristics of both the traveling salesman and Steiner Minimum Tree with Minimum Steiner Points (SMT-MSP) [43] problems. We model the novel problem as the minimum velocity Flow constrained Steiner Traveler problem (FST),

FST is described as follows: Given (1) a fixed number of $\mathbb{F N}$ to explore an unknown environment in a synchronized iterative (round by round) fashion with a traveling time and a constant velocity, (2) a relay deploying node (RDN) with a relay deploying time $t_{d}$, (3) a transmission constraint that when all $\mathbb{F N}$ arrive at their destinations in each round, a transmission path formed
by relays from each FN to the BS always exists, (This also implies a precedence constraint that needed relays must be deployed by RDN before $\mathbb{F N}$ arrive), (4) a flow constraint that the number of flows for each relay never exceeds an upper limit $K$, to find the traveling path for the RDN and the positions to deploy the relays such that the average traveling velocity for the RDN is minimized.

We minimize the velocity in order to reduce the energy cost. Because velocity is related to both traveling path length and the traveling time, we need to (1) reduce the number of relays for deployment time to increase the RDN travel time; (2) reduce the traveling path length. Therefore, a joint consideration on the number of Steiner points and the traveling paths is needed in this problem.

### 6.1.1 Key Contributions

- To the best of our knowledge, BEST is the first of its kind to (1) jointly consider traveling salesman with flow-constrained Steiner Tree to achieve bandwidth sufficiency and (2) present a heterogenous exploration scheme with relay deployment for unknown environment achieving significant efficiency improvement.
- To solve $\mathrm{R}^{2} \mathrm{BS}$, we formulate the problem as the minimum velocity Flow constrained Steiner Traveler problem (FST). We present an efficient heuristic that takes advantage of existing relays that have unsaturated paths to the BS to reduce number of relays.
- Designing exploration schemes for an unknown environment, we also wonder what will be the impact of a known global map on performance? Considering the two metrics (1) RDN traveling path length and (2) the number of deployed relays, we find the traveling path length notably benefits from a global map while the number of deployed relays only has marginal
improvement.

The rest of the chapter proceeds as follows. Section 6.2 introduces the system model. In Section 6.3, we formulate the problem and discuss the challenges. Section 6.4 presents the BEST scheme. Performance evaluation is in Section 6.5. Section 6.6 discusses the future work and Section 6.7 concludes the chapter.

### 6.2 System Model

Robot Model: A robot team includes $|\mathbb{F N}|$ number of $\mathbb{F N}$ and a single RDN. In future work, we will consider the extension of multiple RDNs, which is discussed in Section 6.6.1. $\mathbb{F N}$ have traveling, communication, and sensing capability while the RDN can travel, communicate and deploy static relays with a maximum carrying capacity and a deploying time $t_{d}$. We assume BEST satisfies this carrying capacity constraint since it attempts to use a minimum number of relays. Both $\mathbb{F N}$ and RDN have a communication range $r_{c}$ and a sensing range $r_{s}$ where $r_{c} \geq r_{s}$. $\mathbb{F N}$ move at a constant velocity $v_{f n}$ in all iterations and RDN moves at a changing velocity $v_{r d n}^{t}$ in each iteration $t$. The acceleration and deceleration time is not considered.

Environment Model: A 2D occupancy map is adopted to model the environment as an unknown rectangle region $\mathbb{R}=X \times Y$ with grid cells similar to that in [52]. The cell size equals to the largest robot size. A cell status include unexplored, exploring, and explored. An explored cell is marked as either free or obstructed. An obstacle cell blocks the traveling path. Such cells cannot be visited by the robots or placed relays. We assume the obstacle distribution in the environment is unknown. A base station is the control center where the human operator remotely monitor and potentially operate the robots when necessary.

Iterative Exploration Model: A fixed number of $\mathbb{F N}$ explores an unknown environment in a synchronized and iterative (round by round) fashion with a traveling time $T_{f n}^{t}$ in iteration $t$. After all $\mathbb{F N}$ arrive at their target positions, $\mathbb{F N}$ and also RDN will receive $\mathbb{F N}$ 's next iteration target positions and then enter a fixed length sensing and transmitting interval (STI) $T_{\text {sti }}$ to sense the area and mark cells as searched. RDN must finish deploying all necessary relay in round $t$ (denoted as $\mathbb{R}^{t}$ ) before STI starts because the relays are essential to support the transmission. Since the RDN receives $\mathbb{F N}$ ' target positions before last round STI, the total time for RDN to travel $T_{r d n}^{t}$ in round $t$ is:

$$
\begin{equation*}
T_{r d n}^{t}=T_{f n}^{t}+T_{s t i}-\left|\mathbb{R}^{t}\right| \cdot T_{d} \tag{6.1}
\end{equation*}
$$

We assume $T_{f n}^{t}+T_{s t i}-\left|\mathbb{R}^{t}\right| \cdot T_{d}>0$. We may find that $T_{r d n}^{t}$ is increased with the decreased number of deployed relays. It is especially significant when the deploying time $T_{d}$ is lengthy. All $\mathbb{F} \mathbb{N}$ and RDN start traveling from the BS. After the RDN completes the relay deployment in each iteration $t$, it will stop as the last relay deployment position $R_{\text {stop }}^{t}$,

Note that BEST is compatible with any iterative FN movement strategies for area exploration or other purposes. FN movements can be controlled by a computer program or a human operator at the BS. Under either case, $\mathbb{F N}$ can only move to sensed (known) areas because of the unknown obstacles in unknown areas. In BEST, we apply the frontier cell based strategy to maximize sensing gain as in [52].

Wireless Model: The unit-disk model where two nodes $i, j$ can communicate as long as $\operatorname{dist}(i, j) \leq r_{c} . \operatorname{dist}(i, j)$ gives the distance from $i$ to $j$. We will consider a probability based communication range in future work. Similar to [52], each FN has a uniform flow sending rate, rate $\operatorname{send}$ and a link capacity, rate capacity . A bandwidth factor $K$ defines how many flows can a
relay maximally carries before exceeding its capacity:

$$
\begin{equation*}
K=\left\lfloor\frac{\operatorname{rate}_{\text {capacity }}}{\operatorname{rate}_{\text {send }}}\right\rfloor \tag{6.2}
\end{equation*}
$$

In addition, path $(V)$ gives the transmission (routing) path by a vector of nodes $V$, where all adjacent pair of nodes have a distance less than $r_{c}$. We assume the powerful BS have multiple radios to have sufficient bandwidth for flow aggregation. A similar 15-radio testbed is shown in [103]. The interference between nodes can be resolved by a multi-channel dual radio strategy with proper channel assignment.

### 6.3 Problem formulation

With the system model the formal formulation of the minimum velocity Flow constrained Steiner Traveler problem (FST) is as follows: Given

- a vector of $\mathbb{F} \mathbb{N}^{t}$ positions, a FN travel time $T_{F N}$, a (partially) explored region $\mathbb{R} \mathbb{G}^{t}$ with an obstacle-cell subset in each iteration $t=\left\{1, \ldots, n_{i t}\right\}$ with a total number of iterations $n_{i t}$.
- a constant FN velocity $v_{f n}$, FN STI time $T_{s t i}$ and a RDN relay deploying time $t_{d}$,
- a transmission constraint that when all $\mathbb{F N}$ arrive at their destinations in each round, a transmission path formed by relays from each FN to the BS always exists, (This also implies a precedence constraint such that needed relays must be deployed by RDN before $\mathbb{F N}$ arrive),
- a flow constraint that the number of flows for each relay never exceeds a bandwidth factor $K$,
- placement constraint: no relay is placed on obstacles;

To find (in each iteration $t$ )

- new relay positions $\mathbb{R}^{t}$ (or its subset) in each iteration $t$, along with (a subset of) existing relays $\mathbb{R}^{1 . . n-1}$, to form a directed Steiner tree to connect $\mathbb{F} \mathbb{N}$ to the BS.
- a RDN Hamiltonian path path $r_{r d n}^{t}$ starting from last round stop position $\left(R_{\text {stop }}^{t-1}\right)$ to travel each position in $\mathbb{R}^{t}$ exactly once,
such that the average RDN travel velocity $\overline{v_{r d n}}$ is minimized. $\overline{v_{r d n}}$ depends on both the travel path length and travel time:

$$
\begin{equation*}
\bar{v}_{r d n}=\frac{\sum_{t=1}^{n_{i t}} p a t h_{r d n}^{t}}{\sum_{t=1}^{n_{i t}} T_{r d n}^{t}} \tag{6.3}
\end{equation*}
$$

Mathematically, FST is

$$
\begin{equation*}
\text { Minimize } \overline{v_{r} d n} \tag{6.4}
\end{equation*}
$$

$$
\begin{align*}
& \text { S.T. } \exists \operatorname{path}(V), V=\left(i, v_{1}, \ldots, v_{n}, B S\right), \forall i \in \mathbb{F} \mathbb{N}, v_{i} \in \mathbb{R}^{1 . . t} \text {, }  \tag{6.5}\\
& \operatorname{dist}\left(v_{j}, v_{j+1}\right) \leq r_{c}, \forall v_{j} \in V, j \leq n,  \tag{6.6}\\
& \sum_{i \in \mathbb{F N} \cup \mathbb{R}^{1 . . t}}\left|f_{\overrightarrow{i j}}\right| \leq K, \forall j \in \mathbb{R}^{1 . . t},  \tag{6.7}\\
& \operatorname{position}(i) \neq \text { obstacle, } \forall i \in \mathbb{R}^{1 . . t},  \tag{6.8}\\
& \forall t=1, \ldots, n_{i t} \tag{6.9}
\end{align*}
$$

Where (5) and (6) shows there is a valid routing path formed by existing and newly deployed relays from each FN to the BS via deployed relays under the communication range. (7) gives the bandwidth constraint. (8) gives that the relays cannot be placed at the obstacle cells.

In each iteration $t$, the computation of the Hamiltonian path for RDN path $r_{r d n}^{t}$ is formulated by the asymmetric traveling salesman problem (TSP). A simple conversion to TSP is achieved by
setting the distances on the arcs from all nodes to position $R_{\text {stop }}^{t-1}$ as zero [116]. Then, we apply the integer linear programming (ILP) formulation for asymmetric TSP in [115] as below:

$$
\begin{align*}
& \text { Minimize } \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} c_{i j} x_{i j},  \tag{6.10}\\
& \text { Subject to } \sum_{i=1, i \neq j}^{n} x_{i j}=1, \quad \forall j=1, \ldots, n, \\
& \sum_{j=1, j \neq i}^{n} x_{i j}=1, \quad \forall i=1, \ldots, n, \\
& \qquad y_{i j} \geq x_{i j}, \quad \forall i, j=2, \ldots, n, \quad i \neq j, \\
& y_{i j}+y_{j i}=1, \quad \forall i, j=2, \ldots, n, \quad i \neq j, \\
& y_{i j}+y_{j k}+y_{k i} \leq 2, \quad \forall i, j, k=2, \ldots, n, \quad i \neq j \neq k, \\
& y_{i j}=0, \quad \forall i, j=2, \ldots, n
\end{align*}
$$

Where $c_{i j}$ is the obstacle-aware path length computed by $\mathrm{A}^{*}$ search from position $i$ to $j . x_{i j}$ and $y_{i j}$ are binary and $x_{i j}=1$ shows position $i$ is before $j$ immediately in the tour. It is reasonably fast to solve TSP by a branch and cut method with the ILP formulation. Instances with 200 nodes is computed optimally in a couple of minutes [117].

Note that we describe FST using the robotic notations to illustrate our application. A theoretical and general description of FST is made possible with following term changes: (1) $\mathbb{F N}$ and BS become the terminal points where $\mathbb{F N}$ are the sending terminals and BS is the base terminal. (2) Existing and current iteration relays become existing and new Steiner points respectively.
(3) $R_{\text {stop }}^{t-1} \cup \mathbb{R}^{t}$ becomes the set of cities where $R_{\text {stop }}^{t-1}$ is the starting city for the traveling salesman.

### 6.3.1 Challenges

There are two major challenges to solve FST. First, FST combines two NP-hard problems: Steiner minimum tree and traveling salesman. The traveling path generation depends on the locations and the number of relays deployed. There is also a trade-off of the number of relays and the traveling path length. To minimize the RDN velocity, both the number of relays and the traveling path need to be reduced. However, it is possible that a relay placement with a least relay number but improper positions will lead to a longer travel path. Besides, the importance of the two factors may vary with different parameter settings. The importance of a shorter path outweighs that of the number of relays with a sufficient lengthy FN traveling time $T_{f n}^{t}$ and a small deploying time $T_{d}$ (recall Eq. 6.1 and Eq. 6.3). On the other hand, the relay size reduction is more important than generating a shorter path when $T_{f n}^{t}$ is small and $T_{d}$ is large.

Second, the possible usage of existing Steiner points increases the complexity of the problem. Many related work models the minimum relay placement by SMT-MSP [43, 52, 91], Compared to SMT-MSP, a major difference is that when we place relays (new Steiner points) in each iteration $t$, existing relays may be used. It brings a new problem of whether and how to use them. Note that the existing Steiner points are not modeled as the terminal points because not necessarily all previous relays will be on the transmission paths, especially when the FN positions vary considerably in each iteration.

| Terms | Definitions |
| :---: | :---: |
| FN, RDN, R, $\mathbb{F} \mathbb{N}, \mathbb{R}, \mathrm{BS}$ | Frontier nodes, relay-deploying node, deployed relays, and base station. $\mathbb{F N}, \mathbb{R}$ represent FN and relay set. $\|\mathbb{F N}\|$ gives the number of $\mathbb{F} \mathbb{N}$. |
| $\begin{aligned} & \mathbb{R}^{1 . . t-1}, \quad \mathbb{R}^{t}, \\ & \mathbb{R}^{1 . . t} \end{aligned}$ | Existing relays deployed before iteration $t$, relays deployed in iteration $t$, and their union. |
| $f_{\overrightarrow{i j}}$ | A flow from $i$ to $j$ with the sending rate rate ${ }_{\text {send }}$. |
| $r_{c}, r_{s}$ | Communication range and sensing range. |
| $T_{r d n}^{t}, T_{f n}^{t}$ | The RDN and FN travel time in iteration $t$. |
| $T_{d}, T_{s t i}$ | A constant relay deploying time for RDN; A sensing and transmitting interval for $\mathbb{F N}$. |
| path ${ }_{r d n}^{t}$ | Traveling path by RDN in iteration $t$. |
| $\frac{v_{f n},}{v_{r d n}}, \quad v_{r d n}^{t},$ | A uniform FN travel velocity, a RDN travel velocity in iteration $t$, and RDN's average velocity. |
| $n_{i t}$ | Total number of iterations in the iterative movement model. |
| $K$ in Eq. 6.2 | Bandwidth ratio: maximum number of allowed carried flows per relay. |
| $f_{\overrightarrow{i j}},\left\|f_{i \vec{j}}\right\|$ | The flows on edge from $i$ to $j$, the number of flows. |
| $\operatorname{dist}(i, j)$ | The distance from $i$ to $j$. |
| path $\{V\}$ | A transmission path by a vector of nodes $V$. |
| $\mathbb{B R N}$ | The border RN set. |

Table 6.1. Notations in BEST.

# 6.4 BEST: Bandwidth-aware Exploration with a Steiner Traveler 

We first present BEST's simpler version when the bandwidth ratio $K$ is sufficient large, then we show how we deal with the extra constraint of bandwidth. Before presenting the solution, we first give the definitions.

Definition 5.1: A flow aggregation point is the point to which sending terminals send flows.
Definition 5.2: A border relay $B R_{i}^{1 . . t-1}$ for a $\mathrm{FN} i \in \mathbb{F N}$ is an existing relay with the shortest distance to $i$ compared to other existing relays. A BR is qualified to be an aggregation point if there is an unsaturated path from the BR to the BS.

### 6.4.1 BEST with Sufficient Bandwidth

As discussed in Sec. 6.3.1, the major difference of FST from SMT-MSP is the availability of existing Steiner points. Note that effectively using $\mathbb{R}^{1 . . t-1}$ in the Steiner tree does not add to the "cost", we design our strategy as follows.

Basic Idea: We cluster $\mathbb{F N}$ to nearby qualified border relay. For each FN cluster, we compare the relay number needed to reach its two potential aggregation points, the border relay and the BS. The border relay is only used when expected to reduce relays. We compute the traveling path afterwards. The detailed algorithm is given in Alg. 20.

We attempt to minimize the deployed relay number and only deploy relay when immediately needed. As a result, there is always a valid path from an existing relay to the BS since it was previously used to send streams. Therefore, all flows sent to the border relays will reach the BS. To
consider the impact of relay placement on traveling path, we place relays as far as possible from the existing ones with the room for adjustment: when distance divided by $r_{c}$ yields a fractional number.

With $\mathbb{R}^{t}$ and path ${ }_{r d n}^{t}$ for each iteration $t$, the RDN average velocity is then computed.
Algorithm 20: Bandwidth Sufficient Steiner Traveler.
Input: $\mathbb{F N}, \mathbb{R}^{1 . . t-1}, R_{\text {stop }}^{t-1}$ in each iteration $t$
Output: New relays $\mathbb{R}^{t}$ and RDN traveling path pat $h_{r d n}^{t}$
1 For each $i \in \mathbb{F N} \wedge \operatorname{dist}(i, B S)>r_{c}$, add its closest existing RN $j$ to the border RN set
$\mathbb{B} \mathbb{R} \mathbb{N}$. Add $i$ to $j$ 's $\operatorname{FN}$ cluster $\mathbb{F} \mathbb{N}_{j}$.
2 foreach relay $j \in \mathbb{B} \mathbb{R} \mathbb{N}$ and its $F N$ cluster $\mathbb{F} \mathbb{N}_{j}$ do
3 Call MST-MSP relay placement in [52] to compute relay positions for connecting (1)
$\mathbb{F N}_{j}$ to $j ;(2) \mathbb{F N}_{j}$ to BS. Denote their resulting candidate relays as (1) $\mathbb{R}_{b r n-t e m p}$ and (2) $\mathbb{R}_{b s-t e m p}$. if $\left|\mathbb{R}_{\text {brn-temp }}\right| \leq\left|\mathbb{R}_{\text {bs-temp }}\right|$ then Add $\mathbb{R}_{\text {brn-temp }}$ to new relays $\mathbb{R}^{t}$. else

Add $\operatorname{FN}$ cluster $\mathbb{F} \mathbb{N}_{j}$ to FN set $\mathbb{F} \mathbb{N}_{\text {direct }}$.
// For FNs not benefit from connecting to existing relays.
8 Call MST-MSP relay placement in [52] to compute relay positions for FN set $\mathbb{F N}_{\text {direct }}$ with BS as the aggregation point. Add resulting relays to $\mathbb{R}^{t}$.

9 Compute Hamiltonian path path ${ }_{r d n}^{t}$ by the ILP formulation in Eq. 6.10 for $R_{\text {stop }}^{t-1} \cup \mathbb{R}^{t}$. Mark the stoping position $R_{\text {stop }}^{t}$ for next iteration use.

### 6.4.2 BEST with Constrained Bandwidth

Previous work [52] handles bandwidth constrained relay placement without existing RNs. It guarantees bandwidth adequacy when directly aggregating flows to the BS or the part from $\mathbb{F N}$ to the border relays. The only unchecked part for bandwidth sufficiency is from the border relays to the BS. Hence, before selecting border relays, we need to check whether there are unsaturated paths back to the BS. The problem resembles the maximum flow problem with vertex capacities. The difference are: (1) We not necessarily need to obtain the "maximum" flow but simply need to check the existence of an unsaturated path (which is also called an argument path in maximum flow). (2) Because the relays are placed by our algorithm, we are able to keep track of a path from each relay to the BS. This is different from the EdmondsCKarp algorithm for maximum-flow to use Breadth-first search (BFS) to find the argument path each time.

The major modifications on Alg. 20 to support the constrained bandwidth are as follows.

1. Add structures to save path and flow infomation. We maintain a vector of pathToBS for each relay to save the ordered node list on the path from the relay to the BS. It is updated each time we add new relays to maintain history information.

We first enhance the flow constrained relay placement to save the path from each FN to the aggregation point. When aggregating to border relays, pathToBS from $B R$ is appended to the new relays. For example, in Fig. 6.2, the BR's pathToBS is appened to that on R4 and R3.

Besides, another vector of carriedFNflow is defined for existing relays. It shows those FN whose flow passes this relay in the current iteration. carriedFNflow is reset and cleared at the end of each iteration.
2. Check unsaturated path. Before selecting an existing relay to be a border relay, we check its


Figure 6.2. Merge border relay's pathToBS to new relays.
qualification by checking whether the path back to the BS is still unsaturated: For each node $i \in$ in its pathToBS, carriedFNflow(i).size() is less than $K$. Unqualified border relays cannot be used as aggregation points. When we run out of qualified border relays, all remaining $\mathbb{F} \mathbb{N}$ will connect to the BS without using existing relays.
3. Update carried flows. After we verify using BR as the aggregation point reduces the relay number, the carriedFNflow on the pathToBS is updated: For each node $i \in$ pathToBS(BR), the cluster of FNs for this BR is pushed back to carriedFNflow(i).

### 6.5 Performance Evaluation

## Summary

- We evaluate the exploration efficiency with varying region sizes, number of robots and ob-
stacle ratios.
- We also evaluate the performance difference of BEST (given an unknown environment) compared to the solution where a global obstacle distribution is known and thus relay positions and traveling paths can be globally optimized.
- In addition, the impact of bandwidth constraints on number of deployed relays are investigated with respect to different $K$ values.


### 6.5.1 Simulation Setup and Parameters

We develop a simulation program in C++ for robot exploration. The traveling salesman problem is solved in part by IBM ILOG CPLEX V12.2. The unknown exploration region is represented by the grid-map model with $X \times Y$ cells. Each cell has an edge length of 1 meter, and the BS is located at the left-bottom center of the region. Obstacles are randomly generated with the ratio (percentage of obstructed cells out of total cells) given by the input. A default bandwidth factor $K$ is set at 3 and obstacle ratio is set at $10 \%$, unless specified otherwise. The communication range $r_{c}$ is 12 m and the sensing range $r_{s}$ is 6 m . The relay deploying time $t_{d}$ is set as 1 second and FN's $T_{s t i}$ is set as 3 seconds. FN has a constant travel velocity of $0.5 \mathrm{~m} / \mathrm{sec}$. All results are the average obtained by running tests 30 times with different environments of randomly generated obstacles. The $95 \%$ confidence interval is shown by the error bars.

### 6.5.2 Exploration Efficiency

Among the current exploration strategies with connectivity and bandwidth awareness for an unknown environment, the connectivity and bandwidth aware exploration (CBAX) [52,55] uses less

(b) Exploration time in varied number of robots. (BEST uses half the number of robots of CBAX.)

Figure 6.3. Exploration time compared to CBAX with varying (a) region sizes (b) number of robots.


Figure 6.4. (a) Exploration time compared to CBAX with varying obstacle ratios. (b) Impact of varying bandwidth constraints on the number of deployed relays.

(a) Number of deployed relays in BEST compared to a S-CDS based solution in known environment.

(b) Traveled path length by RDN in BEST compared to solution in known environment.

Figure 6.5. (a)-(b): Number of deployed relays and traveled path length by RDN in BEST, compared to those results computed with aid of a known environment.
exploration time compared to strategies in $[32,36]$, therefore we choose CBAX as the comparison counterpart on exploration efficiency rather than those in [32,36]. CBAX explores the unknown environment iteratively and dynamic selects and places a minimum subset of robots to be the relays in each iteration while the remaining robots to be frontier nodes, given a fixed total number of robots.

The exploration time is computed from the start to the time when $95 \%$ of the non-obstructed region has been searched. Fig. 6.3(a) shows the exploration time with varying region sizes from $60 \mathrm{~m} * 60 \mathrm{~m}$ to $100 \mathrm{~m} * 100 \mathrm{~m}$. BEST reduces the exploration time by $62.0 \%$ on average compared to CBAX given a fixed number of twelve total robots. The exploration time reduction is slightly more significant with larger regions. The reduction increases from $44.1 \%$ in $40 \mathrm{~m} * 40 \mathrm{~m}$ regions to $69.0 \%$ in $100 \mathrm{~m}^{*} 100 \mathrm{~m}$ regions. The major reason is that more robots move backwards to the BS to serve as relays in CBAX, while BEST uses constant number of robots to explore the area.

The average RDN travel velocity in the five regions is $1.07 \mathrm{~m} / \mathrm{sec}, 1.14 \mathrm{~m} / \mathrm{sec}, 1.13 \mathrm{~m} / \mathrm{sec}$, $1.01 \mathrm{~m} / \mathrm{sec}, 0.95 \mathrm{~m} / \mathrm{sec}$ respectively, approximately 2 times the FN travel velocity. Applying multiple RDN will help to relieve the workload of a single RDN and therefore decrease the travel velocity.

Besides, Fig. 6.3(b) demonstrates BEST with half the number of robots (e.g., a four-robot team including 1RDN+3FNs in BEST compared to eight node team in CBAX) stills outperforms CBAX in exploration efficiency. In a 70m*70m region, a half number team in BEST remains $24.1 \%$ faster than CBAX on average.

In addition, we evaluate the impact of different obstacle ratios on the exploration efficiency. Fig. 6.4(a) shows BEST performances similarly to CBAX with regard to increased ratio of obstacles. An increase from $5 \%$ to $20 \%$ of obstacle ratio results in a climb of $18.6 \%$ for CBAX and a
rise of $20.4 \%$ for BEST in exploration time.

### 6.5.3 Comparing to a Solution with Known Environments

A known environment and obstacle distribution enables optimization of the relay placement and traveling paths under a global view. BEST is designed for exploring an unknown environment. Although only a partial (local) map is exposed for the BS to compute the relay positions and traveling paths in each iteration, it is desirably to know the how much we may improve if a global view were provided.

The solution to FST given a known environment is briefly described here. It is a simplified and partial version of the "STARS" solution for a known environment in [118]. Given the obstacle distribution, we compute the sensing positions, relay positions and traveling paths by modeling using set cover, Steiner connected dominating set (S-CDS), and traveling salesman problems (all are NP-hard), respectively.

Fig. 6.5(a) shows BEST uses only an average of $4 \%$ more relays compared to the S-CDS based solution (both given sufficient bandwidth conditions). It shows that inaccessibility to a global map does not hurt much for deploying relay placement. On the other hand, the extra traveled path length compared to the S-CDS solution is a more notable $30.7 \%$ on average, according to Fig. 6.5(b). An explanation is that the global map will help to choose the shortest paths globally, leading to significant saves in path length. For the relay placement, however, a local placement, which attempts to"stretch out": sparsely placing relays to be as far as possible to existing ones, performs similar to a global S-CDS to connect the BS to any sensing position, which together covers the whole region.

Fig. 6.4(b) shows the bandwidth constraint's impact on the number of relays deployed. The number of relays rises $82.8 \%$ for $K=3$ and another $68.9 \%$ for $K=2$ on average respectively compared to the bandwidth sufficient case. The results demonstrate the significant impact of QoS on the number of relays: when there is no unsaturated path, new relays are deployed.

### 6.6 Future Work

### 6.6.1 Extension with Multiple Relay-deploying Robots

In the future, we will enhance BEST with multiple RDN to reduce the work load of each RDN and make the solution more scalable with increase in $|\mathbb{F} \mathbb{N}|$ and flow sending rate. Multiple relay deploying robots are a natural consideration when a single RDN has a high workload of relay deployment and a lengthy traveling path to keep track a large number of $\mathbb{F N}$.

With $n$ number of RDN, we may dynamically partition the $\mathbb{F N}$ to different clusters and assign the RDN to its closest cluster of FNs. The partition's objective may be set to (1) achieve a work load balance for each RDN: minimize the largest difference of $\overline{v_{r d n}}$ among RDNs; (2) reduce the total energy cost: minimize the sum of all $\overline{v_{r d n}}$ among RDNs.

### 6.6.2 Towards Traveling Path Aware Relay Deployment

Currently BEST solves FST problem by first computing the relay positions. With the relay positions as input, the traveling path is obtained by computing the Hamiltonian path. In a more integrated approach, it is desirable that the relay placement outputs a set of candidate positions where the next step can further evaluate which candidates are better. The uncertainty of the posi-
tions for the traveler to travel resembles the Generalized TSP problem [119], where the position set $G$ is partitioned into clusters and the objective is to find the shortest cycle in $G$ which passes at least one position in each cluster.

Modeling: We may model the FST problem in part by Generalized TSP since there is flexibility and "room" for the relay placement between any two end positions. (e.g. Given distance of 5 m and communication range of 2 m , two relays can be placed in a set of positions as long as any two neighboring nodes has a distance of no more than 2 m .) Therefore, the relay placement will output a candidate set of positions for each relay, which will be the input for Generalized TSP to further reduce the path length compared with fixed positions.

Discussions: In the future, we would like to implement BEST with traveling path-aware relay deployment to observe its impact on the performance and verify different possible impacts discussed below. It is possible that we may not benefit from the Generalized TSP based solution when the relay deploying time is large and obstacle ratio is low. The reason is that relays may be placed more densely and closer to the existing ones, in order to reduce the local travel path given the flexibility of relay positions. This measure, however, may not help from a global view.

On the other hand, it is also possible performance may be improved when the obstacle ratio is high and the relay deploying time is low. The reason is that the reduction in traveling paths may outweigh the increased number of relays. With densely random obstacles, placing relays sparsely to be "as far as possible" from existing relays may not be optimal.

### 6.7 Summary

In this chapter, we propose BEST, or the Bandwidth-aware Exploration with a Steiner Traveler for an unknown environment. BEST computes the relay deployment positions and traveling paths for the relay-deploying robot to keep track of a group of frontier robots. BEST enables bandwidthaware real-time multimedia transmissions to support remote sensing and control of a group of robots. In addition, we show BEST is extensible with multiple RDNs in Section 6.6.

We model the problem by the minimum velocity Flow constrained Steiner Traveler problem (FST). FST combines two of the most important combinatorial optimization problems: the traveling salesman and the Steiner minimum tree problems. Our solution to FST places new relays to connect to existing ones with unsaturated paths rather than to the BS when using existing relays can reduce the number of relays.

BEST significantly reduces the exploration time by $62 \%$ compared to existing homogeneous robot exploration strategies. BEST also reduces the cost by achieving $24 \%$ better exploration efficiency with only half the number of robots compared to its comparison counterpart. We also find a marginal improvement in relay number but a notable traveling path length reduction, if a global obstacle distribution were known. In the next chapter, we will focus on coping with mobility and communication in rugged terrains with the other type of mobile nodes: sensors with hopping capability.

## CHAPTER 7

## Hopping Sensor Relocation in Rugged

## Terrains

### 7.1 Preliminaries

Besides the QoS provision and mobile control for teleoperation discussed in the previous four chapters, another major topic in this dissertation is to deal with obstructive environment. The motivation is that the environments are not obstacle free in most applications of mobile networks such as weather sensing, environment monitoring, disaster management, and battlefield surveillance. For the network whose nodes are mobile robots, we have tackled the exploration problems to search in an unknown obstructive environment. Besides the powerful robots, the other most common devices in mobile networks are the sensor nodes. In this chapter, we focus on hopping sensors, whose distinctive movement approach is designed to fit the rugged terrains.

In addition to the inadequacies of hopping sensors such as imprecise movement and limited power mentioned in Section 1.2.1, rugged terrains may also adversely affect their behaviors.

Rugged terrains are the areas that are largely inaccessible to wheeled vehicles, where hopping sensors may operate by trading-off movement accuracy. We model the rugged terrains with two characteristics. The first one is their unevenness with diverse slope patterns. Due to such diversity and arbitrary nature of the terrains we did not model them with slopes in the relocation process. However, we find that hopping sensors are more energy efficient when moving on certain slope ground by comparing their energy consumption with the wheeled ones.

The second feature is the existence of great obstructions in the field that can significantly influence the sensor relocation. To illustrate, water, huge rocks, and other obstructions are inaccessible areas to deploy sensors. It is critical to design a movement scheme that can wisely avoid or circumnavigate these obstructions to reach the expected position. Given an initial sensor deployment, the proposed solution is to match and relocate a redundant sensor to the needed position in an obstructed environment. Furthermore, it must also consider the limited number of hops per sensor and the incapability of sensors landing at a precise location. To tackle these problems, we present (i) a distributed message forwarding model called Binary Splitting Message Forwarding (BSMF) and (ii) a grid based movement model unique to these hopping sensors.

The rest of the chapter is organized as follows. In Section 7.2, the motivation for using hopping sensors is presented. A description of our system model is in Section 7.3. The matching scheme is in Section 7.4. Section 7.5 defines the Grid Based Movement Model. Section 7.6 provides simulations and performance analysis. Summary is presented in Section 7.7.


Figure 7.1. Hopping sensors we designed deployed near a construction area [4].

### 7.2 Motivation

The motivation of using hopping sensors over wheeled ones in rugged terrains is twofold. The first one is that hopping sensors can access many difficult areas whereas wheeled sensors cannot. Second, for certain types of slopes, which frequently exist in rugged terrains, hopping sensors are more energy efficient. In this section, we focus on the second motivation to compare the energy consumption for two cases: flat plane and slope. To make the comparison reasonable, only the energy used to drive the sensor is considered.

We first conduct an analysis on a flat plane. Under ideal condition, the hopping sensor's trajectory is a projectile motion. In [76], wind influence is modeled as a predictable and stable parameter, which is a strong assumption due to its dynamic nature. Here we assume a negligibly weak wind setting and no sliding occurs during initial state of hoping. Given the sensor's mass $m$, the initial velocity $v$, the takeoff angle $\alpha$, and the distance traveled by the sensor $d$, the energy per hop will
be:

$$
\begin{equation*}
E_{h}=\frac{1}{2} m v^{2}=\frac{m g d}{2 \sin 2 \alpha} \tag{7.1}
\end{equation*}
$$

For wheeled sensors, we suppose they have the same weight and need to traverse the same distance. Let the rolling friction coefficient for the flat plane be $\mu$ and the sensor run at a constant speed. Then energy for traversing such a distance is:

$$
\begin{equation*}
E_{w}=\mu m g d \tag{7.2}
\end{equation*}
$$

To compare:

$$
\begin{equation*}
\frac{E_{w}}{E_{h}}=2 \mu \sin 2 \alpha \tag{7.3}
\end{equation*}
$$

The rolling friction coefficient between wheels and land is generally less than 0.1 [120], therefore $E_{w} / E_{h}<0.2$, which means $E_{h}>E_{w}$. Therefore, for flat plane, the wheeled sensor is more energy efficient. This is because part of the energy for hopping sensors is converted to the potential energy for hopping height.

Now suppose both sensors need to traverse the same distance along a slope with an inclination angle $\beta$. For hopping sensors, with the same assumption in the flat plane, the jumping distance along the slope can be found from the intersection of the projectile trajectory and the slope. Establish a coordinate frame as shown in Fig. 7.2, where O is the starting point. Then the $x$ coordinate for the intersection point is:

$$
\begin{equation*}
x=d(1-\cot \alpha \tan \beta) \tag{7.4}
\end{equation*}
$$

Thus $d^{\prime}=x / \cos \beta$. The energy for hopping sensors to travel $d^{\prime}$ is the same as traveling $d$ on the flat plane.


Figure 7.2. Coordinate frame for slope plane.

For wheeled sensors, using the same assumption for flat plane, the energy consumption of traversing $d^{\prime}$ along the slope is:

$$
\begin{equation*}
E_{w}=d(\mu m g+m g \tan \beta)(1-\cot \alpha \tan \beta) \tag{7.5}
\end{equation*}
$$

To compare:

$$
\begin{equation*}
\frac{E_{w}}{E_{h}}=2 \sin 2 \alpha(\mu+\tan \beta)(1-\cot \alpha \tan \beta) \tag{7.6}
\end{equation*}
$$

Typically, the rolling friction coefficient for car tire on concrete is between [0.01, 0.015] [120]. Let $\mu=0.0125$. Given $\alpha=75^{\circ}$, the takeoff angle of the hopping sensor we have developed [4] (Figure 1.1(b)), we derive the diagram in Fig. 7.3 from equation (7.6) to show the change of above energy ratio with respect to slope angle $0^{\circ} \leq \beta \leq 75^{\circ}$.

As we can see from the figure, when $30^{\circ}<\beta<72^{\circ}$ (the curve between two vertical lines), $E_{h}<E_{w}$. The ratio decreases after about $62^{\circ}$ because $d^{\prime}$ becomes increasingly smaller as the inclination angle is close to the takeoff angle, resulting in less energy consumed by wheeled sensor. The energy per hop for hopping sensors, however, remains the same. This explains why the ratio decreases. Nevertheless, most wheeled sensors can only move along slope with an angle less than $45^{\circ}$ [121]. Hence we can neglect the declining part after approximately $62^{\circ}$, and conclude the hopping sensor is more energy-efficient than the wheeled sensor for slope angle greater than $30^{\circ}$ for takeoff angle $75^{\circ}$. In fact, with different takeoff angles, a critical angle always exists when a hopping sensor consumes less energy than a wheeled one.


Figure 7.3. Energy ratio for $0^{\circ} \leq \beta \leq 75^{\circ}$.

### 7.3 System Model

Now that we have shown the hopping sensors are energy efficient on uneven ground, in this section we discuss the system model. A grid-based architecture is a natural solution in a network where nodes are relatively regularly deployed. Each grid cell is controlled by a gateway sensor which is capable of communicating with its peers in its immediate four neighbors (North, South, East, West). The gateway sensors can retrieve their absolute positions and have a larger sensing range than other sensor nodes. Sensor nodes within a grid cell register to the cell gateway and perform their required tasks.

The width (size) of a square grid cell is defined by: $W_{c}=R_{g} / k$, where $R_{g}$ is the effective communication range of the gateway and $k$ is the coverage factor. Assuming the gateway located at the center of the cell and given $\mathrm{k}=1.41$ or $\mathrm{k}=1.5,88.4 \%$ or $97.2 \%$ of 4 -neighbor area can be covered respectively for effective inter-gateway communication. Due to space limitation we leave the analysis of the optimal grid cell size in future work.

When a sensor dies, a redundant sensor needs to be relocated to cover the sensing hole area. A redundant sensor can be easily identified on a given cell by the gateway. To maintain the sensor coverage when sensor holes appear, two major steps remain. In the first step, a match is needed between the supplier and consumer cell. Note that more than one supplier may exist. The consumer decides which supplier is selected. Then, a viable path from the supplier to the consumer needs to be computed for the movement. Second, the consumer triggers the relocation process by notifying the selected supplier, which in turn selects one of its redundant sensors and commands it to reallocate to the neighbor cell included in the path. We mainly focus on single sensor relocation. The problem of multiple sensor relocation can be easily solved by executing the scheme repeatedly.

The principal objective of this work is to provide an optimized matching path between a consumer and a supplier cell, involving the least amount of intermediate cells possible. A matching process is fundamentally important to the actual sensor movement and must remain workable in presence of obstructions. In our model, obstructions are represented as non-functional grid cells in which a gateway is hard to be placed, or if it exists, it fails to communicate with neighboring cells. These obstructed cells, with high probability, will not allow an intersection cell to match consumer and supplier cell. To overcome this problem, centralized or decentralized algorithms can be considered.

A centralized solution usually inherits the single-point-of-failure weakness, which is less faulttolerant in hostile environment or a rugged terrain where adverse circumstances are frequent. In addition, it is a strong assumption that a single node has adequate energy and computation capability to communicate with all the other sensor nodes and to find the optimized path for relocation. Since the existence of supplier and consumer is ad hoc and the relocation should be executed efficiently, the latency incurred by gathering supplier and consumer information becomes a drawback.

To be more fault-tolerant, less susceptible to the impact of mobility, and to reduce message overhead and latency in the process of collecting information [122], our algorithm should depend only on local information collected by each gateway to establish the matching path between the supplier and the consumer. To make it more practical, gateway communication is restricted to be with the four-neighboring gateways, and between gateway and managed sensors in the cell.

### 7.4 Matching Process

### 7.4.1 Message Forwarding Process

Previous Grid-Quorum relocation would fail if there are obstructions in the middle of the supplier or consumer quorum. We propose Binary Splitting Message Forwarding (BSMF) to cope with obstructions. The algorithm provides a matching path for a consumer and supplier cell, and it considers previously known and newly appearing obstructions.

When a gateway receives an advertisement or request message, it verifies whether it satisfies the demand or needs to forward the message. Before forwarding messages, gateways check the availability of the succeeding neighbor. Succeeding neighbors will vary depending on the message type. Advertisement messages are forwarded to neighbor grid cells in a grid row manner (EastWest), while request messages are forwarded in a grid column manner (North-South). When a gateway in a grid cell receives both the advertisement and the request message, the cell becomes an intersection node and the gateway in it will be responsible to match the request to the advertisement. Without obstructions, it is ensured by geographic relations that an intersection is made [80]. If a known or a new obstruction is detected in the next forwarding grid cell, this gateway will change the course by modifying message forwarding behavior in an effort to successfully forward the message. Given an obstruction, a request message may attempt to be forwarded to the EastWest grid cell neighbors, while an advertisement message may be forwarded to the North-South neighbors. However, they will return to their default (initial) directions whenever it is possible. If both of the intended grid cell destinations are obstructed or visited before, the message will be forwarded in a direction opposite to the default until one available grid cell is found. Algorithm

BSMF gives a step representation of this procedure.
Algorithm 21: Binary splitting message forwarding (BSMF).
Input: Current cell's gateway $G$ receives an incoming message with i) default forward direction $D_{f w}$; ii) message traversed path
Output: Destination neighbor cell(s) $\left\{N C_{d}\right\}$ of the message
1 Begin: Supplier and consumer cells have sent row advertisement or column request messages respectively
// Set opposite and two perpendicular directions of $D_{f w}$
$2 D_{\text {opp }}, D_{\text {left }}, D_{\text {right }} \leftarrow D_{f w}$
// NC denotes a "neighbor cell"
3 if $N C$ on $D_{f w}$ is available $\wedge$ unvisited then
$4 \mid\left\{N C_{d}\right\} \leftarrow N C \quad$ // On default whenever possible
5 else
$6 \quad\left\{N C_{\text {uv_av }}\right\} \leftarrow$ unvisited $\wedge$ available $N C$ on $D_{\text {left }}, D_{\text {right }}$
$7 \quad$ if $\left\{N C_{u v_{-} a v}\right\} \neq \emptyset$ then
$8 \quad\left\{N C_{d}\right\} \leftarrow\left\{N C_{u v \_a v}\right\}$
9 else
10

11

12
13
if $N C$ on $D_{\text {opp }}$ is available then $\left\{N C_{d}\right\} \leftarrow N C$ on $D_{o p p}$
else
$\left\{N C_{d}\right\} \leftarrow N C$ from which the message was sent

14 foreach $i \in\left\{N C_{d}\right\} \wedge i$ is out of border do $\left\{N C_{d}\right\} \leftarrow\left\{N C_{d}\right\} \backslash i$
15 The message is forwarded to $\left\{N C_{d}\right\}$
16 if both advertisement and request messages are found then
17 The advertisement of the closest supplier with the request are forwarded to $\left\{N C_{d}\right\}$ on the path to the consumer

Figure 7.4 illustrates an example of BSMF. A supplier $S(7,0)$ sends the advertisement message


Figure 7.4. Binary splitting message forwarding.
in the first row $(X, 0)$ while the consumer $C(2,7)$ initiates the request message in column $(2, X)$. When the gateway at $(2,5)$ receives the request message, it sends a message to check grid cell $(2,4)$ availability. As $(2,4)$ fails to reply, it indicates a new obstacle. Consequently the message is split to $(2,5)$ West and East neighbors $(1,5)$ and $(3,5)$. The message continues to be forwarded in the column of $(1, X)$, while in $(3,4)$, the gateway finds the targeting grid cell $(3,3)$ is an obstructed one. It attempts to ask its East-West neighbors to help forwarding but they do not respond. The gateway at $(3,4)$ sends the message back to $(3,5)$. The gateway at $(3,5)$ will try to split the message but since it finds that $(2,5)$ has been visited it forwards the message to $(4,5)$ only. As $(4,4)$ contains an obstacle, $(4,5)$ will forward the message to $(5,5)$ as well, which then is able to forward in an upward direction. Finally the intersections $\mathrm{I}(1,0)$ and $\mathrm{I}(5,0)$ are made. Both of them will forward the path information to the consumer. The consumer in $(0,7)$ calculates the length of the two paths gathered as 15 and 13 and selects the path with length 13. It then triggers the movement process by notifying the supplier.

When multiple suppliers exist, the consumer selects the supplier by the following rules. (i) An intersection cell informs the consumer of the advertisement from the closest suppliers. An intersection cell formed by immediate neighboring supplier does not continue to forward the advertisement in the same row. (ii) A consumer cell waits for a predetermined time after receiving the first supplier quorum to allow the arrival of other existing quorums. (iii) The level of sensor redundancy breaks the tie when multiple supplier paths are of equal distance. A supplier cell with more sensors is chosen.


Figure 7.5. Movement path optimization.

### 7.4.2 Path Optimization

The matching process of the sensor supplier and consumer lays a foundation for the actual sensor movement. With the presence of obstructions, the path in the matching process may include some redundant cells that can be eliminated from the actual relocation process. Such an optimization can further reduce the movement time in the relocation process, which is defined by two additional rules below to check the cells in the matching process. Figure 7.5 also illustrates the idea.

- Rule 1 (Remove dead-end routes): The cell sending a backward message is removed. (e.g., In Fig.7.5, cell $(3,4)$ is removed.)
- Rule 2 (Remove non-straight neighboring routes): The nodes between two adjacent neighboring path nodes are removed. (e.g., In Fig.7.5, cells $(3,5),(4,5)$ are removed.)


### 7.5 Sensor Migration

### 7.5.1 Grid Based Movement Model

Having obtained the matching path between the consumer and supplier cells, we need to determine how to move the sensor to the target location. There are typically two migration methods:

- Direct movement: transfer the sensor from supplier to consumer directly;
- Cascaded movement: using intermediate nodes as relaying ones.

Nevertheless, both methods are based on Precise Movement Model (PMM) [80], which uses a sensor to exactly replace another one. In [76], although the authors assume that the sensors can reach the destination if they hop into the target cluster, this is also PMM since the clusters are
treated as points. Thus each sensor's target is also precise. Due to the inaccurate nature of hopping sensors, we propose a Grid Based Movement Model (GBMM), in which the sensor is only required to move to the target grid cell. Such a pattern fits hopping sensors better since it is not easy for them to be relocated to the exact position and the gateway can easily manage the sensors within its grid cell. Moreover, relaying sensors can move concurrently to save time.

Using GBMM, the most energy efficient way is to transfer the sensor closest to the border between its current cell and the neighboring target cell. The main idea of PMM and GBMM is shown in Fig. 7.6. In Fig. 7.6(a), the predecessor is to move to the successor's position to replace it until the last sensor arrives at the destination. Fig. 7.6(b) illustrates the GBMM. As long as a sensor enters its destination cell, its relocation is accomplished. When the path is the same, it is easy to observe that GBMM can consume less energy compared with PMM because of the decrease of the path length for each transfer.

### 7.5.2 Energy Computation

Using the hopping model in [76] and given the average distance per hop for the sensor as $r$, the final landing point is subjected to a two dimensional normal distribution $\Delta \mathbf{r} \sim N\left(\mathbf{0}, \delta^{2} \mathbf{I}\right)$, where I is the $2 \times 2$ identity matrix. Note that we assume the independence of the two dimensions because the final landing point is independent of the directions. Assuming the acceptable landing area is within $3 \delta$ (this can ensure most of the jumps land in the target area), the number of hops to traverse a distance $l$ satisfies:

$$
\begin{equation*}
\left\lfloor\frac{l}{r+3 \delta}\right\rfloor \leq N \leq\left\lceil\frac{l}{r-3 \delta}\right\rceil \tag{7.7}
\end{equation*}
$$


(a) Precise Movement Model.

(b) Grid Based Movement Model.

Figure 7.6. PMM vs. GBMM.


Figure 7.7. Simulation results: broadcast vs. binary splitting matching.

We use the floor on the left and ceil on the right to ensure that the robot can travel the distance l. Assume the number of cells along the path is $n+1$ including the starting and destination cell, then the number of cell crossing is $n$. Suppose the distance from the closest sensor in each cell $i$ to the border is $l_{i},(i=1, \cdots, n)$ (this can be maintained or computed by the gateway), then total hops $H$ for GBMM is between:

$$
\begin{equation*}
\sum_{i=1}^{n}\left\lfloor\frac{l_{i}}{r+3 \delta}\right\rfloor \leq H \leq \sum_{i=1}^{n}\left\lceil\frac{l_{i}}{r-3 \delta}\right\rceil \tag{7.8}
\end{equation*}
$$

If the energy for each hop is $E$, then we can get the upper bound and lower bound for the energy as $E H$ for migration. We can also estimate the maximum energy as:

$$
\begin{equation*}
\operatorname{En}\left\lceil\frac{W_{c}}{r-3 \delta}\right\rceil \tag{7.9}
\end{equation*}
$$

because $l_{i}$ is always less than the width of grid cell $W_{c}$.

(a) Number of cells in matching with varying obstructions.

(b) Number of hops in movement with varying obstructions.

Figure 7.8. Simulation results: number of cells in matching and number of hops in movement.

### 7.6 Performance Evaluation

To validate the correctness and effectiveness of our algorithm and proposed models, we simulated the hopping sensor network with random positioned supplier and consumer cells. Scenarios were designed with grid sizes of $10 * 10,20 * 20,30 * 30,40 * 40$ and $50 * 50$ grid cells. Each grid cell, with 3-5 hopping sensors randomly distributed, represents an area of $60 * 60$ square meters, which allowed us to represent fields areas up to $9 \mathrm{~km}^{2}$. Hopping sensors are assumed to have a hopping range with a landing precision radius varying from 2.1 to 3.9 meters. Each hop is modeled to consume a random time between 2 and 5 seconds. Obstructions are randomly distributed in the network and are simulated as non-functional grid cells. Simulations also compared varying number of obstructions with: $0 \%$ (no obstructions), $5 \%, 10 \%, 15 \%$ of obstruction ratio to the total number of grid cells. For each simulation, experiments are run 50 times to calculate average values.

The first two simulations are to evaluate the performance in the matching process by measuring network load (grid cells involved in packet forwarding). As shown in Figure 7.7, BSMF has a much fewer number of grid cells involved in the matching process with $5 \%$ obstruction ratio compared to the broadcast approach which guarantees a matching if it ever exists. The conventional quorum-based matching fashion is not compared as it fails with presence of obstructions. In the extreme case, BSMF involves only $9.4 \%$ cells to participate compared with broadcast. In Figure 7.8(a), the performance of BSMF for varying grid sizes and amount of obstacles is tested and verified. On average, BSMF involves $80.2 \%$ less cells compared to the broadcast approach. Fewer amounts of involved cells indicate much lower total energy consumption, considerably less packet transmission and network traffic generated in the process.

The third simulation evaluates the number of hops and time in the sensor movement process.

Its objective is to measure the total amount of hops taken by sensors to perform the relocation movement after obtaining the relocation path by BSMF. As presented in Figure 7.8(b), the varying number of obstacles has little impact on the number of hops in our model, which demonstrates that the movement spends almost a constant amount of energy, regardless of the amount of obstacles in the movement process. The nearly constant number of hops is contrasted by the trend of network traffic in the second simulation. This result can be explained as the movement is only related to the quorum with the "optimized" intersection, while the matching process is to generate all the possible routes to link the consumer and supplier.

### 7.7 Summary

In this chapter, we address the problem of relocating the capability-constrained hopping sensors in an obstructive environment. We propose an enhanced Quorum-Grid solution with Binary Splitting Message Forwarding (BSMF), which is decentralized and can detect both existing and newly appearing obstructions in the supplier and consumer cells matching process. Furthermore, a gridbased movement model is introduced for the hopping sensors. Simulation shows that our scheme significantly reduces the communication overhead and achieves relatively constant total energy consumption with varying amount of obstructions. In the next chapter, we summarize the schemes in previous chapters and show our proposed future research work.

## CHAPTER 8

## Summary and Proposed Future Research

## Work

### 8.1 Summary

As mobile devices have been increasing popular in the last decade, supporting multi-hop mobile wireless networks have attracted increased attention. In this dissertation, first, we argue that it is of vital importance to consider the impact of mobility on the network QoS in wireless mobile networks. As topology is the core element in wireless networks influencing their performance, mobility should be more thoroughly analyzed even controlled because it is the mobility pattern that changes the topology all the time. While mobility patterns for humans and many other objects are highly unpredictable and uncontrollable, the patterns in many applications for mobile sensors and robots are not uncommon to be predictable even controllable with a certain constraint. The model of mobile coordinated networks has not yet received adequate attention. However, it enables coordination and control on mobility patterns, and is therefore a promising new paradigm for QoS
provision in wireless mobile networks.
Second, we argue that mobility and communication are two critical and inter-dependent topics and we believe that jointly considering the two aspects is essential in many research fields. An interdisciplinary research from both networking and robotics perspective is necessary for solving our problem in Chapter 3. From the mobile robotics viewpoint, we leverage algorithmic and graph-theoretic tools to systematically solve the connectivity and bandwidth-aware multi-robot exploration problem. CBAX in Chapter 3 achieves both improved efficiency in exploration time and enhanced quality for communication. From the multi-hop mobile network perspective, CBAX demonstrates how a pragmatic coordinated mobility model can ensure the network connectivity and enhance its quality of service.

Third, we believe the extensive applications in mobile robot networks endow us with new opportunities of exploring the tight interdependence and connection of mobility and communication. Multi-robot real-time exploration exhibits such interdependence: On one hand, the aggregated video/audio streams at the BS reveals the global obstacle distribution and guides the robot placement and mobility pattern. On the other hand, the robot movement and proper placement impact the quality of the stream aggregation. As such interdependence is also reflected in the tradeoff of link capacities and transmission ranges, we leverage the tradeoff in the exploration task to significantly reduce the RN size while guarantee the connectivity and bandwidth adequacy for stream aggregation. In addition, interference is tackled by the multi-channel multi-radio architecture with dynamic TDMA scheduling. Our framework in Chapter 4 has broad applications in area exploration, stream aggregation, and teleoperation tasks with remote sensing and control.

Fourth, we propose a novel online relay deployment paradigm to support remote sensing and control in multi-robot target search, environmental monitoring, and area exploration. With a more
cost-effective heterogenous system composed of mobile robots, sensors, and relay nodes, the online relay deployment gives much larger freedom for robots to travel in the area while satisfying the connectivity and bandwidth requirement for remote sensing and control from the base station.

Fifth, we find that the well known combinatorial problems, such as the traveling salesman and the Steiner minimum tree problems have wide applications when we jointly consider mobility and communication for mobile wireless networks. In this dissertation, several new variations of these classic problems have been formulated to model the coordinated mobility patterns and communication requirements, such as (1) Steiner minimum tree problem with minimum Steiner points and $\gamma$-inflow constraint, (2) heterogeneous bandwidth Steiner routing (HBSR), (3) minimum time precedence constrained two traveling salesman problem (PC2TSP) from a given city, and (4) minimum velocity flow constrained Steiner traveler problem (FST). Formulation of the problem (4) FST combines both the traveling salesman and the flow constrained Steiner tree problems, further demonstrates the need of jointly considering the (i) tour generation, node placement (mobility), and (ii) bandwidth constraints (communication). These new problems and their solutions facilitate us to improve the mobility efficiency and communication quality in mobile wireless networks.

Last, we argue that the obstructive environment such as rugged terrains is non uncommon in many applications and a special type of low cost mobile sensors effective in such environment is highly desirable. Therefore, we studied the sensor relocation considering obstructions and proposed an enhanced Quorum-Grid relocation solution with an optimized BSMF algorithm in Chapter 7. The proposed algorithm is decentralized and can detect new obstructions in the sensor supplier and consumer matching process. Furthermore, the grid-based movement model is developed and studied with energy computation, suitable for imprecise-movement hopping sensors. The relocation cost has been taken into account, by implementing a path optimization during
matching process execution. Simulation with different grid sizes, random distribution of hopping sensors, and varying amount of obstructions shows that our scheme reduces the involved number of cells in the matching process by $80.2 \%$ on average compared to the broadcast approach and achieves relatively constant total energy consumption by evaluating total number of hops in the actual movement.

### 8.2 Proposed Future Research Work

In the future work of this research, the proposed methods to jointly consider mobility and communication to improve the network quality of service as well as to enhance the mobility effectiveness and efficiency can be further enhanced and verified. In particular, we propose the following major directions below in the future research work.

- We plan to build a real multi-robot platform to evaluate the effectiveness and efficiency of coordinated mobility control and path planning scheme, QoS in video and audio stream aggregation, and interference elimination of multi-radio channel assignment schemes presented in Chapter 3, 4. With the popularity of 802.11 n devices, we would like to evaluate the improvement in link capacity when mobile nodes are equipped with 802.11 n communication chips. The testing environment will be (i) outdoor, i.e., the garden with pathways and obstacles close to the engineering building of Michigan State University, (ii) indoor, i.e., the hallway of engineering building. Collaborating with the hopping sensor development team at Robotics and Automation Laboratory in Electrical and Computer Engineering Department at Michigan State University, we would like to build a small scale (i.e., 3-10 nodes of hopping sensors) to test on the energy consumption and hopping accuracy when relocating in
both artificial and real rugged terrains.
- It is promising to further refine the multi-robot real-time exploration for remote sensing and control. It is desirable to test the real-time aggregation under 802.11 n environment. Also, with the proliferation of $3 \mathrm{G} / 4 \mathrm{G}$ networks, it is also interesting to observe a hybrid use of 802.11 and $3 \mathrm{G} / 4 \mathrm{G}$ network for bandwidth-consuming real-time data transmission. In addition, some other issues, such as search with control from multiple base stations, handling fault sensors and relays, and coping with dynamic bandwidth requirements due to changing tasks of teleoperation, are also interesting and worthy of further investigation.
- Online relay deployment with precedence constrained multi-robot motion planning provides an alternative method to support remote sensing and control in search targets and monitor environments. In the future, it would be interesting to (1) evaluate the impact of different relay sizes, relay deployment strategies, and carrying capacities on search time, (2) find the optimal precedence constraint assignment or solving the contrained tour generation problem with uncertain precedence constraints, (3) find the optimal precedence constraint assignment or solving the problem with uncertain precedence constraints, (4) apply probability based sensing and communication ranges.
- The hopping sensors are a promising type of mobile sensor for relocating in rugged terrains. In the future, we will (1) model and analyze the unevenness and patterns of the rugged terrain; (2) enhance the BSMF algorithm to cope with newly appearing obstructions during the sensor movement process; (3) compute the optimal grid cell size for the grid structure.
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[^0]:    ${ }^{1}$ A complete graph is a simple graph in which every pair of distinct vertices is connected by an edge.
    ${ }^{2}$ Most admissible $h(n)$ are also consistent. Details of the proof of consistency is in [94].

[^1]:    ${ }^{3}$ We define a disconnected link has link capacity 0 bit/sec.

[^2]:    Algorithm 13: Identify sensing positions for full region coverage.
    Input: A region $\mathbb{R}$.
    Output: $\mathbb{S P}$.
    1 Follow the triangle lattice pattern to place $\mathbb{S P}$ on non-obstacle cells.
    2 While $\theta_{s}<\delta_{s}$ do greedily select a position $i$ to cover a maximum number of uncovered cells. Insert $i$ into $\mathbb{S P}$.

    3 With an equal coverage, the position with minimum distance to the nearest SP neighbor is selected.

