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ABSTRACT

MEASUREMENT AND MODELING OF FRAGMENTS AND NEUTRONS
PRODUCED FROM PROJECTILE FRAGMENTATION REACTIONS

By

Krystin Elizabeth Stiefel

Projectile fragmentation has been used to produce rare and short-lived nuclei for study at a

variety of isotope production beam facilities such as the National Superconducting Cyclotron

Laboratory (NSCL). Relatively few exclusive measurements of the final fragments from pro-

jectile fragmentation reactions have been made, even though these types of measurements

can provide more insight into the production process by comparing the measurements to

models that simulate collisions and reactions on nuclei. The present work examines ex-

clusive measurements of neutrons in coincidence with isotopically identified products. Two

intermediate-energy (55.5 MeV/u) projectile fragmentation beams of 30S and 40S nuclei were

produced and reacted with beryllium targets at the NSCL to produce a wide range of projec-

tile fragments. Resulting heavy residue fragments were measured with the Sweeper magnet

charged particle detectors and neutrons were detected in coincidence using the Modular Neu-

tron Array and Large-area multi-Institutional Scintillator Array (MoNA LISA) detectors. A

broad range of fragments was identified in each reaction for elements with Z = 6 − 11. To

explore the projectile fragmentation process, the present results were compared to predic-

tions from two different nuclear reaction models. The hit multiplicity distributions observed

in MoNA LISA for the summed elemental and individual isotopic products were compared

to the two models. The first calculational approach involved the Liège Intranuclear Cas-

cade (INCL++) model, a microscopic model and Monte Carlo based code that considers

the reaction as a two-step process with collisions between individual nucleons followed by a



de-excitation process of the intermediate and highly excited residue. The second approach

involved the Constrained Molecular Dynamics (CoMD) model, a more macroscopic quantum

mechanical model that follows the dynamical evolution of nuclear matter using the nuclear

equation of state with three options for the symmetry energy term. The output of the CoMD

model was coupled to GEMINI++ to de-excite any remaining hot fragments. Results from

both simulations were passed through the GEANT4 code to model the neutron response of

MoNA LISA to produce simulated hit multiplicity distributions that could be compared to

the experimental hit multiplicity distributions. The majority of identified fragments were

measured in coincidence with no neutron hits. Because the INCL++ model prediction better

matched the proportion of fragments with zero hits and the CoMD + GEMINI++ simula-

tions under-predicted the proportion of fragments produced with zero hits, INCL++ did an

overall better job at predicting the observed hit multiplicity proportions. However, INCL++

failed to generate enough events with higher hit counts in MoNA LISA. Furthermore, the

three CoMD + GEMINI++ symmetry energy options did not appear to produce noticeably

different hit multiplicity distributions and no constraint on the symmetry energy could be

made with this experimental data set. The distributions of precursor fragments in both the

INCL++ and CoMD models were also examined. Many of the precursor fragments contained

more nucleons than the projectile, indicating that both models predict that the projectile

picks up nucleons from the target during the initial encounter. This prediction differs from

common descriptions of these reactions.



To everyone who called this my “paper.”
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Chapter 1

Introduction

The field of nuclear science is concerned with studying the nuclei of atoms, or the building

blocks that make up everything in the universe. The atomic nucleus is composed of protons

and neutrons, and the number of protons and neutrons within the nucleus defines the identity

of that nucleus as an isotope. The number of protons and neutrons can be used to organize

nuclei in a chart, as shown in Figure 1.1.

While more than 3000 different isotopes have been observed experimentally, over 7000

different isotopes are predicted to exist [1], indicating that there is much more work to be

done to fill the nuclear landscape. However, producing these rare isotopes is a challenge.

One of the important mechanisms to produce unknown isotopes is the subject of this work.

1.1 Projectile Fragmentation

Only a small percentage of known nuclei are stable. Most nuclei are unstable and decay, with

some of the more exotic species having half-lives of less than a second. Because these rare

nuclei exist for such a short time, rapid production, separation, and detection is necessary in

order to observe their properties. To produce rare nuclei for study, isotope production beam

facilities such as the National Superconducting Cyclotron Laboratory use a technique called

projectile fragmentation. This technique relies on reacting a high-energy beam of nuclei in

a relatively thin target.
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Figure 1.1: Chart of the nuclei displaying the nuclear landscape. The black squares indicate
stable nuclei, the green squares indicate unstable nuclei that have been observed, and the
yellow “terra incognito” region indicates predicted nuclei that have not yet been observed
experimentally. The dashed lines follow nuclear magic numbers. Figure taken from Ref. [2].

Projectile fragmentation reactions have often been described as a two-step process origi-

nally referred to as the abrasion-ablation or fireball model [3–5]. Figure 1.2 shows a schematic

picture of the abrasion-ablation model. In the first step, the projectile rapidly collides and

passes by the target. The overlapping area is abraded or scraped away, creating a “fireball”

of participants that releases nucleons and/or fragments. The collision produces two excited

precursors, a projectile-like fragment and a target-like fragment. The excited fragments then

undergo ablation, a slower de-excitation process, by releasing nucleons, other light particles,

and energy. The end results are two “cold” nuclear residues, one moving very fast in the lab

frame and another nearly at rest.

Products from a projectile fragmentation reaction may be studied in inclusive or exclusive

experiments. In an inclusive measurement, only one product is measured from the collision.
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Figure 1.2: Projectile fragmentation reaction depicted as a two-step abrasion-ablation pro-
cess.

In an exclusive measurement, two or more products from one collision are measured in

coincidence. Consider the example of a projectile fragmentation reaction producing a final

fragment residue as well as several nucleons and gamma rays, as shown for example in

Figure 1.2. If only the residue fragment was measured, an inclusive measurement was made.

Measuring the residue fragments in coincidence with the gamma rays or neutrons would be

an example of an exclusive measurement.

If measured in an exclusive experiment, the final fragments can provide more insight

into the projectile fragmentation process than just measuring the production of individual

residues alone. The final fragments can be compared to models that simulate collisions and

reactions on nuclei. If the experimental data matches the model, then the model could be

considered a fair representation of the fragmentation process. A poor match between data

and simulation would indicate that the model has made incorrect assumptions or is missing

a piece of the puzzle. One goal of the present work is the use of exclusive measurements of

projectile fragmentations products to test nuclear reaction models.

3



1.2 Nuclear Equation of State

Some models of nuclear reactions treat the nuclei as fluid nuclear matter with a macro-

scopic equation of state for the total energy. For ground state nuclei, or cold nuclei at

saturation density (ρ0 = 0.16 fm3), the nuclear binding energy is described through the

Bethe-Weizsäcker formula for a charged liquid drop model [6]. The nuclear binding energy

is then written in a semi-empirical mass formula as

BE(Z,N) = aV A− aSA
(2/3) − aC

Z2

A(1/3)
− aA

(N − Z)2

A
± δpairing (1.1)

where the binding energy, BE, is calculated with a volume term (aV ), a surface term (aS), a

Coulomb term (aC), an asymmetry term (aA), and a pairing term (δpairing). The coefficients

are then determined by empirically fitting the equation to experimentally known masses [6].

While ground state nuclei are relatively well-described with the Bethe-Weizsäcker for-

mula, determining the properties of nuclear matter with temperature, densities, and neutron-

to-proton ratios away from ground-state nuclei has been a challenge. The nuclear equation of

state is often used to describe how the energy per nucleon of infinite nuclear matter changes

as a function of the density (ρ) and isospin asymmetry (δ). Isospin asymmetry is often given

as

δ =
(ρn − ρp)

(ρn + ρp)
≈ (N − Z)

A
(1.2)

where ρn is the neutron density and ρp is the proton density of the matter. (As the difference

in proton mass and neutron mass is negligible, the approximation to terms of N , Z, and A

is valid.)
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1.2.1 Isospin Symmetry Energy

The nuclear equation of state for infinite nuclear matter can be connected to the Bethe-

Weizsäcker formula [6] for finite matter. (The connection is summarized below. Intermediate

steps are shown in Part 1 of Appendix A.) Consider the Bethe-Weizsäcker formula for the

case of an infinitely large mass, A. As infinite matter has no surface, the surface term must

be zero. The Coulomb term is removed, as some infinite nuclear matter studies exclude

the term and including Coulomb forces makes the liquid drop unstable in this form [7–9].

(Similar derivations of the nuclear equation of state exclude the Coulomb term [10–15].)

The pairing term can also be excluded due to its small contribution in this case. Thus, the

Bethe-Weizsäcker formula reduces to the following relation for matter with infinitely large

mass:

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
= aV − aA

(N − Z)2

A2
(1.3)

where the volume and asymmetry terms are the only remaining parts.

The asymmetry term can be further broken into volume and surface terms. As before,

the surface term for the asymmetry term can be excluded in infinite matter. The binding

energy per nucleon for infinitely large nuclear matter is then written as:

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
≈ aV − avAδ

2 (1.4)

where avA is the asymmetry-volume term. For symmetric nuclear matter (δ = 0), the second

part of the above equation (avAδ
2) becomes zero. Thus, the first term, aV , represents the

bulk part of the nuclear equation of state, while the second term represents the isospin
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asymmetric part. When discussing the nuclear equation of state, the above equation is often

written as E(ρ, δ) in terms of the density and isospin:

E(ρ, δ) = E(ρ, 0) + Esym(ρ)δ2 + O(δ4) (1.5)

The first term in the expression, E(ρ, 0), represents the binding energy for symmetric

nuclear matter (N = Z) as a function of density and is independent of δ. The second term

contains the symmetry energy, Esym(ρ), or the difference in energy between pure neutron

matter (δ = 1) and symmetric nuclear matter (δ = 0). (The third term, O(δ4), is considered

negligible and often omitted in current symmetry energy work.) As nuclear matter becomes

more asymmetric, this second term becomes more important due to the δ2 dependence.

While the nuclear equation of state of symmetric nuclear matter is thought to be well-

understood and constrained by various measurements, the same is not true of asymmetric

matter [10, 16]. For example, the binding energies of ground state nuclei are well-known

and the binding energy of symmetric nuclear matter is well-defined at the nuclear saturation

density (ρ0 = 0.16 fm3) [17]. Furthermore, the nuclear equation of state symmetric term,

E(ρ, 0), is relatively well-defined from heavy-ion collision transverse flow measurements and

giant monopole resonances [18–23].

However, there are large discrepancies among the predictions for the isospin dependence

of the nuclear equation of state, in particular in the low and high density regions [10,16,17].

Different nucleon-nucleon interactions contain various parameters that are adjusted to fit

a variety of experimental data that have led to a variety of predictions. Thus, theoretical

models show inconsistencies in predicting the density dependence of the symmetry energy

[24,25].
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Determining the form of the symmetry energy and how it behaves in relation to a va-

riety of conditions such as density, temperature, and pressure remains a major objective

in understanding nuclear properties, astrophysical processes, and the fundamental nucleon-

nucleon interaction [26–37]. In particular, the properties of neutron-rich matter are clearly

dependent on the symmetry energy term. For example, neutron stars are thought to have

a very asymmetric proton-to-neutron ratio [38, 39]. Adjusting the symmetry energy term

has implications for predictions of the mass-to-radius ratios, density, and cooling timescale,

among other characteristics, of neutron stars [10, 29, 36, 40–42]. Furthermore, because the

characteristics of neutron stars are affected by the nuclear equation of state, the properties

of neutron stars can be used to constrain the symmetry energy term [43,44].

While more sophisticated calculations of the equation of state have produced better

constraints of the symmetry energy [45, 46], it is important to continue to test these new

predictions of the symmetry energy and neutron matter by experimentally constraining the

form of the symmetry energy, establishing tighter and consistent constraints.

The form of the symmetry energy is often described as “soft” or “stiff” based on how the

symmetry energy evolves with density. Stiffer forms of the symmetry energy have a more

constant increase in symmetry energy as density increases, becoming increasingly larger

beyond the nuclear saturation density. Soft forms of the symmetry energy show larger

magnitude below the saturation density, with slower increase or even decrease beyond ρ0. A

comparison of three plausible forms of the symmetry energy is displayed in Figure 1.3 [47].

In order to quantitatively describe the form of the symmetry energy, the density depen-

dence of the symmetry energy form can be written as a Taylor expansion of the symmetry

energy:
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Figure 1.3: The three different forms of the density dependence of the symmetry energy used
within CoMD calculations. Figure adapted from [47].

Esym(ρ) = Esym(ρ0) +
Lsym

3
(
ρ− ρ0
ρ0

) +
Ksym

18
(
ρ− ρ0
ρ0

)2 + ... (1.6)

where Esym(ρ0), Lsym, and Ksym are the magnitude, slope, and curvature parameters,

respectively. (The expansion of the symmetry energy term to Equation 1.6 is shown in Part

2 of Appendix A.) These parameters provide quantitative values of the constraints, allowing

comparison of the derived constraints from different studies and models.

1.2.2 Constraining Symmetry Energy with Heavy-Ion Collisions

The density dependence of the symmetry energy has been constrained by the results from sev-

eral studies, including neutron skin measurements, giant dipole resonances, nuclear masses,
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astrophysical mass-radius observations, and dipole polarizability studies [48–50]. A compar-

ison of a selection of constraints from diverse experimental studies can be seen in Figure

1.4 [38]. The magnitude of the symmetry energy form is relatively constrained compared to

the slope. As an example, the finite-range droplet model (FRDM) was fit using experimental

masses to find that Esym(ρ0) = 32.5 ± 0.5 MeV, a fairly restricted range (±2%), yet Lsym

had a much larger range of 70 ± 15 MeV (±21%) [50], indicating that it has been more

difficult to constrain the slope parameter relative to the magnitude.

Another method that can constrain the symmetry energy involves the use of heavy-ion

collisions (HICs), which probe nuclear matter at densities, temperatures, and pressures away

from those of ground state nuclei [36,59]. Heavy-ion collisions produce fragments and other

light particles, which can be compared to models containing an adjustable symmetry energy

term. Several constraints obtained from experiments using heavy-ion collisions are shown in

Figure 1.5 [59] and the green HIC band in Figure 1.4 [38].

Heavy-ion collisions with radioactive ion beams may be a key to placing better constraints

on the form of symmetry energy. Compared to the limited possible stable beams, radioactive

ion beams can introduce larger asymmetries into the reaction, and thus a larger asymme-

try parameter, δ2. Thus, with these larger asymmetries comes an enhanced sensitivity to

symmetry energy.

Unconstrained parameters and differences in modeling the dynamics are the main uncer-

tainty in obtaining constraints from these reactions. There are two main classes of models

used in these evaluations: molecular dynamics models and mean-field models. In molecular

dynamics models, each nucleon is described as a Gaussian distribution to represent its quan-

tum wave packet with its characteristic nucleon properties. On the other hand, in mean-field

approaches, each nucleon is represented by a set of test particles distributed in a cell array.
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Figure 1.4: Comparison of a selection of experimental constraints for symmetry energy
parameters. SV is equivalent to Esym(ρ0) and L is equivalent to Lsym. Filled bands indi-
cate constraints from neutron skin thicknesses of tin isotopes [49], dipole polarizability of
208Pb [51, 52], giant dipole resonances (GDR) [53], isotope diffusion in heavy-ion collisions
(HIC) [54], and energies of excitations to isobaric analog states (IAS) [55]. The filled oval
shows constraints from nuclear masses [56]. G and H refer to neutron matter studies of
Gandolfi et al. [57] and Hebeler et al. [58], respectively. The hatched rectangle gives con-
straints from fitting astrophysical mass-radius observations [43, 44]. The overlap region of
the former constraints is indicated by the enclosed white area. Figure taken from [38] with
kind permission of The European Physical Journal (EPJ).
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Figure 1.5: Constraints on the slope (L) and magnitude (Esym(ρ0)) in Equation 1.6 of the
symmetry energy from heavy-ion collision studies. The shaded light gray and dark purple
area are shown from [54] and [60], respectively. Constraints at given values of Esym(ρ0) are
shown from [61], [10], [36], and [62] as the black lower-limit, solid green circle, open red circle,
and solid orange square, respectively. For clarity and to avoid overlap, the red circle was
offset by 0.1 MeV. Figure taken from [59] with kind permission of The European Physical
Journal (EPJ).

Nucleons and fragments are formed by phase-space coalescence, in which test particles within

an adjustable position range are grouped together.

The differences in the approaches of the models can produce different outcomes. For ex-

ample, Colonna et al. [63] compared multifragmentation reaction simulations from the anti-

symmetrized molecular dynamics (AMD) model [64] and the momentum-dependent stochas-

tic mean-field (SMF) model [65]. The study showed that the models gave different results in

that more free nucleons were produced in the SMF model compared to AMD model, while

light intermediate mass fragments (A = 5 − 15) were more abundant in the AMD model
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compared to the SMF model. These differences were attributed to early clustering effects

and many-body correlations in the AMD model. The clustering grouped nucleons into light

intermediate mass fragments, reducing the amount of mass available for generating free nu-

cleons. The constraints made on the symmetry energy are thus model dependent, as the

reaction model chosen may affect predictions for the heavy-ion collisions, particularly for

particle emission.

1.3 Dissertation Overview

This experiment examined two different approaches to describe the fragment and neutron

distributions from projectile fragmentation reactions. In one approach, the experimental

data set compared to the Liège Intranuclear Cascade (INCL++) model, a Monte Carlo

based code that first simulates the fast part of the reaction to create an excited remnant

that is then “cooled” through a statistical de-excitation code. The second approach involved

the Constrained Molecular Dynamics (CoMD) model, a dynamical model that contains three

versions of the symmetry energy term. The two models are described in Chapter 2.

The experimental data set was collected at the National Superconducting Cyclotron

Laboratory, where intermediate-energy (55.5 MeV/u) beams of 30S and 40S were reacted with

beryllium targets. Fast neutrons from the reaction were measured in coincidence with heavy

residue fragments using the MoNA LISA (Modular Neutron Array and Large-area multi-

Institutional Scintillator Array) detectors and Sweeper magnet charged particle detectors

[66–68]. Experiment techniques are described in Chapter 3, while analysis of the data is

outlined in Chapter 4. Results and comparisons of the two models with the experimental

data are discussed in Chapter 5, and final remarks and conclusions are given in Chapter 6.
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Chapter 2

Modeling and Simulations

2.1 Constrained Molecular Dynamics Model

The Constrained Molecular Dynamics (CoMD) model [69,70] is a dynamical simulation used

to describe the interaction (collision) of two heavy-ions over a given length of time. The

length of time can be adjusted to encompass the full evolution of the collision. In CoMD,

each nucleon is described as a Gaussian wave-function to represent the quantum wave packet

with the distribution function:

fi(r, p) =
1

(2πσrσp)3
× exp

[

− (r − 〈ri〉)2
2σ2r

− (p− 〈pi〉)2
2σ2p

]

(2.1)

where 〈ri〉 is the central position, 〈pi〉 is the central momentum, σr is the width of the

position distribution, and σp is the width of the momentum distribution of the ith nucleon.

Nucleons were propagated according to the relevant equations of motion and a momentum-

independent Skyrme interaction. The symmetry term in the Skyrme interaction could be

changed, providing a probe to the form of the density dependence of the symmetry energy.

The CoMD model gives special care to the Pauli principle in respect to constraining the

equations of motion. In general quantum molecular dynamics models, a Pauli potential is

used to prevent nucleons of the same isospin and spin state from occupying the same phase-

space. This Pauli potential adds a repulsive force that does not exist in the nucleus. Within
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the present CoMD calculations, the occupation density in phase space of each nucleon is

calculated every 1 fm/c time step. If an occupation density is found to be greater than one,

the nucleon is considered to be in violation of the Pauli principle. To correct the violation,

the momenta of the neighboring particles are randomly changed while the total momentum

and total kinetic energy of the subset are conserved. If the occupation density drops below

one after the change, the configuration is accepted. If the occupation density requirement

is not met, the nucleon-nucleon collision is rejected. This allows a faster simulation of

heavy-ion collisions compared to other molecular dynamics models. For example, in the

antisymmetrized molecular dynamics model (AMD) [64, 71], computation time scales with

A3 (where A is the number of nucleons). In CoMD, computation time scales with A2 [72].

The decreased computation time allows the simulation to be run for a longer time, enabling

the system to be followed as it dynamically evolves.

The CoMD model is an adjustable model in that it includes three different symmetry

energy parameterizations: stiff-2, stiff-1, and soft. Each parameter gives a distinct slope for

the form of the symmetry energy at a given magnitude. The variation of the equation of

state with these parameters was displayed in Figure 1.3 from Chapter 1.

2.1.1 GEMINI++

The CoMD model does not always produce the final products unless the code is run for

a very long time. In the present case, the dynamical process was stopped at 2000 fm/c.

At this time, the system had, in general, stabilized with very little evolution in fragment

distributions, and fewer than 2% of fragments remained excited. (The fragment distributions

and their evolutions over time are discussed in Chapter 5.) A list of the excited prefragments

were passed to another code to calculate the final distributions by statistical decay.
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GEMINI is a statistical decay and evaporation code used to de-excite hot nuclei [73,74].

The excitation energy, angular momentum, charge, and mass of a hot fragment is used to

calculate its decay path in the nuclear landscape to the final, cold product. A Monte Carlo

method is used to calculate the most probable series of sequential binary decay steps from the

initial hot fragment. The Hauser-Feshbach formalism is used to calculate the decay widths of

the light charged particles (including n, p, d, t, 3He, α, 6He, and 6-8Li fragments), while the

fission channel is calculated with the Bohr-Wheeler formalism. The original GEMINI code

was converted to C++ and updated to improve the calculation of the width of the charge

and mass distributions from fission of heavy fragments. This revised code was renamed

GEMINI++ and was used in the present work.

GEMINI and GEMINI++ are often used as so-called “afterburner codes” that are coupled

to molecular dynamics models to decay any remaining hot fragments from the dynamical

model [72, 75–78]. Passing the leftover hot fragments from CoMD through GEMINI++

mimics a two-step reaction, with CoMD covering both the abrasion and initial ablation

period and GEMINI++ completing the ablation period leading to the final de-excited state.

However, it should be emphasized that CoMD attempts to reach a final de-excited state

without connection to an afterburner code. In the present case it was found that after a

few thousand fm/c, only a small percentage of fragments remain hot for GEMINI++ to de-

excite. For each of the three symmetry energy options within both simulated reactions, only

2% or fewer of the fragments were passed to GEMINI++. While the percent of fragments

affected was small, it was important to cool the fragments to their final states.

In using the GEMINI++ code as an evaporation code with CoMD simulations, some

assumptions had to be made. When the CoMD simulation is stopped at an arbitrary point,

hot fragments are likely deformed and at a density below normal nuclear density (ρ0 =
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0.16 fm-3). The GEMINI++ code assumes that the hot fragment is at normal nuclear

density when calculating the de-excitation of the hot fragment. This difference in shape and

density could potentially affect the decay process. Furthermore, GEMINI++ decays each

of the hot fragments independently so final trajectories of the fragments are locked in and

no further external nuclear or Coulomb forces are considered. While these assumptions are

necessary in using GEMINI++ to cool remaining hot fragments, dynamical models connected

to GEMINI and GEMINI++ have produced results with reasonable agreement to a variety

of experimental observables [72, 75–79].

2.1.2 Previous CoMD Comparison to MoNA LISA-Sweeper Data

A similar analysis of CoMD predictions for prior MoNA LISA-Sweeper data from another

reaction system has been carried out. The original experiment [80,81] was designed to study

neutron-unbound states of 27F and 28F populated from direct nucleon knock-out reactions

from a 29Ne beam on a 9Be target. The experiment made exclusive measurements of final

residue fragments, neutrons, and gamma rays.

While 29Ne was the desired projectile in the proposed experiment, 87% of the beam

delivered to the experiment was actually 32Mg contaminant due to the difficulty of separating

the very weakly produced 29Ne ions. The more prevalent 32Mg + 9Be contaminant reaction

was simulated in the CoMD framework by Kohley et al. [60]. The 73 MeV/u reaction was run

in CoMD up to 1500 fm/c with no coupling to a de-excitation code. Their results indicated

that the N/Z of the final fragment residue may be sensitive to the form of the symmetry

energy.

While the neutron yield was partially explored in the work, there were a few limitations

in fully exploring neutron multiplicities. The experiment was designed to detect gamma
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rays with the CAESAR (CAESium iodide ARray) detector [82]. The inclusion of CAESAR

forced the target to be set farther upstream of the normal target position typical for a MoNA

LISA-Sweeper configuration, resulting in a lower angular acceptance in the neutron detector

array. The present work did not include the CAESAR detector so that neutron distribu-

tions were more complete and could be compared to CoMD simulations. Furthermore, the

prior experiment required neutron coincidence events detected in MoNA LISA with charged

particle fragments measured in the Sweeper detectors. Thus, no fragments with zero hits in

MoNA LISA were examined. The present work, as described in Chapter 3, did not require

hits in MoNA LISA to measure charged fragments.

2.1.3 CoMD Model Parameters

In this analysis, CoMD simulations of the 30,40S + 9Be reactions were run at 55 MeV/u with

each of the three symmetry energy options.

A magnitude (Esym(ρ0)) of 32 MeV was chosen for this experiment due to its relatively

well-known constraint from [50] and [59]. The calculated slopes (Lsym) at the saturation

density for this magnitude are 105 MeV (stiff-2), 78 MeV (stiff-1), and 51 MeV (soft). These

values for slope and magnitude lie within the bounds of current potential constraints [38,59].

For comparison with the current set of experimental data, the CoMD heavy-ion collisions

were propagated to 2000 fm/c, allowing the system to evolve dynamically relatively far and

become relatively cool. Any hot fragments left at 2000 fm/c were further de-excited using

GEMINI++. The combined model will be referred to as CoMD + GEMINI++ in this work.
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2.1.4 Isotope Production Output

The isotope production distributions taken directly from the CoMD + GEMINI++ sim-

ulations are shown in Figures 2.1-2.6. Figures 2.1 and 2.2 contain the distributions from

the stiff-2 option, Figures 2.3 and 2.4 contain the distributions from the stiff-1 option, and

Figures 2.5 and 2.6 contain the distributions from the soft option. The stiff-2 distributions

are skewed slightly more in neutron-rich fragments relative to the distributions from the soft

simulations. (Stiff-1 falls in the middle.) Below the saturation density, the soft symmetry

potential is more repulsive for neutrons than the stiff potential. Thus, the soft symmetry

energy option should result in an increase in neutron emission, which leads to a decreased

average N/Z of the residues. The stiffer option was less repulsive, resulting in increased

average N/Z of the residues.

It should be noted that the fragment distributions presented here represent the complete

inclusive distributions. Filtering the fragments and coincident neutrons through a set of

conditions which mimicked the treatment of the experimental data was necessary to compare

the simulated results to experimental results. The filtering procedure is described in Chapter

4 and filtered results of hit multiplicities will be presented in Chapter 5.

2.2 Liège Intranuclear Cascade Model

2.2.1 INCL++

The Liège Intranuclear Cascade (INCL) model is a Monte Carlo based code used to simulate

nucleon, pion, and light-ion induced reactions on heavy nuclei. The energy of these collisions

can range from a few tens of MeV to a few GeV. The latest release of the code, INCL4.6 [83],
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Figure 2.1: Inclusive isotope distributions from the stiff-2 CoMD + GEMINI++ simulations
for elements Z = 6 − 11.
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Figure 2.2: Inclusive isotope distributions from the stiff-2 CoMD + GEMINI++ simulations
for elements Z = 12 − 16.
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Figure 2.3: Inclusive isotope distributions from the stiff-1 CoMD + GEMINI++ simulations
for elements Z = 6 − 11.
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Figure 2.4: Inclusive isotope distributions from the stiff-1 CoMD + GEMINI++ simulations
for elements Z = 12 − 16.
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Figure 2.5: Inclusive isotope distributions from the soft CoMD + GEMINI++ simulations
for elements Z = 6 − 11.
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Figure 2.6: Inclusive isotope distributions from the soft CoMD + GEMINI++ simulations
for elements Z = 12 − 16.
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contains support for nucleon, pion, and composite projectiles. An object-oriented C++

version of the code, INCL++ [84, 85], is equivalent to the INCL4.6 release for nucleon and

pion induced reactions. Unlike INCL4.6, INCL++ contains support for light-ion projectiles

with masses up to 18. Note that the target in the present case is 9Be and falls within

the bounds of the supported projectile masses and can be used as the “projectile” in an

inverse-kinematics option available to INCL++ and described later in this section.

INCL++ has been described as a time-like intranuclear cascade model. In the first stage,

all nucleons are distributed appropriately in phase space. Target nucleons are given positions

and momenta at random in agreement with Saxon-Woods and Fermi sphere distributions,

respectively. The projectile particle is given the appropriate energy and an impact parameter

is assigned at random. Once the parameters are defined, the projectile moves toward the

target and initiates an avalanche of binary collisions within the target nucleus. Resulting

particles are individually tracked, with emission of nucleons, pions, and light clusters fol-

lowing. Light clusters are produced by a dynamical phase-space coalescence algorithm. In

cases of binary particle-particle collisions, nucleons are restricted by Pauli blocking. When

the fast particles escape the nuclei and the remnant nucleus shows signs of thermalization,

the cascade step stops.

Predictions from the standard version of the model, INCL4.2, have been tested against

a large body of experimental data from reactions in the range of 200 MeV/u to 2 GeV/u.

INCL4.2 was found to be in good agreement with experimental total reaction cross sections,

particle multiplicities, residue mass and charge distributions, residue recoil velocity distribu-

tions, and neutron, proton, pion, and composite double differential cross sections [86].

INCL4.6 (and, by extension, INCL++) incorporated several new features to improve the

standard version of INCL. New features introduced to INCL4.6 included cluster produc-
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tion through a dynamical phase space coalescence model, Coulomb deflection for entering

and exiting charged particles, experimental threshold values for particle emission, and im-

proved treatment of Pauli blocking [83]. The new features were found to improve the model

predictions [83, 87, 88].

INCL++ simulates the intranuclear-cascade or fast part of the reaction. After this step,

the remaining nucleus, or cascade remnant, still holds excitation energy and may de-excite

through fission, multifragmentation, or the emission particles such as nucleons, light nuclei, or

photons. Coupling INCL++ to a de-excitation code is necessary to produce the distributions

of the final (observed) fragments and neutrons, similar to the CoMD code. The INCL

codes can interface with a few de-excitation models (including the previously described

GEMINI++), however the ABLA07 code [89] is the default option selected by the authors

of INCL++.

2.2.2 ABLA07

To de-excite the cascade remnant, information on the fragment is passed to a separate

statistical de-excitation code. In this case the INCL++ package includes the ABLA07 code.

ABLA07 is a semiclassical code that describes the de-excitation of a hot fragment through

comparison of the relative probabilities of simultaneous break-up, particle emission, and fis-

sion. Simultaneous break-up occurs when a hot fragment fractures into several fragments

due to thermal instability. Particle evaporation is based on the Weisskopf-Ewing formalism,

and the fission decay width is calculated by taking into account dynamical effects. An ana-

lytical approximation to the solution of the Fokker-Planck equation for the time dependent

fission width is included, allowing ABLA07 to become a more dynamical code as compared

to a purely statistical model. Earlier versions of the ABLA code focused on the emission
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of neutrons, light charged particles (Z < 3), and gamma-rays, while ABLA07 included the

emission of intermediate-mass fragments (Z > 2) [89]. While ABLA07 was originally cre-

ated for describing the de-excitation stage of heavy-ion collisions and spallation reactions

at relativistic energies, it has been coupled to INCL++ to handle the de-excitation step in

nuclear reactions [83].

2.2.3 Limitations of the INCL Model

The INCL4.6 and INCL++ models have been well tested for projectiles up to mass 18,

target nuclei close to stability, and reaction energies from around 10 MeV/u to 20 GeV/u

[83, 84]. The upper limit of the projectile mass number is based on the validity of the

physical approximations and testing. Heavier projectiles may be simulated in the code, but

the outputs remain untested by the authors. To accommodate reactions with projectiles

above a mass of 18 with a light target, INCL++ comes with the ability to introduce an

inverse-kinematic transformation [84]. The initial set of variables are calculated in the direct-

kinematics frame, with the input projectile moving at the given velocity along the positive

Z-axis with the target at rest. In the inverse-kinematic frame, the target moves at the

given velocity along the positive Z-axis with the projectile at rest. The calculation of the

interaction is then followed as normal and the reaction products are boosted back to the

laboratory frame at the end of the simulation.

While intranuclear-cascade style models are generally not used for reactions below 150

MeV/u, the INCL codes have shown reasonable agreement to experimental data down to a

few tens of MeV per nucleon [83]. Reactions that fall below a few MeV do not reproduce

inelastic events well. Low-energy reactions induced by neutral or negative particles have not
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been tested. The upper energy limit for the INCL codes falls around 20 GeV/u and is not

relevant to the present work.

2.2.4 INCL++ Model Parameters

Because the projectiles for this experiment had masses above 18, INCL++ was run in the

inverse-kinematics mode for this analysis. The INCL++ collisions were run with the pro-

jectile 9Be and targets 30S and 40S. The fragments were then transformed into the inverse-

kinematics frame to give fragment output from the measured 55 MeV/u 30,40S + 9Be reac-

tions. The de-excitation of the cascade remnants was carried out by ABLA07, the default

recommended option in the INCL++ package. Unlike the CoMD model, INCL++ does not

contain adjustable symmetry energy parameters and thus has not been used in symmetry

energy research.

2.2.5 Isotope Production Output

The inclusive or total isotopic distributions of produced fragments from INCL++ are shown

in Figures 2.7 and 2.8. Similar to the previously described fragments from the CoMD +

GEMINI++ model, the fragment distributions presented here do not have an experimental

filter. Simulated INCL++ fragments and neutrons were filtered through an experimental

set-up as described in Chapter 4 to be compared to experimental data. Filtered results from

these calculations are also described in Chapter 5.

Note that the final fragment distributions are very different for the two projectiles, as

expected, except for the light fragments. The predictions from the two models are, in fact,
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relatively similar, except that the INCL++ model has a large odd-even staggering for the

products from the 40S beam.
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Figure 2.7: Inclusive isotope distributions from INCL++ simulations for elements Z = 6−11.
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Figure 2.8: Inclusive isotope distributions from INCL++ simulations for elements Z =
12 − 16.
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Chapter 3

Experimental Techniques

Two projectile fragmentation beams, 30S and 40S, were produced at the National Super-

conducting Cyclotron Laboratory for this work. The fragments and neutrons resulting from

collisions with a 9Be target placed in front of the Sweeper magnet were measured with the

MoNA LISA-Sweeper experimental set-up [66–68]. This system used a very large area of

plastic scintillators to detect neutrons in coincidence with a series of charged particle detec-

tors to characterize the fragments. The details of the experimental configuration are given

in this chapter. Calibrations, measurements, and data analysis are described in Chapter 4.

3.1 Beam Production

The experiment was performed at the National Superconducting Cyclotron Laboratory

(NSCL) at Michigan State University. Beams of 30S and 40S were used to provide proton-rich

and neutron-rich projectiles on either side of stability, as shown in Figure 3.1, thus allowing

a wide range of fragment isospin.

The 30S and 40S beams were produced by projectile fragmentation of stable beams [90]

that were accelerated by the Coupled Cyclotron Facility (CCF) [91]. The stable fragments

impinged on a 9Be target and resulting fragments were filtered by the A1900 Fragment

Separator [92]. A schematic diagram of the CCF and A1900 Fragment Separator is displayed

in Figure 3.2.
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Figure 3.1: A section of the chart of the nuclei showing the isotopes of sulfur. Gray boxes
represent stable isotopes, while yellow, green, and blue boxes represent isotopes that decay
by proton emission, electron capture or β+ decay, or β− decay, respectively. The 30S and
40S isotopes highlighted in the red boxes are the projectiles used in the experiment.

3.1.1 30S Beam Production

To produce the 30S beam, a primary beam of 36Ar was ionized by an electron cyclotron

resonance (ECR) ion source. The resulting 36Ar7+ ions were injected into the K500 cyclotron

and accelerated to 13.06 MeV/u. The ions were sent to the K1200 cyclotron, where they

were passed through a stripper foil to remove the remaining electrons. The K1200 cyclotron

accelerated the fully ionized 36Ar18+ to 150 MeV/u.

Upon leaving the K1200 cyclotron, the 36Ar ions were impinged on a beryllium production

target with a thickness of 940 mg/cm2. Collisions in the target induced the projectile

fragmentation process and a wide variety of nuclei were produced. To filter out the desired

30S fragments, the produced nuclei were sent through the A1900 Fragment Separator, a 35-

meter long device which uses magnetic selection and energy loss in a solid wedge degrader to

select individual isotopes. The A1900 Fragment Separator is composed of four dipoles that

sort fragmentation products based on their momentum-to-charge ratio, or rigidity (Bρ =

p/q). Quadrupole magnets placed between the dipole segments refocused the beam.
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Figure 3.2: Schematic layout of the Coupled Cyclotron Facility and A1900 Fragment Sepa-
rator. Figure reproduced from [93].

An aluminum wedge with a thickness of 855 mg/cm2 was placed between the second

and third dipoles to separate the isotopes with the same magnetic rigidity. As the different

elemental fragments passed through the wedge, they lost energy in proportion to Z2 [94].

Different element fragments with the same rigidity before the wedge had different rigidities

after passing through the wedge. This allowed a second stage of separation in the second

half of the separator.

Momentum slits were used to tune the acceptance of the A1900 Fragment Separator.

These slits were set to 0.5% momentum acceptance for this experiment. After passing

through the A1900 Fragment Separator, the secondary beam fragments were delivered to

the experimental vault. Only 32% of the secondary beam was composed of 30S fragments.

Major contaminants included 29P and 28Si. These contaminants were excluded from analysis

in a procedure described in Chapter 4. The 30S fragments were delivered to the experimental

vault at an energy of 55.5 MeV/u and a magnetic rigidity of 2.0403 Tm.
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3.1.2 40S Beam Production

The 40S secondary beam was produced in a similar manner to the 30S secondary beam.

A 48Ca source was ionized to produce 48Ca8+ ions, which were accelerated in the K500

cyclotron to 12.28 MeV/u. Passing through the stripper foil again to remove the remaining

electrons, the ions were accelerated in the K1200 cyclotron to 140 MeV/u. The fully stripped

48Ca ions were then impinged on a beryllium production target with a thickness of 1151

mg/cm2.

Resulting fragments were sent through the A1900 fragment separator, where the dipole

magnets, quadrupole magnets, and an aluminum wedge with a thickness of 765 mg/cm2 were

used to filter out unwanted fragments and send the desired 40S fragments to the experimental

vault at energy of 55.5 MeV/u and a magnetic rigidity of 2.7201 Tm. The A1900 Fragment

Separator momentum slits were set to 0.5% momentum acceptance. While the 30S fragments

were accompanied by major contaminants, the 40S beam had a purity of around 98%.

3.2 A1900 and Target Scintillators

A timing scintillator made of 0.125 mm thick BC-404 plastic optically coupled to a photo-

multiplier tube (PMT) was placed at the end of the A1900 Fragment Separator to provide

a time-of-flight reference signal. After passing through the A1900 fragment scintillator, the

30S and 40S secondary beams were delivered to the experimental vault. A three-dimensional

concept drawing of of the experimental equipment is displayed in Figure 3.3 and a top-down

view is shown in Figure 3.4. Both figures show the locations of the target scintillator, reaction

target, sweeper magnet, and charged particle detectors.
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Sweeper Magnet

Charged Particle Detectors

Target Scintillator

Figure 3.3: Concept mechanical drawing of the MoNA LISA-Sweeper experimental equip-
ment in the vault. Note that only some of the MoNA LISA bars are displayed. Drawing
provided by Craig Snow.

Once the beams entered the experimental vault, the beams again passed through a thin

plastic timing scintillator referred to as the target scintillator to provide another time-of-

flight reference. The target scintillator, placed 1.15 meters before the target, was a 0.254

mm thick BC-404 plastic foil and coupled to a PMT. The secondary beams then entered the

target chamber, in which the 30S and 40S fragments were reacted in a 47 mg/cm2 beryllium

target.
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Figure 3.4: Schematic of the MoNA LISA-Sweeper experimental equipment in the vault. See
text for details.

3.3 Sweeper Magnet

Charged particle fragments and neutrons from the secondary fragmentation reactions, as well

as unreacted beam particles, left the target chamber and entered the Sweeper magnet [68],

a large-gap dipole magnet with a bending angle of 43.3 degrees and a bend radius of 1

meter. The Sweeper magnet was designed to bend the trajectories of the unreacted ions

and charged reaction fragments away from the original beam axis into a series of charged

particle detectors. The neutrons, which were unaffected by the magnetic field produced by

the Sweeper, then passed through a 14 cm vertical gap and a 6.4 mm thick steel plate placed

at zero degrees before flying towards the MoNA LISA neutron detectors. The steel plate

was necessary to maintain vacuum in the magnet gap.

A Hall probe was used to measure the magnetic field strength, which had been previously

mapped [95]. During the production runs of this experiment, the magnetic rigidity of the
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Sweeper magnet was set to bend the unreacted beam away from the center of the charged

particle detectors. This prevented the high beam rate from damaging the charged particle

detectors.

To accept a variety of fragments from each secondary beam reaction, two magnet settings

were chosen for each secondary beam. For the 30S + 9Be reaction, the Sweeper magnet was

set to 1.51 and 2.25 Tm. For the 40S + 9Be reaction, the Sweeper magnet was set to 2.01 and

2.27 Tm. Reaction products falling outside of the Sweeper acceptance, including products

with the same rigidities as the unreacted beam, were not measured. After passing through

the 47 mg/cm2 beryllium target, unreacted 30S and 40S beams had rigidities of 1.97 Tm and

2.65 Tm, respectively.

3.4 Charged Particle Detectors

After leaving the Sweeper magnet, the charged fragments entered a large vacuum box con-

taining a series of detectors. The positions and angles of each charged fragment were deter-

mined with two Cathode Readout Drift Chambers (CRDCs). Energy loss was measured in

an ionization chamber, and the arrival time was measured with a thin plastic timing scintil-

lator. Figure 3.5 contains a layout schematic of the charged particle detectors following the

Sweeper magnet.

3.4.1 Blocker

To prevent the unreacted beams from hitting the active area of the CRDCs, a tungsten

blocker with dimensions of 24.5 cm × 13 cm × 9.5 cm was inserted at the edge of the active

area of the detectors. The blocker was located at the exit of the Sweeper magnet and before

38



Sweeper 

Magnet

Reaction 

Target

Ion Chamber

Thin Scintillator

Hodoscope

CRDCs

Blocker

Beam

Figure 3.5: Layout schematic of the Sweeper magnet and charged particle detectors. The
solid black line indicates the path of the beam. The dashed line represents the path of the
unreacted beam if the Sweeper magnet was not present.

the first CRDC in the charged particle array box, as seen in Figure 3.5. The unreacted beam

was stopped in the blocker.

3.4.2 Cathode Readout Drift Chambers

Two CRDCs [96] were used in this experiment to measure the X and Y positions of the

fragments as they moved through the detector box. The first CRDC was placed immediately

after the blocker, 1.72 m downstream from the target. The second CRDC was located 1.55

m after the first CRDC. The full active area for each CRDC was 30 cm × 30 cm in the

XY-plane, though as mentioned previously, one side of the active area of the CRDCs was

covered using the tungsten blocker during production runs.

Each CRDC was filled with a gas mix of 20% isobutane and 80% CF4 at an operating

pressure of 40 Torr. The CRDCs acted similarly to two-dimensional ion chambers. Charged

particles passed through the detector and produced ionization pairs in the gas. A 1000 V

drift voltage was applied between a plate at the top of the detector and the Frisch grid at the
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Figure 3.6: Schematic of a Cathode Readout Drift Chamber (CRDC). The Z-direction has
been expanded for detail, while the field shaping wires are omitted for simplicity. Figure
reproduced from [96].

bottom of the detector, creating an applied electric field and causing the ionization pairs to

drift apart. Field shaping wires were placed parallel to the X-direction along the two faces

of the CRDC. An anode wire ran below the Frisch grad and parallel to the X-axis. Along

the Frisch grid was a series of 116 aluminum cathode pads with a pad pitch of 2.54 mm. The

pads were segmented along the X-axis. A schematic diagram of a CRDC is shown in Figure

3.6.

As electrons drifted through the Frisch grid, the strong field caused by the anode wire

caused an avalanche of electrons. The X-position of a particle was determined from the

induced charge distribution upon the cathode pads. The charge was collected and was then
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fit with a Gaussian function. The centroid of the Gaussian function was then taken to be

the X-position. The Y-position of a particle was determined by the relative drift time of the

electrons to the anode wire. The drift time was measured as the time difference between the

thin timing scintillator near the end of the charged particle array box and the signal from

the anode wire. Because there was no segmentation in the Z-direction and each CRDC had

a relatively small thickness (with an interaction length of about 8.6 cm through the center of

the detector), the Z-position was assumed to be the center of the each CRDC. The X and Y

positions of the fragment measured in each of the CRDCs was used to determine the angle

of its path.

3.4.3 Ion Chamber

Directly downstream of the CRDCs was the ion chamber [96], which was used to determine

the energy loss of the charged particles. The ion chamber had an active area of 40 cm × 40

cm, a length of 65 cm, and was filled with a gas mixture of 90% argon and 10% methane

at 300 Torr. The large windows were made of Kevlar filament, 12 µm PPTA, and epoxy.

The windows allowed the particles to enter and exit the detector with minimal energy loss.

The entrance window had an area of 30 cm × 30 cm to correspond to the active area of the

second CRDC. The exit window was larger, measuring 40 cm × 40 cm, to account for beam

divergence and multiple scattering. A schematic diagram of the ion chamber is shown in

Figure 3.7.

Like in the CRDCs, a charged particle passing through the gas of the ion chamber created

ionization pairs. The electrons drifted through the detector and passed through a Frisch grid.

The electrons were collected on 16 collection pads, which were segmented in the Z-direction
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Figure 3.7: Schematic diagram of the ion chamber. Figure reproduced from [97].

and extended parallel to the X-direction. The charge collected on all 16 pads was summed

and used to calculate the energy loss in the chamber.

3.4.4 Thin Timing Scintillator

A thin timing scintillator [96,97], located directly after the ion chamber, was used to measure

the time-of-flight of the particles and to trigger the data acquisition system. The scintillator

was made of EJ-204 plastic and measured 5 mm thick covering 55 cm × 55 cm in area. Two

light guides were attached to the top of the scintillator, while another two light guides were

attached to the bottom. Each light guide was optically coupled to a PMT. A schematic

drawing of the thin scintillator is show in Figure 3.8.
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Figure 3.8: Schematic drawing of the thin scintillator while looking in the direction of the
beam. Figure adapted from [95].

As a charged particle passed through the thin scintillator, it deposited energy into the

organic plastic material. Organic scintillators like the thin scintillator material exploit π-

electron structures of the dopant molecules in the plastic. At room temperature, most of

the dopant molecules in the plastic were at the ground state. The deposited energy from

the charged particle excited π electrons. Some of the highly excited molecules de-excited to

the first excited singlet state through internal conversion. Any state with excess vibrational

energy quickly thermalized to reach equilibrium with its neighbor. The resulting excited

molecules at the first excited singlet state then de-excited to the ground state and emitted
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Figure 3.9: Schematic drawing of the Hodoscope CsI(Na) array. Figure taken from [97].

scintillation light. This prompt fluorescence occured with a decay constant of 1.8 ns in

EJ-204 plastic. The light was then propagated to the light guides.

3.4.5 Hodoscope

The last component of the charged particle detector array was a CsI(Na) array referred to

as the hodoscope [97], which was designed to stop the charged particles and measure their

residual energy. The Sweeper hodoscope was similar to the hodoscope used with the S800

Spectrometer [98]. The hodoscope array was composed of twenty-five CsI(Na) crystals, each

with a dimension of 3.25 in × 3.25 in × 2.16 in. The 25 crystals were arranged in a five-by-

five array centered on the beam line. Each crystal was wrapped in 0.2 mm thick reflective

material and was optically coupled to a Hamamatsu PMT R1307 with magnetic shielding.

A mechanical drawing of the hodoscope is shown in Figure 3.9.
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Figure 3.10: Schematic drawing of a single plastic scintillator bar in MoNA LISA.

The crystals were hygroscopic and easily damaged by moisture in the air. A four-sided

gas cover was fit to surround the crystals, and a gas inlet allowed the flow of dry air along

the face of the crystals when the chamber was not under vacuum. This cover was removed

prior to running the experiment.

3.5 MoNA LISA

The positions and times-of-flight of neutrons was measured with the Modular Neutron Array

(MoNA) and the Large-area multi-Institutional Scintillator Array (LISA) [66, 67, 99]. Both

MoNA and LISA are composed of 144 plastic scintillator bars measuring 200 cm × 10 cm

× 10 cm. MoNA bars were made of BC-408 plastic and LISA bars were composed of EJ-

200 plastic, equivalent plastics from Bicron and Eljen, respectively. Each bar was wrapped

in reflective material to reduce light lost and black plastic to prevent ambient light from

inducing signals. A schematic of a single bar is shown in Figure 3.10.

As uncharged neutrons passed through the bars, the neutrons scattered on the hydrogen

or carbon in the plastic, producing ionization and then scintillation light. Because the

neutron-to-hydrogen mass ratio is much larger than the neutron-to-carbon mass ratio, the
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recoil is much greater when the neutron interacts with a hydrogen nucleus. Thus, most of the

scintillation light output came from neutron on hydrogen scattering reactions. The light was

propagated to each end of the bar, where it was collected by a PMT. MoNA used Photonis

XP2262/B PMTs and LISA used Hamamatsu R329-02 PMTs. The PMTs turned the light

into an electronic signal for recording.

Due to the modular nature of the array, the MoNA LISA bars may be configured in a

variety of settings. Bars were stacked 16-high, numbered 0 at the bottom and 15 at the

top. Each stack of 16 bars formed a vertical “wall” or layer. Example layers are shown in

the concept image in Figure 3.3. The assembled layers were elevated such that the layers

were centered on the beam axis, with eight bars falling above and eight bars falling below

the beam axis. Each layer was assigned a letter, A-R. For this experiment, the MoNA LISA

bars were split among three tables named MoNA, LISA-1, and LISA-2. The MoNA bars

were placed in a nine-layer arrangement (MoNA), while the LISA bars were divided into a

four-layer table (LISA-1) and five-layer table (LISA-2). Thus, the location of each bar was

defined by the bar’s table (MoNA, LISA-1, or LISA-2), layer (A-R), and stack-height (0-15).

Bar arrangements and labels for each table are shown in Figure 3.11.

The placement of the bars relative to the target is shown in Figure 3.12, where the blue

shaded region indicates the acceptance angles for neutron measurement from the target. The

center of the first layer of LISA-1 was placed 6.4 m from the target and offset 6 degrees from

the beam axis. The MoNA table was placed directly behind the LISA-1 table at a distance

of 7.6 m from the target. The LISA-2 table was placed at an angle of 38 degrees with the

center of the first layer 4.1 m from the target. The full array covered angles from about -3

degrees to 51 degrees.
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Figure 3.11: Labels for each bar in MoNA LISA as seen from the sides of each table. The
front layers for the MoNA, LISA-1, and LISA-2 tables were A, J, and N, respectively.

3.6 Electronics and Data Acquisition

The electronics and data acquisition (DAQ) systems have been described in previous work

[80, 95, 97, 100, 101]. A brief overview of the systems is presented here, and a condensed

schematic is displayed in Figure 3.13.

MoNA, LISA, and the Sweeper particle detectors were operated as three independent

DAQ subsystems. The subsystems were connected to a “Level 3” logic system that gener-

ated a system trigger and a “timestamp.” The system trigger was produced upon the arrival

of a signal measured in the left-upper PMT of the thin timing scintillator. The “timestamp”

was a 64-bit word generated by a “clock” in the Level 3 system. The “timestamp” was

simply an event tag and not a timestamp in the strict definition as the clock generating the

“timestamps” did not run continuously. When the system trigger was generated, the trigger

and “timestamp” were sent out to the three subsystems, which would then independently
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Figure 3.12: Layout schematic of the Sweeper magnet and MoNA LISA detectors. The solid
black line indicates the path of the beam. The dashed line represents the path of the beam
if the Sweeper magnet was not present. The shaded blue regions and dotted lines represent
the acceptance ranges of the neutrons. Angles and distances from the target are given for
the front of the LISA-1 and LISA-2 tables.

record the data in their system. Once the data were collected, the three separate subsystem

data sets were merged offline by matching the event tag “timestamps.” The present experi-

ment was operated in a method in which the system trigger only required a valid signal from

the thin scintillator, allowing charged particle fragment events to be recorded regardless of

neutron signals from MoNA LISA.

The trigger logic was handled by programmable Xilinx Logic Modules (XLMs) grouped

into “levels.” One Level 1 module was assigned to each layer (i.e. 16 bars). The Level 1

modules collected the CFD (constant fraction discriminator) hit information for each layer

and passed the information on to the Level 2 modules. There were two Level 2 modules with

one assigned per array (MoNA and LISA). Figure 3.14 presents an abbreviated schematic of

how the Level 1 modules feed into the Level 2 modules for each array.
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Figure 3.13: Schematic diagram of the MoNA LISA-Sweeper electronics. Start signals, stop
signals, and gates are indicated by green open arrows, red closed diamonds, and blue solid
arrows, respectively.
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Figure 3.14: Abbreviated schematic diagram of the MoNA LISA electronics. Each Level 1
module represents one layer or layer (bars 0-15). The nine Level 1 modules for each array
(A-I for MoNA and J-R for LISA) feed into Level 2 modules. TDCs and QDCs are omitted
for simplicity.
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The Level 2 modules determined the validity of an event in MoNA or LISA and made a

decision about issuing a trigger based on the hit information. For a MoNA or LISA event

to be considered valid, the system required light detection and signals in the CFD channels

for both PMTs in a single bar. Level 3 held the clock for “timestamps” and handled the

coincidence trigger logic between MoNA LISA and the Sweeper. When there was a system

trigger, the Level 3 sent a “timestamp” to each of the subsystems and opened a coincidence

gate to allow for valid signals from MoNA LISA to be recorded and all signals were read

out and processed. If a valid signal was sent, each subsystem processed the event. If there

was no valid MoNA LISA signal, the coincidence gate closed and only information from the

Sweeper was recorded. If MoNA LISA had a valid signal but the Sweeper had not triggered,

MoNA LISA performed a fast clear. Figure 3.15 shows a schematic diagram with examples

for processing CFD signals for valid or invalid events.

The Sweeper data acquisition consisted of electronics for each of the CRDCs, ion chamber,

timing scintillators, and hodoscope. The outputs from the A1900 timing scintillator, target

scintillator, and four thin timing scintillator PMTs were each sent through a CFD and then

to a TDC (time-to-digital converter). All TDCs in the Sweeper subsystem were operated in

common start mode, in which the Level 3 trigger began the measurement and the timing

signals from each individual PMT stopped the measurement. The CRDC pad signals were

digitized with Front-End-Electronics (FEE) modules that sampled the pad pulse and sent

the pulse to an XLM [96]. The signals from the ion chamber pads were sent through a shaper

and then to an ADC (analog-to-digital converter). The hodoscope PMT signals were sent

through shaping amplifiers into ADCs.

MoNA and LISA electronics and DAQs were separate but identical. Each PMT had two

output signals. The anode signal was used for local triggering and timing. The anode was
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Figure 3.15: Example schematic diagram of determining valid events in the MoNA LISA
electronics. Two cases involving a Level 3 system trigger are shown on the left. The first
case includes two present CFD signals from one bar. The second case includes at least one
missing CFD signal. The right example shows a case in which the two CFD signals are
present but there is no Level 3 system trigger. TDCs and QDCs are omitted for simplicity.
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sent to a CFD, which then sent outputs to a TDC and XLM. The TDCs were operated in

common stop mode, in which a signal from the detector triggered the start of measurement

and the Level 3 trigger ended the measurement. The dynode signal was used to measure the

charge collected in each PMT. The dynode signal was passed to a charge-to-digital converter

(QDC) for integration. Charge and timing information for each PMT was read out by the

DAQs from the QDCs and TDCs.
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Chapter 4

Data Analysis

Signals from the MoNA LISA and Sweeper charged particle detectors were processed, cali-

brated, and corrected for non-linear responses. Once the calibrations were completed, events

were selected from the data set by isotope for analysis and comparison to the simulated

reactions.

4.1 Calibrations and Corrections

4.1.1 Charged Particle Calibrations and Corrections

The detectors used for identifying each charged particle included, in sequence within the

detector box, two Cathode Readout Drift Chambers (CRDCs), an ion chamber, a thin

scintillator, and a hodoscope, plus the upstream A1900 and target timing scintillators.

4.1.1.1 Cathode Readout Drift Chambers

The CRDCs provided measurements of the X and Y positions of the charged fragments.

As discussed in Chapter 3, the CRDC recorded the signals induced on an anode wire and

cathode pads for the horizontal position and the drift time for the vertical position [96].

To obtain the actual positions of the fragments, these signals from the CRDCs had to be

processed. When a charged particle was measured in one of the CRDCs, the charge read out
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included the sum of the charge generated by its movement in addition to the pedestal, or the

small current observed on each pad with no beam presence. The pedestal was subtracted

pad by pad to determine the charge attributed directly to the detection of the particle.

The pedestals were obtained in a data collection run in which no beam was sent through

the Sweeper magnet. The pedestals shown in Figure 4.1 appear to have two components,

one at approximately channel 250 and another at approximately half of that. However,

the intensity of the lower component is less than 5%. The lower component resulted from

incomplete electronic signals. The larger value of the charge collected for each pad was then

fit with a Gaussian to determine the pedestal value. The pedestal subtraction is shown in

Figure 4.1.

Instead of integrating the entire charge collected, each pad in the CRDCs took a number

of samples, which were counted and summed to find an approximation of the total charge

deposited on the given pad. The total charge on each pad could then be calculated with the

following equation:

Qpad =
1

n

n
∑

i=0

qi − qped (4.1)

where Qpad was the total approximated charge deposited on the pad, n was the number of

samples, qi was the charge per sample, and qped was the pedestal charge.

Once the pedestal was determined and subtracted, the pads were gain matched to account

for differences in charge collection among the pads. To gain match the pads, a “sweep” run

was used. In a sweep run, the unreacted beam was swept across the acceptance area of

the CRDCs, sequentially illuminating each pad. One pad in each CRDC was chosen as

a reference, and the remaining pads were mathematically matched to that reference. The
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Figure 4.1: Pedestal subtraction in CRDC1 (top) and CRDC2 (bottom). The raw charge
prior to pedestal subtraction is shown in the left panels, while the subtraction is shown in
the right panels. Vertical lines indicate dead channels in bad pads.

total charge deposited (Qpad) could then be transformed into the gain-matched charge (Qcal)

through the following equation:

Qcal =
µref
µi

×Qpad (4.2)
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where µref was the centroid of the charge on the reference pad and µi was the centroid of

the charge distribution on the given pad. For both CRDC1 and CRDC2, the reference pad

was taken to be a central pad, number 64.

Several of the pads displayed poor response and had to be removed from analysis. These

pads appeared to be overly sensitive to electronic noise, showing unusual charge collection

when compared to other pads, such as the dead channels seen in Figure 4.1. For CRDC1,

bad pads included 98, 100, 103, 105, 106, and 108. For CRDC2, the bad pads were 24, 73,

and 89.

The X-position of the charged particle fragment was determined by the charge distribu-

tion across the pads. After the total charge collected on each pad was calculated, a Gaussian

shape was fitted to each distribution of pad charge, with the centroid taken as the particle’s

position along the pads. The pad position was then converted to an X-position in mm in

the lab frame.

The Y-position of the charged particle fragment was determined by the drift time of the

electrons, specifically as the time difference between the charge collection on the anode wire

and the detection of the particle in the thin scintillator. The drift time was then converted

into a Y-position in mm in the lab frame.

Both the converted X and Y positions were determined through the calibration provided

by a “mask.” In a masked run, a tungsten mask was placed in front of the CRDC by a

hydraulic drive. Each mask had a known set of lines and holes to form the specific pattern

seen in Figure 4.2 [102]. The tungsten beam blocker was removed and the incoming beam

was defocused and swept across the area of the CRDC mask. Only the beam particles that

passed through a hole or line were detected in the CRDC. By knowing the position of the

hole or line in the mask, it was possible to transform the signals measured in the CRDC into
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Figure 4.2: Mechanical drawing of a tungsten mask used in the experimental configuration.
Each hole corresponded to a specific point in space and each line corresponded to an X-
position. Drawing made by J. Honke [102].

a physical position. (The physical positions of the holes and lines and their corresponding

positions in each CRDC are given in Appendix B.) An example of data from a calibrated

mask run for CRDC2 is shown in Figure 4.3. Note that while the bottom of the CRDC

was not fully probed and not every hole was illuminated, enough points were measured to

determine the identities of the holes and lines and perform the calibration.

The offsets of the X and Y positions as well as the slope of the Y-position were determined

from the linear transformation of the signals from the mask runs and are given in Tables 4.1

and 4.2. The slope for the X-position calibration was determined by the physical pad pitch

of 2.54 mm. (Because of the orientations of the two CRDCs, the X-position slopes happened

to have opposite signs.) The pad numbers for CRDC1 increase in the positive X-direction
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Figure 4.3: Example data from CRDC2 mask run in which the holes and lines in the mask
were used to determine the slopes and offsets for the position calibration. This mask run
was performed with the 30S beam.

X Slope (mm/pad) X Offset (mm) Y Slope (mm/pad) Y Offset (mm)

CRDC1 2.54 -181.4 -0.1835 95.8

CRDC2 -2.54 187.2 -0.1889 98.0

Table 4.1: Results for the CRDC mask calibration slopes and offsets for the 30S secondary
beam.

in the lab frame, while the pad numbers for CRDC2 increase in the negative X-direction in

the lab frame. The negative Y slopes are a result of the collecting electrons drifting upwards

to the anodes of each detector.

The hydraulic drive was unable to fully lift the CRDC2 mask at several points during

the experiment. This prevented the mask from covering the full active area of CRDC2, as

shown in Figure 4.4. There was no evidence of this occurring with the CRDC1 mask. Thus,

a “beam-down-center” run was used to find an additional offset in the Y-direction to place
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X Slope (mm/pad) X Offset (mm) Y Slope (mm/pad) Y Offset (mm)

CRDC1 2.54 -178.3 -0.1910 95.0

CRDC2 -2.54 187.6 -0.1932 92.9

Table 4.2: Results for the CRDC mask calibration slopes and offsets for the 40S secondary
beam.
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Figure 4.4: Example data from a CRDC2 mask run in which the mask did not fully insert.
This mask run was performed with the 40S beam.

the central path of the beam at zero on the Y-axis. Final CRDC slopes and offsets for the

30S and 40S secondary beams are given in Table 4.1 and Table 4.2, respectively.

4.1.1.2 Ion Chamber

The anode of the ion chamber was segmented into 16 strips along the beam path. The

16 pads (numbered 0 through 15) in the ion chamber each collected charge to determine

the energy loss of the particle. The pads were gain matched with the 30S and 40S beams
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sent through the center of the ion chamber. The calibration procedure assumes that energy

loss is fairly uniform throughout the ion chamber. The energy loss in the ion chamber for

each beam was calculated by approximating the detector as 65 cm of pure argon gas. The

incoming 30S beam lost approximately 114 MeV in the first half of the ion chamber and 121

MeV in the second half of the ion chamber. The incoming 40S beam lost approximately 113

MeV in the first half of the ion chamber and 118 MeV in the second half of the ion chamber.

The charge on each pad was measured and the resulting distribution was fitted with a

Gaussian shape. Pad 9 was chosen as a reference pad for comparison to the others. The

centroid of the individual pad was compared to the centroid of the reference pad to determine

its slope. An example of the Gaussian fits for the reference pad and another pad are shown in

Figure 4.5. The calibrated charge on an individual pad was determined as in the calibration

of the CRDC pads:

qcal =
µref
µi

× qraw (4.3)

where µref was the centroid of the reference pad, µi was the centroid of the given pad, and

qraw was the raw charge collected on each pad.

Results of gain matching the pads in the ion chamber are shown in Figure 4.6. After

gain matching, the centroids of most pads lined up to the reference pad. The white gaps

in Figure 4.6 at pads 1 and 8 indicate that the pads were inefficient. Because of their low

resulting values, these pads were excluded from further analysis.

Because of unequal charge collection, the ion chamber showed a position dependence that

is a variation in charge collected. To correct the observed position dependence, a sweep run

was used to move the beam across the active area, illuminating all X-positions. Because
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Figure 4.5: Example of the Gaussian fitting procedure used for gain matching the ion cham-
ber. The reference pad, pad 9, is shown in the left, while the charge collected from another
example pad is shown on the right. The red vertical line indicates the centroid of the reference
pad. The examples were taken from the centered run with the 40S beam.

the beam had the same kinetic energy despite the changing magnet setting, it deposited the

same amount of charge at each X-position. The calculated energy loss was plotted against

the X-position of the CRDC2 and fit with a polynomial. The dependence was corrected by

calculating the position-corrected value:

qx,pos =
qcal

∑4
i=0 aix

i
(4.4)

where qcal was the calibrated charge from Equation 4.3, x was the X-position, and ai repre-

sented the polynomial coefficients for the fit on the given pad. An example of the X-position

correction is shown in Figure 4.7.

A slight position-dependence was also observed in the Y-position. A similar method to

removing the X-position dependence was applied for removing the Y-position dependence to

find a final position-corrected value, qcorr:
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Figure 4.6: Results of gain matching the pads of the ion chamber. Values of the raw charge
are displayed on the left, while calibrated charge values are shown on the right. The white
gaps for pads 1 and 8 indicate the results of poor charge collection. These results were
obtained with the 40S beam.

qcorr =
qx,pos

∑3
i=0 aiy

i
(4.5)

where qx,pos was the X-position corrected value, y was the Y-position, and ai represented

the polynomial coefficients from the fit for the given pad. An example of the Y-position

correction is shown in Figure 4.8.

Thus, once each pad had been gain matched and position-corrected, the total energy loss

in the ion chamber was calculated by summing the energy loss recorded on all good pads:

QTotal =
15
∑

i=0

qcorr,i (4.6)

Examples of the resulting distributions of QTotal, i.e. energy loss dE, are shown later in

this chapter.
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Figure 4.7: Example data for the position dependence correction in the ion chamber for pad
14. On the left is the raw signal as a function of X-position. The right panel shows the
position-corrected signal. Signals were taken from the 30S beam.

4.1.1.3 Thin Timing Scintillator

The thin scintillator provided an important reference for the time-of-flight of the charged

particle fragments. The thin scintillator was located near the end of the beam line and was

connected to four photomultiplier tubes (PMTs), with two attached to the bottom and two

attached to the top. Each PMT was labeled with a number and its relative location on the

thin scintillator. The PMTs measured total charge collected and the time of collection.

Signals from each PMT were gain matched and combined to create calibrated time and

charge measurements. Similar to gain matching the ion chamber, a centered beam was sent

through the thin scintillator. A gate on position was placed to select events measured in

the center of the detector (-10 to 10 cm in the X-direction and -10 to 10 cm in the Y-

direction). The position on the thin scintillator was determined by projection from positions

of the CRDCs. The charge signals were fit with a Gaussian, and the slope was determined

by comparing the widths of each Gaussian fit to the reference width from PMT 3. The

centroids were used to calculate the offset required to place all centroids at the same charge
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Figure 4.8: Example data for the position dependence correction in the ion chamber for pad
14. On the left is the X-position corrected energy loss as a function of Y-position. The right
panel shows the position-corrected signal. Signals were taken from the 30S beam.

position. The calibrated charge for the individual PMT could then be calculated with the

following equation:

qcal =
σref
σi

× qraw + q0 (4.7)

where σref was the Gaussian width of the reference PMT 3, σi was the Gaussian width of

the given PMT, qraw was the raw charge, and q0 was the offset. Figure 4.9 shows the charge

collected on each individual PMT before and after gain matching.

Once all four PMTs were gain matched, their signals were combined to determine the

total deposited charge, qtotal:

qtop =
qLU + qRU

2
(4.8)

qbottom =
qLD + qRD

2
(4.9)
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Figure 4.9: Results of gain matching the four thin scintillator PMTs. Raw charge is displayed
on the left, while the gain-matched charge is shown on the right. This gain matching was
performed with the 40S beam.

qtotal =

√

q2top + q2bottom

2
(4.10)

In the above equations, qLU , qLD, qRU , and qRD represent gain-matched signals from

the left-upper (PMT 0), left-lower (PMT 1), right-upper (PMT 2), and right-lower (PMT

3) PMTs, respectively.

The observed light intensity from the four PMTs depended on where the fragments in-

teracted within the scintillator. If uncorrected, fragments with the same energy but different

flight paths would be read as having different energy losses. To correct for the position

dependence, the beam was swept horizontally across the active area of thin scintillator. The

combined energy loss was plotted against the X-position in the thin scintillator as projected

from the CRDCs and fit with a polynomial function to correct the position dependence. The

final corrected total charge, qcorr, was calculated with the following function:
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Coefficient 30S 40S

a0 359.486 380.132

a1 -0.0266998 -0.0264493

a2 -1.33152 × 10-3 -1.20136 × 10-3

a3 -4.32671 × 10-6 -3.68012 × 10-6

a4 2.58745 × 10-8 2.29955 × 10-8

Table 4.3: Coefficients for the thin scintillator position corrections used in Equation 4.11.
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Figure 4.10: Correction of the position dependence in the thin scintillator. On the left is raw
charge signal as a function of the X-position. The right panel shows the position-corrected
signal. Signals were taken from the 30S beam.

qcorr =
qtotal

∑4
i=0 aix

i
(4.11)

where qtotal was the total charge found in Equation 4.10, ai represented the polynomial co-

efficients, and x was the X-position. Figure 4.10 shows the energy loss in the thin scintillator

before and after the position correction for the 30S beam. There was no noticeable depen-

dence in the Y-direction when looking at the corrected charge as a function of Y-position,

as shown in Figure 4.11. The coefficients for the 30S and 40S beams are given in Table 4.3.
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Figure 4.11: X-position-corrected signal versus the Y-position in the thin scintillator. No
noticeable dependence is observed. Signals were taken from the 30S beam.

Only an offset was used to calibrate the time signals from each PMT. Because the range

of the TDC was fixed, with a range of 400 ns and 4096 channels, the slope of the TDC was

assumed to be 0.1 ns/channel. A jitter was introduced into the TDC common stop signal by

the processing in the Field Programmable Gate Array (FPGA) in the Sweeper electronics.

While the jitter was around 20 ns, the exact jitter value varied by each event, requiring the

jitter to be eliminated event-by-event. Because the same stop signal was used for all TDCs,

the jitter was the same for each timing signal. The jitter can be eliminated by subtracting

one timing signal from remaining timing signals within an event. In this experiment, the

timing signal from the thin scintillator left-upper PMT was subtracted from the remaining

timing signals. To allow for different TDC ranges, this subtraction was done after the slopes

were applied.
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Name PMT No. 30S Offset (ns) 40S Offset (ns)

Left-Upper 0 42.37 42.37

Left-Lower 1 -42.854 -38.437

Right-Upper 2 -53.604 -53.537

Right Lower 3 -14.244 -13.877

Table 4.4: Thin scintillator time offsets.

The centered beam was also used with the thin scintillator to determine the time offsets

for each PMT. Fragments outside the center of the scintillator were excluded for determining

the time offsets. The flight-path distance from the target to the thin scintillator was 419.9

cm. The 30S and 40S beams had kinetic energies of 55.5 MeV/u. Thus, the calculated

time-of-flight for the unreacted beams to travel from the target to the thin scintillator was

42.4 ns. The reference PMT 0 was set to this time, and all thin scintillator PMT timing

signals were offset to match that value. Each offset was selected such that the centroid of

each PMT aligned with the signal from the reference time-of-flight of the unreacted beam.

The time calibration offsets for each PMT for each beam are listed in Table 4.4. Once the

individual offsets were determined, the final calibrated timing signal for the thin scintillator

was calculated from the average of each PMT:

tthin =
1

n

n
∑

i=0

ti (4.12)

where n was the number of PMTs that recorded for a given event and ti were the time signals

from each PMT.
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4.1.1.4 Hodoscope

The final detector in the detector box was a CsI hodoscope made up from a 5 x 5 array of

crystals. The hodoscope was designed to measure the residual energy of the fragments. Prior

to this experiment, it was found that the hodoscope was malfunctioning. As detailed in [101],

a 20O beam was swept across the faces of the crystals in the center row of the hodoscope.

Each crystal in the middle row of the hodoscope displayed a non-uniform response, indicating

uneven light collection and poor signal quality.

Further inspection of the crystals showed that the teflon wrapping had stuck to the

crystals, possibly due to moisture condensing between the teflon and hydroscopic CsI(Na)

crystals. The teflon attachment to the crystals potentially allowed light leaks, affecting signal

quality in the hodoscope. Because the problems were not fixed prior to this experiment, the

hodoscope was not used for this analysis.

4.1.1.5 A1900 and Target Timing Scintillators

The time offsets for two other upstream timing scintillators were also determined for each

beam. The TDCs for both scintillators covered a range of 400 ns with 4096 channels, resulting

in a 0.1 ns/ch fixed slope. Once the TDC channel was converted to time, the FPGA jitter

was subtracted, as explained before.

To determine the offset, the secondary 30S and 40S beams were sent through the center

of the system and the time signals were recorded. Both beams had energies of 55.5 MeV/u

as determined by the magnetic rigidity in the A1900. The flight path from the A1900

scintillator to the target was 10.88 m, and the flight path from the target scintillator to the

target was 1.15 m. Thus, the time-of-flight for the beams to travel from the A1900 to the

target scintillator was 98.15 ns, while the time-of-flight from the target scintillator to the
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Scintillator 30S Offset (ns) 40S Offset (ns)

A1900 -108.5 -107.9

Target 65.0 64.9

Table 4.5: Calculated timing offsets for the A1900 and target scintillators.

target was calculated to be 11.60 ns. The offsets were applied to adjust the time signals to

correspond to the calibrated time at the thin scintillator. The resulting timing offsets for

the A1900 and target scintillators are given in Table 4.5.

4.1.2 MoNA LISA

The MoNA LISA plastic scintillators were used to observe neutrons in coincidence with the

charged particles from the reaction. The array was made up from bars of BC-408 (MoNA)

and EJ-200 (LISA) scintillator that were 10 cm × 10 cm × 200 cm each with a photomultiplier

tube (PMT) on each long end. Each MoNA LISA PMT gave a raw signal for charge and

time based on the total light collected by the PMT and the arrival time of light. These

signals were calibrated to determine the deposited charge, position of interaction in the bar,

and time interaction in the bar using cosmic rays. Cosmic ray data collection was performed

prior to the experiment. Cosmic ray muons traveled at a velocity close to the speed of light,

depositing about 2.05 MeV per centimeter as they passed through the plastic bars [103].

The cosmic ray muons deposit approximately 20 MeVee of light into the bar, where 1 MeVee

is equivalent to the light deposited by an electron with 1 MeV of kinetic energy. The known

velocity of the muons was used to determine the relative timing of the bars.
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4.1.2.1 Charge Calibration

Note that PMTs in general vary in sensitivity as a function of applied voltage. If one PMT

is more sensitive than another, flashes of light emitted at different positions along the bar

will not be detected with uniform efficiency. For example, if a weak light flash occurs near

a more sensitive PMT, that PMT has a better chance of detecting the light, while a less

sensitive PMT may not detect the light. Because both PMTs must detect light to accept

and record an event, this non-uniformity could skew the data towards one side of the given

bar. To minimize this issue and calibrate for charge signal, the PMTs were gain matched

by adjusting the applied voltages to put the cosmic ray muon peaks to roughly channel 900

out of 4096. The gain-matching process was iterated until cosmic ray muon peaks aligned

and voltage fluctuations in each individual PMT were below 10 V from the penultimate

gain-matching run to the final gain-matching run. In this experiment, the final voltages of

the PMTs ranged from around 1250 to 1930 V.

The charge signals were checked with a second set of cosmic data taken with gain-matched

PMTs. A pedestal, or a small offset, was observed in every QDC channel while the electronics

were running. The pedestal also caused every QDC channel to be read out for every charged

particle event even if the bars did not detect a valid interaction, resulting in significant

data collection dead time. To offset the pedestal so that channel 0 would correspond to 0

MeVee, a linear calibration transforming the channel number to MeVee was used to match

the pedestal to 0 MeVee and the cosmic muon peak to 20 MeVee. Thus, the QDC calibrations

were performed with the following relation:

qcal = mq × (qraw − qped) (4.13)
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Figure 4.12: An example of the QDC calibration procedure for MoNA LISA. The data shown
is from the left PMT from Layer K, Bar 8. On the left is the raw charge from each QDC
channel. The cosmic peak around 1000 is fit with a Gaussian function (green). The right
panel shows the calibrated charge spectrum with the pedestal subtracted.

where mq was the QDC slope in MeVee/channel, qraw was the raw QDC channel, and qped

was the pedestal channel. An example of this charge calibration procedure is shown in Figure

4.12.

Furthermore, to suppress the pedestal and decrease dead time, a hardware threshold was

applied slightly above the pedestal. The threshold (qthresh) was calculated with the following

equation:

qthresh =
qped
16

+ 2 (4.14)

The factor of 16 was used to convert the pedestal channel from a 12 bit scale to an 8 bit scale

as the pedestal and threshold were stored as 12 bit and 8 bit numbers, respectively. The

addition of two ensured that the threshold was set above the pedestal. With a threshold in

place, only channels with a signal greater than the threshold were included in the data. The

thresholds for this experiment ranged from 0.38 to 0.85 MeVee.
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4.1.2.2 Position Calibration

The MoNA LISA bars were stacked to cover a wide range of neutron emission angles in the

fragment reference frame and thus had fixed spatial coordinates in two directions. The third

coordinate, or the point of interaction along the length of the bar, was found by measuring

the relative arrival time of the light pulse at each end of the bar. When an interaction

occurred within a bar, light traveled by total internal reflection to each end of the bar and

into each PMT. Because light travels at a constant speed in the plastic, the difference in

arrival times can be used to calculate the position of the interaction.

The TDC channel readout was converted into a time. Since the time difference between

the PMTs on a neutron detector was used to calculate the neutron position in space, the

time spectrum of each bar was calibrated individually. The slope was found with a “pulser,”

an Ortec NIM Time Calibrator module (model 462) that pulsed the system every 40 ns over

a TDC range of 350 ns. This created a “picket-fence” spectrum with a peak at every 40

ns interval, as shown for example in Figure 4.13. The first peak was assigned a time of 40

ns; the second peak was assigned a time of 80 ns; and so forth. The calculated slopes were

approximately 0.085 ns/channel.

Once the TDC slopes were determined, the time difference between the two PMTs in a

bar could be converted into a position along the bar. Cosmic rays interacted in the plastic

along the full length of the bar. Each bar was 200 cm long, with the center of the bar marked

as 0 cm and the ends defined at -100 cm and 100 cm. The edges of the time difference spectra

were adjusted so that the midpoint of the fall-off landed at the ends of the bar, and a linear

slope calculated from the two edges was used to find an offset to place the center of the
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Figure 4.13: An example of the TDC calibration procedure for MoNA LISA. The data shown
is the left PMT from Layer B, Bar 5. On the left is the “picket fence” spectrum created by
the pulser pulsing the system every 40 ns. On the right is the relation between the TDC
channel peaks and their assigned time.

bar at 0 cm within its own reference frame. Figure 4.14 shows an example of the position

calibration within a bar.

4.1.2.3 Time Calibrations

The time-of-flight of an interaction in a bar was calculated by averaging the two times

recorded from the two PMTs, but an offset was needed to place the time of the interaction

in the bar relative to the times of other interactions within the detector array. This offset

was again determined with cosmic ray muons that passed through the majority of the bars

in a layer and deposited about 20 MeVee in each bar. A schematic drawing showing an

example of a cosmic ray muon traveling through all bars within a single layer of MoNA

LISA is displayed in the left part of Figure 4.15. Since the cosmic ray muons travel with

a known velocity, it was possible to calculate the time, t, that it would take for a muon to

travel from one bar to another with the following equation:
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Figure 4.14: Example of the data for an X-position calibration for a bar in MoNA LISA
(Layer A, Bar 8). The time difference (tleft − tright) between the two PMTs is shown on
the left, and the converted X-position spectrum is shown on the right.

t =
d

vµ
(4.15)

where d was the distance between the interactions and vµ = 29.8 cm/ns, the speed of the

muon. The difference between the expected travel time and the observed travel time was

the time offset.

There were three “tables” (labeled MoNA, LISA-1, and LISA-2) that were supporting

stacks of bars, as described in Chapter 3. Layers on the same table were linked together by

cosmic ray muons passing through the top bar of every layer on the table and the bottom

bar of the front layer. A schematic drawing showing example tracks of cosmic ray muons

traveling through the top bar in a layer and a bottom bar in the front layer is displayed in

the right part of Figure 4.15. The expected and observed times were used to calculate offsets

that were then added to each bar within the layer. The result was that each table of bars

was calibrated in time relative to all other bars on that table.
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Figure 4.15: Schematic representation of cosmic ray muon paths through MoNA LISA bars.
The schematic view on the left is a view from the front a table, while the view on the right
of is from looking at a side view of a table.

Finally, each table had to be located in time relative to the interaction time in the target.

A thick target was inserted into the beam path, and when the beam collided with the thick

target, a variety of gamma rays and neutrons were produced. The known velocity of the

gamma rays, vγ = 29.98 cm/ns, was used in combination with the known physical positions

of the bars to determine the final time offset to align the gamma ray peaks by their calculated

times of flight. The final offsets for each table of bars were given in Table 4.6. Figure 4.16

shows the velocity spectra of all three tables with the gamma ray velocity peaks lined up

with their expected values.
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Figure 4.16: Calibrated time spectra for all detectors on each MoNA LISA table. The smaller
peaks on the left of each spectra are the gamma rays, while the larger peaks are neutrons.
The red vertical lines indicate the expected time for the gamma rays to arrive in each set of
bars.

MoNA Offset (ns) LISA-1 Offset (ns) LISA-2 Offset (ns)

469.92 410.61 409.65

Table 4.6: Global time offsets for each table of MoNA-LISA.

4.2 Event Selection

While this experiment was designed to measure as many fragments as possible, many collision

events had to be discarded from the final analysis. This section describes the process for

selecting appropriate, complete events for the analysis.

4.2.1 Beam Identification

The A1900 Fragment Separator filters out unwanted projectile fragments and attempts to

send only the desired fragments of interest to an experimental vault. However, the separation

technique trades purity against rate so that contamination by unwanted products occurs in

some reactions [92, 93]. Contaminants can be rejected in analysis by time-of-flight correla-

tions. Fragments with the same magnetic rigidity but with slightly different mass-to-charge
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Figure 4.17: Beam component identification with flight time from the A1900 timing scintil-
lator to the target scintillator. The 30S beam and contaminants are shown on the left, while
the 40S beam peak is shown on the right.

ratios with different velocities will be accepted. In particular, the A1900 generally includes

isotones as contaminants due to the kinetics of the separation process at approximately 100

MeV/u [92, 93, 104]. Thus, the time-of-flight from the A1900 Fragment Separator timing

scintillator to the target scintillator can be used to identify the desired beam from the con-

taminants. Figure 4.17 shows time-of-flight spectra for both the 30S beam plus contaminants

and the 40S beam plus contaminants.

While the 40S beam was relatively pure with few contaminants, having a purity of 98%,

the 30S beam had a purity of only 32%. Major contaminants in the 30S beam were the two

isotones 29P and 28Si. These two contaminants arrived at different times when compared

to the desired 30S particles, making it relatively straightforward to exclude them from the

analysis. The energy loss of the unreacted fragments in the ion chamber was examined to

confirm that there were no significant contaminants with the same time-of-flights as the
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Figure 4.18: Beam component identification with flight time from the A1900 timing scintil-
lator to the target scintillator versus the energy loss in the ion chamber. The 30S beam and
contaminants are shown on the left, while the 40S beam and contaminants are shown on the
right.

desired beams. Figure 4.18 shows the energy loss in the ion chamber versus the timing

spectra from Figure 4.17.

To further improve incoming beam selection, cuts using the time-of-flight from the K1200

cyclotron to the A1900 timing scintillator were also included in the analysis. This was done

by comparing the time difference between the cyclotron RF signal and the A1900 timing

scintillator and the time-of-flight from the A1900 timing scintillator to the target scintillator,

as displayed in Figure 4.19. The time signal from K1200 cyclotron was measured from the RF

main oscillator. The multiple peaks in the time-of-flight spectra for the RF to the A1900 was

due to wraparound of the RF [80]. The smaller peaks with relatively few events between the

larger major peaks were likely the result of inaccurate time measurements. These “echoes”

were excluded from the analysis.
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Figure 4.19: Beam component identification using the time-of-flight from the RF to the
A1900 scintillator. The 30S beam and contaminants are shown on the left, while the 40S
beam and contaminants are shown on the right. The multiple peaking in the RF to A1900
time-of-flight is due to wraparound of the RF. Beam gates were placed on the dominant
packets encircled in black.

4.2.2 Event Quality Gates

Accurate position information from the CRDCs was found to be necessary to achieve identi-

fication of individual isotopes. Events in which the experimental system behaved abnormally

were removed by applying “event quality gates” to the produced charged fragments in the

data. In some events, the CRDCs failed to collect all charge deposited, resulting in abnor-

mally low signals. In other events, an unusually high charge was recorded, possibly due to

pile up. These events were identified by plotting the σ from the Gaussian fit for the X-

position against the total charge summed over all the pads, or the pad sum. CRDC quality

gates were constructed based on this relation, as shown in Figure 4.20. Furthermore, some

events displayed inconsistent charge deposit from one CRDC to the other. For example, an

event could deposit a high charge in CRDC1 and a low charge in CRDC2. To exclude these
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Figure 4.20: The σ of the gaussian fit as a function of total charge in the CRDCs for the 40S
+ 9Be reaction and 2.01 Tm Sweeper setting. The quality gates for each CRDC are drawn
in black.

events that did not have a linear relation between the charge deposition between the two

detectors, another quality gate was created, as shown in Figure 4.21. These CRDC quality

gates excluded approximately 16% of events.

4.2.3 Element Identification

Two magnet settings of the Sweeper magnet were chosen for each secondary beam in order

to collect data on a variety of reaction products. For the 30S + 9Be reaction, the Sweeper

magnet was set to 1.51 Tm (115 A) and 2.25 Tm (174 A). For the 40S + 9Be reaction, the

Sweeper magnet was set to 2.01 Tm (157 A) and 2.27 Tm (180 A).

Element separation and identification was achieved by measuring the energy loss in the

ion chamber and correlating it with the time-of-flight. The Bethe-Bloch formula [5, 105]

shows that energy loss in the ion chamber is related to the charge number (Z) of the incident

particle and its velocity (β) in the following manner:
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Figure 4.21: Total charge of CRDC1 plotted against the total charge of CRDC2 for the 40S
+ 9Be reaction and 2.01 Tm Sweeper setting. The quality gate (shown in black) excluded
events that do not deposit charge in a linear manner in both detectors.

− dE

dx
∝ Z2

β2
× f(β) (4.16)

where f(β) represents the other terms in the Bethe-Bloch formula. (The full formula is

available in References [80, 105].)

Thus, element separation can be observed in a plot of the energy loss against a parameter

tied to the velocity. The experimental configuration provided a velocity parameter through

the time-of-flight from the target scintillator to the thin scintillator. Figures 4.22 and 4.23

show the element identification for products from the 30S + 9Be collisions and 40S + 9Be

collisions, respectively. Each band in these figures represents products from a different

element and the lines superimposed on the data indicate the sulfur (Z = 16) products. The
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bands directly under the Z = 16 band contain phosphorus (Z = 15) products; bands under

phosphorus contain silicon (Z = 14) products; and so forth. Gates were placed around these

bands in order to make elemental cuts. Unfortunately, due to the hodoscope malfunction,

no comparison could be made between the energy loss measured in the ion chamber and the

total energy measured in the hodoscope.

4.2.4 Isotope Identification

Following the elemental identification of each event, the isotopic or mass number identifica-

tion was necessary for the data analysis. The magnetic rigidity (Bρ) of a charged particle is

based on its momentum to charge ratio:

Bρ =
p

q
=

mv

q
(4.17)

In the present reactions at relatively high energy, light isotopes of the same element have

the same number of protons and no electrons, and thus the same q. Isotopes with the same

Bρ and constant q could then be separated by their mass number A, as their masses are

inversely proportional to their velocity:

v =
Bρq

m
∝ Bρq

A
(4.18)

Furthermore, because the (non-relativistic) velocity is simply distance per unit of time,

the time-of-flight measured from the target to the detector and mass of a charged particle

are proportional. Thus, isotopes with a lower A would arrive sooner than isotopes with the

same Bρ and q but higher A.
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Figure 4.22: Energy loss in the ion chamber versus the time-of-flight from the target scintilla-
tor to the thin scintillator for reaction products from the 30S + 9Be reaction. The top panel
contains products from the 1.51 Tm magnet setting. The bottom panel contains products
from the 2.25 Tm magnet setting. Black lines indicate the locus of sulfur (Z = 16) products.
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Figure 4.23: Energy loss in the ion chamber versus the time-of-flight from the target scintilla-
tor to the thin scintillator for reaction products from the 40S + 9Be reaction. The top panel
contains products from the 2.01 Tm magnet setting. The bottom panel contains products
from the 2.27 Tm magnet setting. Black lines indicate the locus of sulfur (Z = 16) products.
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However, charged particles produced by these nuclear reactions can have a large spread in

momentum. Variations in momenta lead to variations in the distance traveled in the present

case, as the track of a charged particle that passes through a dipole magnet is dependent on

its magnetic rigidity. Because these momenta distributions are so large and the track length

varies, the times of flight of the isotopes tend to overlap one another.

Thus, the measured path was used to separate isotopes. The magnetic rigidity and path

length traveled by the observed charged particles were correlated to their position and angle

with the position measurements in the CRDCs and the beam spot on the target. In standard

magnetic spectrometers, the fragments are highly focused in the horizontal or X-position and

isotopic separation is observed in a two-dimensional plot of plane angle versus the time-of-

flight [80]. However, this simple method of achieving isotopic separation was not possible

with the Sweeper magnet, which was a simple dipole magnet and did not contain focusing

elements such as those found in true magnetic spectrometers, such as the S800 spectrograph

at the NSCL [106]. The angle and position at the “focal plane” in the Sweeper are correlated

and entangle the X-position, X-angle, and time-of-flight. This correlation can be seen in a

three-dimensional plot of the three parameters. An example of such a three-dimensional plot

from the present work is shown in Figure 4.24.

For isotopic separation from the Sweeper magnet to be achieved, the full correlation

among the X-position, X-angle, and time-of-flight must be untangled. First, the three-

dimensional data for one element from one reaction was projected onto the X-position and

X-angle plane, as shown for example in Figure 4.25. Contours along this plot were fit with

a quadratic function:

f(x) = a2x
2 + a1x + c (4.19)
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Figure 4.24: Three-dimensional plots showing the correlation among the (dispersive) X-
position, X-angle, and time-of-flight for the oxygen isotopes from the 40S + 9Be reaction
and the 2.01 Tm magnet setting. Isotope bands are visible on the right edge in the Figure
but merge towards the back left side.

where x was the X-position, a2 and a1 were the coefficients from the quadratic fit, and c was

a constant offset. Varying c only moves the curve vertically along the angle axis.

A new linearized parameter describing the position and angle for a constant time-of-

flight was created. This parameter, referred to as an emittance (e(x, θx)), was written in the

following manner:

e(x, θx) = θx − (a2x
2 + a1x) (4.20)

where θx was the dispersive angle. Plotting the values of this emittance parameter against

the time-of-flight provided the degree of isotopic separation, shown by example in Figure

4.26, with each parallel band containing fragments from a single isotope.
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Figure 4.25: Projection of the three-dimensional plot from Figure 4.24 onto the (dispersive)
X-position and X-angle plane for the oxygen isotopes from the 40S + 9Be reaction and the
2.01 magnet setting. A solid black line is drawn along the contours to demonstrate the
quadratic function fit used in the analysis.

The isotopic separation was finally obtained by applying a linear fit to one of the isotopic

bands and then projecting the data onto an axis called tcorr:

tcorr = m× e(x, θx) + ttarget→thin (4.21)

where m was the slope of the line perpendicular to the linear fit and ttarget→thin was the

time-of-flight from the target to the thin scintillator. From another standpoint, one could

say that the time-of-flight was corrected by projecting the two-dimensional figure onto the

axis perpendicular to the linear fitted line.
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Figure 4.26: Emittance parameter from Equation 4.20 plotted against the time-of-flight from
the target to the thin scintillator for the oxygen isotopes from the 40S + 9Be reaction and
the 2.01 magnet setting. A solid black line is drawn along the contours to demonstrate the
linear function fit.

Isotopic separation was further improved by plotting the corrected time-of-flight against

the dispersive X-position and X-angle as well as other parameters, including the non-dispersive

Y-position and Y-angle. Any observed correlations were then removed in a similar manner to

the corrected time-of-flight parameter from Equation 4.21. These corrections were generally

much smaller. The final time-of-flight separation parameter can be expressed in a general

format:

tfinal = ttarget→thin +
∑

CiPi (4.22)
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where Ci were the correction coefficients and Pi were the parameters. The isotope separation

procedure was carried out for the data from each element in each magnet setting for both

sulfur beams. Correction coefficients and parameters for each element are summarized in

Appendix C. The projected isotopic distributions are shown later in this chapter.

Once the relative distributions were constructed, the relationship between energy loss

and the corrected time-of-flight was used to identify the isotopes. Energy loss is tied to Z, as

demonstrated in Figures 4.22 and 4.23, in which an element with a higher Z demonstrates

greater energy loss compared to an element with a lower Z.

Recall that the corrected time-of-flight is related to N/Z. The magnetic rigidity (Bρ) is

equal to momentum divided by charge (Equation 4.17). Thus, velocity (β) can be written

in terms of magnetic rigidity, charge (Z), and mass (m) in the present case because q = Z:

β =
Z(Bρ)

m
(4.23)

If the magnetic rigidity is constant, the velocity will be proportional to Z/A, meaning that

time-of-flight is proportional to A/Z. Thus, energy loss is comparable to Z and the corrected

time-of-flight is comparable to A/Z or N/Z.

Figure 4.27 displays the expected pattern for plotting Z against N/Z in the range of 6

≤ Z ≤ 16 and N/Z ≤ 2. Each point is the position of a single isotope. It is evident that

isotopes with the same N/Z (or same A/Z) fall in a vertical line, such as the red diamond

points representing isotopes in which N = Z (or A/Z = 2). This pattern was compared to

a plot of the energy loss versus corrected time-of-flight for each reaction in order to identify

the isotopes in the data. An example of a plot of energy loss versus a corrected time-of-

flight parameter is shown in Figure 4.28. While the final isotopic separation was performed
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Figure 4.27: The Z versus N/Z pattern for isotopes with Z = 6-16 and N/Z ≤ 2. Each point
is a separate isotope. Some of the isotopes shown do not exist. The red diamond points
represent isotopes in which N = Z. The two beams, 30S and 40S, are circled for reference.

with the correction parameters for each element, the Z and A relative pattern and isotope

identification was found with the correction parameters for oxygen isotopes, which were

applied to every element to create this figure. (In other words, if individual correction

parameters were applied by element, the isotopes would be shifted and out of sync with each

other.) The line indicating isotopes with the same “corrected” time-of-flight corresponds

to the red diamond points in Figure 4.27. Those isotopes that fall along the vertical line

have the same N/Z, and the remaining isotopes were identified by their relationship to the

vertical line.

The final one-dimensional projections for isotope separation for fragments from the 30S

+ 9Be collision in the 1.51 Tm and 2.25 Tm Sweeper settings are shown in Figure 4.29 and
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Figure 4.28: Energy loss in the ion chamber for elements Z = 6 − 14 using the corrected
time-of-flight for oxygen isotope separation. The elements shown are from the 30S + 9Be
reaction and the 2.25 Tm Sweeper magnet setting. A vertical line at N/Z = 1 is drawn
for reference. This line corresponds to the red diamond points in Figure 4.27. The 28Si
fragments are circled in red.

Figure 4.30, respectively. Figure 4.31 and Figure 4.32 show the one-dimensional projections

for isotope separation from the 40S + 9Be collision in the 2.01 Tm and 2.27 Tm Sweeper

settings, respectively. Element gates from the energy loss in the ion chamber (as shown in

Figures 4.22 and 4.23) and event quality gates were applied. The four figures indicate that

separation of individual isotopes was only possible for carbon, nitrogen, oxygen, fluorine,

neon, and sodium isotopes. The separation was clearest for elements with lower proton

numbers, and the separation became more difficult with increasing proton number.
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Figure 4.29: One-dimensional distributions of carbon, nitrogen, oxygen, fluorine, neon, and
sodium isotopes produced from the 30S + 9Be reaction and the 1.51 Tm Sweeper magnet
setting. Element and event quality gates were applied.
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Figure 4.30: One-dimensional distributions of carbon, nitrogen, oxygen, fluorine, neon, and
sodium isotopes produced from the 30S + 9Be reaction and the 2.25 Tm Sweeper magnet
setting. Element and event quality gates were applied.
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Figure 4.31: One-dimensional distributions of carbon, nitrogen, oxygen, fluorine, neon, and
sodium isotopes produced from the 40S + 9Be reaction and the 2.01 Tm Sweeper magnet
setting. Element and event quality gates were applied.
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Figure 4.32: One-dimensional distributions of carbon, nitrogen, oxygen, fluorine, neon, and
sodium isotopes produced from the 40S + 9Be reaction and the 2.27 Tm Sweeper magnet
setting. Element and event quality gates were applied.

97



It is important to note that this experiment entered unexplored territory with the MoNA

LISA and Sweeper experimental set-up. Previous experiments have focused on studying

isotopes of the elements only up to magnesium (Z = 12) [80, 95, 97, 100, 101, 107–111]. The

30S and 40S (Z = 16) secondary beams used in this experiment were significantly higher in

Z than those in the past MoNA LISA and Sweeper experiments and isotopic separation with

Z = 12− 16 had not been done before and was not possible here. Isotope separation results

from a previous study on fluorine, neon, and sodium isotopes produced from a 32Mg beam

on a beryllium target already suggested that separation was difficult [110]. From Figure

4.27, elements with higher Z contain more isotopes than elements with lower Z in a given

range of N/Z. For example, in the N/Z range from 0.75 to 1.25, carbon has three isotopes,

while phosphorus has seven isotopes. The example isotopic separation shown in Figure 4.28

indicates this compression of the isotopes in elements with higher Z. In particular, the 28Si

fragments appear to be overlapping the 29Si fragments in this case. Thus, the isotopes with

higher Z are more overlapped and difficult to separate. Figure 4.33 demonstrates the poor

one-dimensional separation for magnesium (Z = 12) and aluminum (Z = 13) isotopes from

Figure 4.28. This experiment pushed the limits on the current detector configuration and

the resolution was not sufficient to achieve isotope separation for the highest Z elements.

However, a broad range of fragments was identified in each reaction.

Furthermore, most previous Sweeper experiments characterized isotopes produced by

only one or a few nucleon removal or addition. Final fragments measured in the current

experiment were produced by removing many nucleons. For example, the 40S + 9Be reaction

produced 12C, a mass change of 28 units. This wide range was not standard for the MoNA

LISA and Sweeper configuration and would have to be improved for future experiments with

heavier beams.
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Figure 4.33: One-dimensional distributions of magnesium and aluminum isotopes produced
from the 30S + 9Be reaction and the 2.25 Tm Sweeper magnet setting. Element and event
quality gates were applied.

4.2.5 MoNA LISA Multiplicity

Charged particles were measured in coincidence with neutron hits in the MoNA LISA de-

tectors. The kinetic energy spectrum of observed neutrons in MoNA LISA measured in

coincidence with fragments from the 40S + 9Be reaction and the 2.01 Tm Sweeper set-

ting is shown in Figure 4.34. The distribution peaks around beam energy, indicating that

most of the detected neutrons were generated the subsequent de-excitation process. Neu-

trons stripped from the projectile by the target would have a kinetic energy around half

the kinetic energy of the beam. The kinetic energy of a nucleon removed directly from the

projectile by the target would be equal to the energy of the center-of-mass. Because the

target is stationary, the stripped neutron would have half the kinetic energy.

As previously described in Chapter 3, an interaction in MoNA LISA is only considered

valid if there were good timing signals in the CFD channels for both PMTs within a single

bar. A valid interaction is referred to as a “hit” in MoNA LISA. The number of hits in
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Figure 4.34: Kinetic energy of neutrons detected in MoNA LISA for all fragments measured
with the 40S + 9Be reaction and the 2.01 Tm Sweeper setting.

MoNA LISA is called the hit multiplicity and its relation to the actual neutron multiplicity

have to be obtained from comparisons to detailed simulations.

The number of hits in MoNA LISA does not directly measure the true neutron multi-

plicity for an event due to neutrons scattering multiple times within the full array and dark

scattering. In dark scattering, neutrons scatter on carbon nuclei in the plastic scintillator

material. Due to the short range of the carbon recoil, insufficient scintillation light is pro-

duced for a valid measurement. Thus, the measured hit multiplicity is not the true neutron

multiplicity. Despite this, as the number of neutrons emitted increases, the number of valid

neutron events recorded also can be expected to increase, leading to a higher hit multiplicity.

The hit multiplicities were extracted for comparison to the simulations discussed in the

following section, Section 4.3. All of the extracted hit multiplicity distributions and the

comparisons to simulations are shown in Chapter 5, but two examples of these experimental

hit multiplicity distributions are shown in Figure 4.35. The distributions are shown as a
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Figure 4.35: Examples of the hit multiplicity distributions for all neon fragments from the
30S + 9Be reaction with the 2.25 Tm Sweeper magnet setting (left) and the 40S + 9Be
reaction with the 2.27 Tm Sweeper magnet setting (right). Distributions are presented in
terms of a normalized probability.

normalized “probability” in which the distributions were normalized relative to the total

number of observed hits for each fragment measured in the magnet setting. Most charged

particles were measured with zero hits, or a hit multiplicity of zero, so the distributions are

shown on a log scale to better highlight differences among the distributions.

From the hit multiplicity distribution examples shown in Figure 4.35, it is evident that

the fragments produced from the 40S reaction were in coincidence with significantly higher

numbers of hits in MoNA LISA than the fragments produced from the 30S reaction. Because

30S contains ten less neutrons than 40S, there are fewer neutrons available for reactions.

Thus, fragments produced from the 40S collision could be more neutron rich as well as have

higher neutron multiplicities, leading to a higher number of valid hits in MoNA LISA.
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4.3 Experimental Simulation and Gates

As discussed in Chapter 2, the two nuclear reactions were simulated using two different mod-

els: the Liège Intranuclear Cascade (INCL++) and the Constrained Molecular Dynamics

(CoMD) model. INCL++ contained the ABLA07 code for the de-excitation of hot frag-

ments created from the fast stage of the reactions. For CoMD simulations, GEMINI++ was

used as an evaporation or “afterburner” code to decay remaining hot fragments from the dy-

namical model. Once the correlated distributions of fragments and neutrons from INCL++

and CoMD + GEMINI++ were obtained, the results were filtered through a model of the

detection efficiency developed in the GEANT4 code. The filtering is discussed next and the

results of the comparisons between the simulations and experimental data are presented in

Chapter 5.

4.3.1 Fragment Gates

To mimic the physical configuration of the detectors measuring the charged particles, frag-

ments from the CoMD + GEMINI++ and INCL++ simulations were filtered according to

the magnetic rigidity and angular acceptances of the experimental setup.

The Sweeper had an acceptance range of approximately ±10% in momentum. To deter-

mine the acceptance range for each beam, the unreacted beam was sent through the Sweeper

magnet in a series of regular momentum intervals. These step sweep runs were used to char-

acterize the beam as it moved horizontally across the faces of the charged particle detectors

as discussed above. Each step sweep run had an associated magnet setting and position in

the detectors at which the beam appeared. The limits on each side of the central magnet

102



setting could then be deduced and used to determine the actual magnetic rigidity acceptance

and active detector area.

The magnetic rigidities and trajectories exiting the target of the final simulated charged

particle fragments were determined based on the results of the CoMD + GEMINI++ and

INCL++ simulations. Gates were placed on the simulated data to accept or reject the

fragments based on whether the fragments would pass through the acceptance ranges of the

charged particle detectors to create sets of “accepted” events and the correlated neutrons.

4.3.2 Neutron Gates

The GEANT4 code is a well-known simulation package using Monte Carlo methods to model

the passage of particles through detectors [112, 113]. GEANT4 has been used to simulate

the interactions of the neutrons in MoNA LISA in the past [97,101,110,111] and also in this

work.

The neutron momentum vector in the laboratory frame and energy from the neutrons in

the accepted events were used to determine the neutron’s interaction in the plastic scintil-

lator material. Text files containing the neutron four-vector information were created from

INCL++ and each version of CoMD + GEMINI++ for each reaction. Each neutron was

tagged with an event number to connect it back to the collision event that produced it from

CoMD + GEMINI++ or INCL++. The text files were then passed to GEANT4.

In GEANT4, the neutrons were propagated through the Sweeper magnet steel because

MoNA LISA was configured to cover angles ranging from -3 degrees to 51 degrees relative

to the target. Interactions of the neutrons in the steel plate material in the Sweeper magnet

were incorporated into the GEANT4 package. The steel Sweeper material was approximated

with the neutron scattering cross section of iron [110].
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The neutrons were then propagated forward towards the MoNA LISA bars. The location

of the bars relative to the target was matched to the physical location of the bars within

the experimental configuration. Figure 4.36 shows a top-down view of the simulated hit

interactions in the bars from INCL++ and the second symmetry option for CoMD + GEM-

INI++. The angles of the neutron interaction relative to the target are shown in Figure

4.37. As seen in both Figures 4.36 and 4.37, the angular distribution of neutrons from the

CoMD + GEMINI++ model was somewhat broader, with slightly more neutrons measured

in the LISA-2 table relative to the number of neutrons measured in the LISA-2 table for

INCL++. Neutron interaction cross sections in the hydrocarbon plastic bars were taken from

the MENATE R package [114], which includes neutron interaction cross sections for both

carbon and hydrogen for neutrons. The MENATE R package has been previously shown to

have better agreement with experimental data taken with MoNA LISA compared to simu-

lations run with the stock GEANT4 physics processes [115]. The GEANT4 code required

a threshold to mimic the QDC hardware threshold gate of the physical detectors. In this

analysis, only hits above 0.9 MeVee were counted towards hit multiplicity, so the simulated

threshold for the MoNA LISA PMTs was set to 0.9 MeVee.

The neutron interaction information output from GEANT4 was matched back with the

event number in CoMD + GEMINI++ or INCL++ to create a simulated hit multiplicity

for each single collision determined by counting the number of simulated valid neutron hits

within each event. The normalized probability distributions were then constructed for each

isotope and are shown in Chapter 5.
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Figure 4.36: Simulated hit interactions in MoNA LISA bars for neutrons from the 40S +
9Be reaction. The top panel shows interactions from the INCL++ model, while the bottom
panel (CoMD-2) shows interactions from the CoMD + GEMINI++ for the second symmetry
energy option (stiff-1).
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Figure 4.37: Simulated hit interaction angles in MoNA LISA bars for neutrons from the 40S
+ 9Be reaction. INCL++ and the second symmetry energy option (stiff-1, labeled here as
CoMD-2) for CoMD + GEMINI++ are shown. The neutrons with angles of around -3 to
15 degrees were measured in MoNA and LISA-1, while the neutrons with angles of around
24 to 53 degrees were measured in LISA-2.
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Chapter 5

Results and Discussion

After the calibrations were completed and fragment-neutron coincidence events were selected

from the data set for analysis, the experimental data set was then compared to the results of

the two reaction simulations. As previously discussed in Chapter 2, the two simulation data

sets involved in this work were the Liège Intranuclear Cascade model (INCL++) and the

combined Constrained Molecular Dynamics model and GEMINI++ (CoMD + GEMINI++).

The CoMD model contained three options for the symmetry energy: stiff-2, stiff-1, and soft,

which are referred to as CoMD-1, CoMD-2, and CoMD-3, respectively, in this work. As

described in Chapter 4, each simulation data set was passed through a GEANT4 model of

the neutron interactions with the detectors.

A summary of the isotopic fragments identified in the experimental data for each reaction

is given in Figure 5.1. Note that many other isotopes than those shown in the figure were

produced from the reaction, but not all produced fragments traveled through the acceptance

gates of the Sweeper magnet and the charged particle detectors. Furthermore, as discussed

previously in Chapter 4, no isotope identification was achieved for elements above sodium.

Thus, those element rows in the figure are left blank.

As Figure 5.1 shows, several isotopes were produced and identified in both the 30S +

9Be and 40S + 9Be reactions. These shared isotopes included symmetric nulcei (N = Z).
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Figure 5.1: Isotopic fragments identified the experimental data. Red boxes indicate isotopes
only identified from the 30S + 9Be reaction, blue boxes indicate isotopes only identified
from the 40S + 9Be reaction, and purple dotted boxes indicate isotopes identified from both
reactions. For comparison, the 30S and 40S incident beams are outlined in red and blue,
respectively.

Additional fragments identified from the 40S beam were neutron-rich, while some fragments

identified from the 30S beam were proton-rich.

5.1 Hit Multiplicities

Hit multiplicity distributions were used to compare the experimental hits measured in MoNA

LISA in coincidence with fragments to the simulated hits from the reaction models. An

example of hit multiplicity distributions containing experimental data and simulated data

is shown in Figure 5.2. The example distribution shows the hit multiplicity distribution for
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16O fragments from the 30S + 9Be reaction with the 1.51 Tm Sweeper magnet setting. The

other comparisons of the hit multiplicity distributions are shown later in this chapter.

The hit multiplicity distributions are shown in terms of “probability,” in which the dis-

tributions were normalized relative to the total number of observed hits for each fragment

measured in a given magnet setting. A hit multiplicity of zero indicated a fragment that did

not coincide with any measured hits in MoNA LISA; a hit multiplicity of one indicated a

fragment that coincided with one hit in MoNA LISA; and so forth. The probabilities of the

distributions were plotted on log scales to better display differences among hit multiplicities

as the hit multiplicity of zero dominates the distributions.

A consistent representation of the distributions is used in this chapter. Solid black squares

represent experimental data; open pink squares represent INCL++ simulations; and open

blue diamonds, open up-pointing red triangles, and open down-pointing green triangles rep-

resent CoMD + GEMINI++ simulations with the CoMD-1 (stiff-2), CoMD-2 (stiff-1), and

CoMD-3 (soft) options, respectively. The data points for the simulations were slightly offset

in hit multiplicity to prevent symbols from completely overlapping. The INCL++, CoMD-1,

CoMD-2, and CoMD-3 points were offset in the horizontal direction by -0.1, 0.1, 0.15, and

0.2, respectively, relative to the experimental data points.

The relative uncertainty or error was calculated with the following equation:

Ei =
Pi√
Ci

(5.1)

where i was the hit multiplicity value (bin number), Pi was the probability value of the

multiplicity, and Ci was the number of counts in the multiplicity.
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Figure 5.2: Hit multiplicity distributions for 16O fragments from the 30S + 9Be reaction with
the 1.51 Tm Sweeper magnet setting. Distributions are presented in terms of probability
(see the text for details). Solid black squares represent experimental data; open pink squares
represent INCL++ simulations; and open blue diamonds, open up-pointing red triangles,
and open down-pointing green triangles represent CoMD + GEMINI++ simulations with
the CoMD-1, CoMD-2, and CoMD-3 options, respectively. For clarity and to avoid overlap,
the INCL++, CoMD-1, CoMD-2, and CoMD-3 points were offset in hit multiplicity by -0.1,
0.1, 0.15, and 0.2, respectively. Points representing a hit multiplicity of one are highlighted
in shaded blue to demonstrate grouping.
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5.1.1 Hit Multiplicities by Element

The hit multiplicity distributions were constructed for each element by summing over the

isotopes to have an overall sense of how the distributions behaved. Figure 5.3 shows the

hit multiplicities for all carbon fragments. No isotopic gates were applied to obtain the

data in this figure. Similar to Figure 4.35 in Chapter 4, these results demonstrate that

the fragments produced from the 40S reaction were, not surprisingly, in coincidence with

significantly higher numbers of hits in MoNA LISA than the fragments produced from the

30S reaction in the experimental data. While the difference between the two reactions is

clear in the experimental data, the simulations show a more subtle difference between the 30S

and 40S reactions. Furthermore, it is evident that the majority of experimentally detected

charged particles were measured with a hit multiplicity of zero. While INCL++ results

appear to replicate the high percentage of fragments with a hit multiplicity of zero, the

results of the CoMD + GEMINI++ simulations noticeably under-predict the percentage of

fragments with a hit multiplicity of zero. The hit multiplicity distributions for individual

carbon isotopes are further explored in Section 5.1.2.

Because no isotopic separation was achieved for elements above sodium, only the elemen-

tal hit multiplicity distributions could be extracted for comparison. Figures 5.4, 5.5, 5.6, and

5.7 show the experimental and simulated hit multiplicities for all magnesium, aluminum, sil-

icon, and phosphorus fragments. (While sulfur fragments were also detected, measured, and

simulated, comparisons are not shown here due to unreacted beam contamination in some

of the magnet settings.) No isotopic gates were applied to these element hit multiplicity

distributions.
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Figure 5.3: Hit multiplicity distribution for all carbon fragments produced in each beam
setting for the 30S + 9Be and 40S + 9Be reactions. See text and Figure 5.2 for details.
Sweeper acceptance gates were used, but no isotopic gates were applied.
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Figure 5.4: Hit multiplicity distribution for all magnesium fragments produced in each beam
setting for the 30S + 9Be and 40S + 9Be reactions. See text and Figure 5.2 for details.
Sweeper acceptance gates were used, but no isotopic gates were applied.
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Figure 5.5: Hit multiplicity distribution for all aluminum fragments produced in each beam
setting for the 30S + 9Be and 40S + 9Be reactions. See text and Figure 5.2 for details.
Sweeper acceptance gates were used, but no isotopic gates were applied.
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Figure 5.6: Hit multiplicity distribution for all silicon fragments produced in each beam
setting for the 30S + 9Be and 40S + 9Be reactions. See text and Figure 5.2 for details.
Sweeper acceptance gates were used, but no isotopic gates were applied.
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Figure 5.7: Hit multiplicity distribution for all phosphorus fragments produced in each beam
setting for the 30S + 9Be and 40S + 9Be reactions. See text and Figure 5.2 for details.
Sweeper acceptance gates were used, but no isotopic gates were applied.
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These comparisons provided a method to look at elemental fragments that could not be

identified by isotope. Overall a consistent pattern can be seen. It appears that for elements

with Z values closer to the beam, CoMD + GEMINI++ results begin to match more closely

with the data, particularly in results from the 30S reaction with the 2.25 Tm magnet setting.

This suggests that CoMD + GEMINI++ could be better at reproducing fragments that have

a smaller proton and mass loss from the projectile.

However, no isotopic comparisons can be made at these higher elements in the present

data set. Experiments designed to accomplish higher element isotopic separation may be

able to examine this effect more closely. This could be done with set-ups that already provide

better isotopic separation at higher proton numbers or with upgrades to the Sweeper magnet

and its associated charged particle detectors.

5.1.2 Hit Multiplicities by Isotope

Isotopic hit multiplicity distributions were generated by applying isotopic gates to the ex-

perimental data and simulations. Figures 5.8, 5.9, 5.10, 5.11, 5.12, and 5.13 show the hit

multiplicity distributions for carbon, nitrogen, oxygen, fluorine, neon, and sodium isotopic

fragments, respectively.
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Figure 5.8: Hit multiplicity distribution for carbon isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.
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Figure 5.9: Hit multiplicity distribution for nitrogen isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.
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Figure 5.10: Hit multiplicity distribution for oxygen isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.



121

Figure 5.11: Hit multiplicity distribution for fluorine isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.
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Figure 5.12: Hit multiplicity distribution for neon isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.
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Figure 5.13: Hit multiplicity distribution for sodium isotopes produced in each beam setting for the 30S + 9Be and 40S + 9Be
reactions. See the text and Figure 5.2 for details of the display.



Each of the six figures contains a panel for one isotope and they follow a standard format.

The top row contains fragments measured from the 30S + 9Be reaction and 1.51 Tm Sweeper

magnet setting, the second row contains fragments measured from the 30S + 9Be reaction

and 2.25 Tm Sweeper magnet setting, the third row contains fragments measured from the

40S + 9Be reaction and 2.01 Tm Sweeper magnet setting, and the bottom row contains

fragments measured from the 40S + 9Be reaction and 2.27 Tm Sweeper magnet setting. The

isotopes identified in common to these reactions are lined up in columns. The symbols for

the individual hit multiplicity distributions follow the description given in Figure 5.2.

These comparisons of the hit multiplicity distributions display several trends. When com-

paring isotopes produced from both reactions, such as 12C in Figure 5.8 or 15N in Figure 5.9,

it is apparent, again not surprisingly, that those fragments produced from the 30S reaction

are predicted to be in coincidence with fewer hits in MoNA LISA compared to fragments

produced from the 40S reaction. This was shown as well in Figure 4.35 from Chapter 4 and

Figure 5.3, though the previous figures did not involve any isotopic identification.

For isotopes produced from the 30S + 9Be reaction, each of the CoMD + GEMINI++

versions tended to under-predict the proportion of fragments measured with zero hits while

over-predicting the proportion of fragments measured with one or more hit. The INCL++ re-

sults, on the other hand, matched the experimental data points more closely. While INCL++

did fail to replicate the higher hit multiplicity values present in the data, it is important to

note that these higher multiplicity values contain a very small proportion of counts, some-

times representing fewer than 10 counts per bin.

Results from the 40S + 9Be reaction do not match the trends apparent in the 30S + 9Be

reaction. While each of the three CoMD + GEMINI++ versions still under-predicted the

proportion of fragments measured with zero hits, the overall hit multiplicity trend follows
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the data more closely, with a more gentle slope downwards as multiplicity increases. The

INCL++ simulation does not appear to follow the trend in the experimental data. Instead,

INCL++ results display a much steeper slope in the hit multiplicity distributions due to

under-prediction of the number of fragments measured in coincidence with higher numbers

of hits.

For a quantitative comparison, a χ2 statistic was calculated with the following equation:

χ2 =
n
∑

i=0

(P data
i − P sim

i )2

(Edata
i )2

(5.2)

where i was the hit multiplicity value (bin number), P data
i was the probability value of the

experimental data, P sim
i was the probability value of the simulation set (INCL++, CoMD-1,

CoMD-2, or CoMD-3), and Edata
i was the uncertainty in the data.

A reduced χ2v was used to compare the models to the experimental data. The inclusion

of hit multiplicity values or bins with very few events could skew the comparison by placing

more importance on those few events. In order to minimize this effect, only hit multiplicity

values with more than five events were included. The reduced χ2v was found with following

equation:

χ2v =
χ2

ndf
(5.3)

where ndf was the number of degrees of freedom. As usual, if the given simulation matched

the data within the experimental uncertainties, the χ2v value would be one. The larger the

χ2v value, the worse the fit. These χ2v values are shown in Appendix D.

In general, the χ2v values demonstrate the features observed in the previous figures, but

are dominated by the lowest hit bins. Overall, the INCL++ simulations were closer in
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predicting the hit multiplicity zero bin than the CoMD + GEMINI++ simulations. Because

the majority of identified fragments coincided with zero hits, the χ2v values for the INCL++

predictions were lower (with typical χ2v values in the tens and hundreds) than those of the

CoMD + GEMINI++ simulations (with typical χ2v values in the hundreds and thousands).

The CoMD + GEMINI++ simulations greatly under-predicted the number of fragments

produced with zero hits, leading to larger χ2v values.

The makers of the CoMD model acknowledged that the earliest iteration was over-

producing hydrogen and helium fragments from their test collisions (symmetric reactions

of 40Ca + 40Ca at 35 MeV/u and 197Au + 197Au at 35 MeV/u) [69]. The authors believed

that this was due to the occupation density limitation, which randomly changes the momenta

of the neighboring particles if the Pauli principle is violated and may be under-producing

intermediate-mass fragments through break-up or fission. While CoMD has been modified

since the earliest iteration, it appears that more attention is needed on neutron yields.

It is important to note that while INCL++ did a better job, it is still not a perfect

match. In particular, INCL++ fails to generate enough events with higher hit counts in

MoNA LISA.

5.2 Symmetry Energy

The CoMD model provides a dynamical description of the evolution of the many-body sys-

tem. One of the advantages of the CoMD model is the inclusion of three different symmetry

energy parameterizations. Each parameter gives a distinct mathematical form of the sym-

metry energy. If the three options produce different results, the experimental data could be
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compared to the simulations to determine which of the three versions fits the experimental

data best.

In this work, the three CoMD + GEMINI++ options do not appear to produce significant

differences in the hit multiplicity distributions as shown in Figures 5.3-5.13. Instead, the

CoMD + GEMINI++ points on these figures generally overlap. This indicates that neutron

multiplicity distributions from the intermediate-energy heavy-ion collisions are not a good

method for constraining the symmetry energy term in the nuclear equation of state. Thus,

no constraint on the symmetry energy was attempted using this experimental data set.

5.3 Fragment Production

5.3.1 Isotope Production

While this project focused on the exclusive measurement of neutrons measured in coinci-

dence with charged particle fragments, it was possible to examine the isotope production

distributions for the experimental data and simulations. The isotope production distribu-

tions for the for the 30S + 9Be reaction and 1.51 Tm and 2.25 Tm magnet settings are

shown in Figures 5.14 and 5.15, respectively. The isotope production distributions for the

for the 40S + 9Be reaction and 2.01 Tm and 2.27 Tm magnet settings are shown in Figures

5.16 and 5.17, respectively. For all four distributions, the counts were normalized relative to

the total number of observed fragments within the given element for that magnet setting.

The stiff-2, stiff-1, and soft options for CoMD + GEMINI++ are referred to as CoMD-1,

CoMD-2, and CoMD-3, respectively. The model distributions were filtered with fragment

gates as described in Section 4.3.
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Figure 5.14: Isotope production distributions for the 30S + 9Be reaction and the 1.51 Tm
magnet setting. Counts are given in terms of probability normalized relative to the total
number of observed fragments within the given element. The CoMD + GEMINI++ model
stiff-2, stiff-1, and soft options are referred to as CoMD-1, CoMD-2, and CoMD-3, respec-
tively.
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Figure 5.15: Isotope production distributions for the 30S + 9Be reaction and the 2.25 Tm
magnet setting. Counts are given in terms of probability normalized relative to the total
number of observed fragments within the given element. The CoMD + GEMINI++ model
stiff-2, stiff-1, and soft options are referred to as CoMD-1, CoMD-2, and CoMD-3, respec-
tively.
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Figure 5.16: Isotope production distributions for the 40S + 9Be reaction and the 2.01 Tm
magnet setting. Counts are given in terms of probability normalized relative to the total
number of observed fragments within the given element. The CoMD + GEMINI++ model
stiff-2, stiff-1, and soft options are referred to as CoMD-1, CoMD-2, and CoMD-3, respec-
tively.
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Figure 5.17: Isotope production distributions for the 40S + 9Be reaction and the 2.27 Tm
magnet setting. Counts are given in terms of probability normalized relative to the total
number of observed fragments within the given element. The CoMD + GEMINI++ model
stiff-2, stiff-1, and soft options are referred to as CoMD-1, CoMD-2, and CoMD-3, respec-
tively.
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The experimental data isotope distributions follow the one-dimensional distributions from

Figures 4.29-4.32 in Chapter 4. As a whole, the INCL++ simulations follow the trends of

the data, with a few notable suggestions. In the oxygen and fluorine isotope distributions

for the 30S + 9Be reaction and the 1.51 Tm magnet setting, INCL++ skews towards the

more neutron-deficient isotopes. For the 40S + 9Be reaction and the 2.01 Tm magnet

setting, INCL++ displayed a stronger preference for production of the even-even 12C and

16O isotopes. Each of the three CoMD + GEMINI++ options skewed neutron-rich in many

of the isotope distributions. The three CoMD + GEMINI++ options were relatively similar

to each other, though the stiffest option (CoMD-1) did skew to slightly higher mass (and

thus more neutron-rich) isotopes relative to the softest option (CoMD-3). This follows the

fully inclusive distributions shown in Figures 2.1-2.6 from Chapter 2.

5.3.2 Time Evolution in CoMD

In the present work, the CoMD heavy-ion collisions were propagated up to 2000 fm/c (about

7 × 10−21 s), allowing the system to evolve dynamically and become relatively cool. The

previously presented hit multiplicity distributions were taken from the reaction products

at 2000 fm/c from CoMD that were passed through GEMINI++ and then the neutrons

that were passed through GEANT4. However, output from the CoMD simulations included

information of precursor fragments at earlier time steps. This allowed examination of the

time evolution of fragments within the simulations.

Figures 5.18 and 5.19 show the time evolution of fragments in the 30S + 9Be and 40S +

9Be reactions, respectively, from the CoMD model with the stiff-1 option. The time steps

shown are 20, 40, 80, 200, 1000, and 2000 fm/c. (Other time steps were recorded but are not

represented in the figures since only an overview of the time evolution is important here.)
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Figure 5.18: Contours in the N -Z plane of the fragment distribution showing the time
evolution of fragments in the 30S + 9Be reaction from the CoMD model with the stiff-1
option. Only the heaviest fragments are shown. The boxes indicate the N -Z of the beam.
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Figure 5.19: Contours in the N -Z plane of the fragment distribution showing the time
evolution of fragments in the 40S + 9Be reaction from the CoMD model with the stiff-1
option. Only the heaviest fragments are shown. The boxes indicate the N -Z of the beam.
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At 0 fm/c, the projectile (30S or 40S) approaches the target. The 20 fm/c panel shows

the early encounter with little change in the projectile. By 40 fm/c, the projectile has

interacted with the target, displaying some pick-up of protons and neutrons. In the 30S +

9Be reaction, two very distinct peaks appear, corresponding to fragments around 30S and

39Ca. (39Ca represents the full combination of the 30S projectile and 9Be target.) This

phenomenon is less pronounced in the 40S + 9Be reaction, but the effect is still visible. (The

full combination of the 40S projectile and 9Be target would produce 49Ca.) Sharp edges in

the top and right edges of the distributions indicate the physical limitation in the number

of protons and neutrons available when combining the projectile and target in the given

reaction system.

At 80 fm/c, the earlier precursor fragments have started to break up. The fragments at

this stage begin to reach downward in Z and N as the heaviest fragments shed mass. By

200 fm/c, a general form of the fragment distribution is apparent. At 1000 fm/c, the heavier

fragments shed more nucleons, creating more fragments with lower numbers of protons and

neutrons. While there is some change from 1000 to 2000 fm/c, the general form is preserved,

indicating that the evolution of fragments had stabilized.

In both CoMD reaction simulations, the final fragments are concentrated around the

original projectile fragments. The shape of this central concentration demonstrates the

direction in which fragments evolved. For example, fragments from the 40S reactions were

allowed to evolve more “horizontally” in the N -Z plane, losing neutrons while at higher

elements before drifting downwards as Z decreased. Fragments from the 30S evolved more

“diagonally” due to the ten fewer neutrons in the system and the proximity to the proton

drip line.
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In the final time step panels, it is evident that the 30S + 9Be reaction is predicted to

produce more proton-rich (or neutron-deficient) isotopes relative to the 40S + 9Be reaction.

In the opposite manner, the 40S + 9Be reaction is predicted to produce more neutron-rich

isotopes relative to the 30S + 9Be reaction. While not all produced fragments were measured

in the experimental data, this qualitative trend from CoMD clearly matches the observed

isotopes that were identified from the experimental data set.

5.3.3 Precursor Fragments in INCL++

As described in Chapter 2, INCL++ uses two discrete steps to simulate the nuclear reaction

[83–85]. The first step represents the fast part of the reaction to create an excited remnant,

or intermediate precursor fragment. The remnant then “cools” through a statistical de-

excitation to its final state. In the present work, the statistical de-excitation code ABLA07

was used [89].

It was possible to track the precursor fragment channels that led directly to the final

de-excited fragments in such a simulation. Three isotopes were chosen to demonstrate this

tracking process. The intermediate precursor fragments that led to final 13C, 16O, and 23Na

fragments from INCL++ are shown in Figures 5.20, 5.21, and 5.22, respectively. These

fragments were chosen as examples because they were found in each magnet setting for both

beams. (For comparison to the CoMD model, the INCL++ precursor fragments would align

to CoMD precursor fragments early in the reaction, such as those around 40 fm/c.)

The magnet settings of the Sweeper magnet selected on a slice of fragments within a

given range of magnetic rigidity. Changing the magnet setting then changed what slice

of fragments was measured. The magnetic rigidity is equal to momentum to charge ratio

(Bρ = p/q = mv/q) of the fragments. When a specific isotope is selected, the proton
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Figure 5.20: Distribution of the intermediate precursor fragments in the N -Z plane from
INCL++ for final 13C fragments produced in each beam setting for the 30S + 9Be and 40S
+ 9Be reactions. The intermediate precursor fragments are represented by the solid boxes.
Open squares representing the beams (30S or 40S) and solid black circles representing the
position of 13C are displayed for comparison.
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Figure 5.21: Distribution of the intermediate precursor fragments in the N -Z plane from
INCL++ for final 16O fragments produced in each beam setting for the 30S + 9Be and 40S
+ 9Be reactions. The intermediate precursor fragments are represented by the solid boxes.
Open squares representing the beams (30S or 40S) and solid black circles representing the
position of 16O are displayed for comparison.
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Figure 5.22: Distribution of the intermediate precursor fragments in the N -Z plane from
INCL++ for final 23Na fragments produced in each beam setting for the 30S + 9Be and 40S
+ 9Be reactions. The intermediate precursor fragments are represented by the solid boxes.
Open squares representing the beams (30S or 40S) and solid black circles representing the
position of 23Na are displayed for comparison.
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number and mass remains constant. Thus, fragments of the same isotope that are measured

in different magnet settings must have different velocities.

In each of the three examples, the INCL++ precursor fragment distributions were found

to be quite similar for the two magnet settings for the 40S + 9Be reaction. Recall that the

two magnet settings chosen for the 40S reaction (2.01 and 2.27 Tm) were both below that of

the unreacted 40S beam (2.65 Tm). Because of the acceptance range in the Sweeper magnet,

these two settings overlapped and many of the fragments were measured in both settings.

This was seen in Figures 4.31 and 4.32 from Chapter 4, which showed only a small shift of the

isotopic distribution with higher numbers of neutrons in the higher magnet setting. On the

other hand, the INCL++ precursor fragment examples show a broader range of precursor

fragments for the lower magnet setting in the 40S reaction. This effect is most apparent in the

precursor fragments of 23Na shown in Figure 5.22. Thus, 23Na fragments that are observed

with higher velocities are predicted to be produced from a somewhat narrower distribution

of precursor fragments that are mainly heavier than the beam.

The INCL++ precursor fragment distributions for the two magnet settings for the 30S

+ 9Be reaction can also be seen to be somewhat different and follow a similar pattern.

For example, in Figure 5.22, the precursor fragments of 23Na appear to perhaps have two

separate concentrated regions of precursor fragments in the lower magnet setting. Meanwhile,

the precursor fragments for the higher magnet setting are more uniformly distributed around

a central spot at 35Cl. For reference, recall that the unreacted 30S beam had a rigidity of

1.97 Tm. The Sweeper magnet settings chosen for the 30S reaction fell at 1.51 Tm and 2.25

Tm, below and above the unreacted beam rigidity, respectively. Thus, different precursor

fragment distributions for one fragment are associated with different final velocities.
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Interestingly, in every case, many of the precursor fragments contained more nucleons

than the given projectile, indicating nucleon pick-up or merging of the target and projectile.

This suggests that the beam did not simply interact with an inert target in the INCL++

and CoMD simulations.

It should be noted that some degree of nucleon pick-up was present in the experiment.

As Figure 4.23 in Chapter 4 showed, bands of the element chlorine were observed above the

sulfur element bands for the 40S + 9Be reaction. The proton in these chlorine fragments

would have to have come from the beryllium target, of course.
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Chapter 6

Summary and Conclusions

Filling out the nuclear landscape by studying rare isotopes is a major objective in the field of

nuclear science. While a small percentage of known nuclei are stable, most of the landscape

is composed of unstable nuclei that decay. Some of the more exotic nuclei have half-lives of

less than a second, creating challenges in producing, separating, and detecting these nuclei in

a very short time frame. To produce these rare and short-lived nuclei for study, a technique

called projectile fragmentation has been used for a number of years at a variety of isotope

production beam facilities such as the National Superconducting Cyclotron Laboratory. This

reaction is also the foundation for the next generation of these facilities.

In projectile fragmentation reactions, a high-energy beam of large nuclei is impinged

in a relatively thin and low-Z target. Projectile fragmentation reactions have often been

described as a two-step process. In the first step, the projectile rapidly collides and passes

by the target and the overlapping area is rapidly removed. The collision produces two

excited precursors, a projectile-like fragment and a target-like fragment, which enter the

second, slower de-excitation process. The excited precursors release nucleons, other light

particles, and energy before becoming “cold” nuclear residues. These residues encompass

the broadest range of nuclei, which is the reason the reaction mechanism is so useful.

Exclusive measurements of the final fragments from projectile fragmentation reactions

can provide more insight into the process by comparing to models that simulate collisions and
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reactions on nuclei, but relatively few such measurements have been made. The present work

used exclusive measurements of projectile fragmentations products to explore the predictions

from two very different nuclear reaction models.

This work was performed at the National Superconducting Cyclotron Laboratory (NSCL),

where two intermediate-energy (55.5 MeV/u) projectile fragmentation beams were produced

and delivered for reaction with beryllium targets. Beams of 30S and 40S nuclei were chosen to

provide proton-rich and neutron-rich projectiles, allowing a wide range of fragment isospin.

The resulting heavy residue fragments were measured with the Sweeper magnet charged par-

ticle detectors and neutrons were detected in coincidence using the Modular Neutron Array

and Large-area multi-Institutional Scintillator Array (MoNA LISA) detectors [66–68,96].

Signals from the MoNA LISA and Sweeper charged particle detectors were processed,

calibrated, and corrected for non-linear responses. Once the calibrations were completed,

events were selected from the data set by isotope for analysis. This experiment was found

to exceed the limits of the current detector configuration. The resolution was not sufficient

to achieve isotope separation for the highest Z elements (Z = 12 − 17) observed in the

detectors. However, a broad range of fragments was identified in each reaction for elements

with Z = 6−11. The hit multiplicity distributions observed in MoNA LISA for the summed

elemental and individual isotopic products were compared to simulations from two nuclear

reaction models.

The two fragmentation reactions were simulated with two very different models to de-

scribe the fragment and neutron distributions from projectile fragmentation reactions. In

one approach, the Liège Intranuclear Cascade (INCL++) model [83–85] uses a microscopic

model and Monte Carlo based code that considers the reaction to be a two-step process with

collisions between individual nucleons followed by a de-excitation process of the intermedi-

143



ate and highly excited residue. The de-excitation process was carried out by ABLA07, the

default option selected by the authors of the INCL++ code. In the second approach, the

Constrained Molecular Dynamics (CoMD) model [69, 70] uses a more quantum mechanical

and global approach that follows dynamical nuclear processes using the nuclear equation of

state with three options for the symmetry energy term. While most fragments were cool

by the end of the CoMD calculations, the GEMINI++ code [73, 74] was used as an “after-

burner” code with CoMD to decay the small percentage of remaining hot fragments. The

results from both models were passed through the GEANT4 code to model the neutron

detection efficiency of the MoNA LISA array.

The hit multiplicity distributions were compared to the experimental data hits measured

in MoNA LISA. The fragments produced from the 40S reaction were found to be in coin-

cidence with significantly higher numbers of hits in MoNA LISA compared to fragments

produced from the 30S reaction as expected, given that 40S has ten more neutrons than 30S,

leading to more neutrons available in the reaction. Furthermore, with more neutrons in the

reaction, more neutron-rich final fragments could be produced. Because 30S has relatively

few neutrons, the distribution of fragments is limited by the proton drip line.

The majority of identified fragments were measured with no neutron hits. The CoMD

+ GEMINI++ simulations greatly under-predicted the number of fragments produced with

zero hits. Because the INCL++ model was closer in predicting the hit multiplicity zero bin

than the CoMD + GEMINI++ simulations, INCL++ was found to do a better job overall at

predicting isotopic hit multiplicity distributions. The CoMD + GEMINI++ model was able

to produce events with higher hit multiplicities seen in the 40S data, unlike the INCL++

model.
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The CoMD model has been an important part of symmetry energy research. Determin-

ing the form of the symmetry energy remains a major objective in understanding nuclear

properties, astrophysical processes, and the fundamental nucleon-nucleon interaction. While

the form has been constrained in a variety of methods, it is important to continue to test the

predictions by experimentally constraining the form of the symmetry energy and establishing

tighter and consistent constraints. In the present experiment, the hit multiplicity distribu-

tions were examined to determine if a constraint could be made. However, because the three

CoMD + GEMINI++ options do not appear to produce noticeably different hit multiplicity

distributions, no constraint on the symmetry energy was made from this experimental data

set.

The distributions of precursor fragments in both the INCL++ and CoMD models were

also examined in this work. Many of the precursor fragments contained more nucleons than

the projectile. The projectile was predicted to pick up nucleons from the target, something

that is different from common descriptions of these reactions. Experimental data confirmed

that nucleon pick-up occurred as chlorine fragments were detected from the 40S + 9Be

reaction. Thus, the beam did not simply fragment on an inert target.
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Appendix A

Deriving the Nuclear Equation of

State and the Symmetry Energy

This appendix describes the connection between the nuclear equation of state for infinite

nuclear matter and the Bethe-Weizsäcker formula [6] for finite matter. Some of the derivation

below can be found in [14], but intermediate steps are included here for clarity.

Part 1: Nuclear Equation of State

To derive the nuclear equation of state, it is helpful to start with the Bethe-Weizsäcker

formula written in the semi-empirical mass formula:

BE(Z,N) = aV A− aSA
(2/3) − aC

Z2

A(1/3)
− aA

(N − Z)2

A
± δpairing (A.1)

where the binding energy, BE, is calculated with a volume term (aV ), a surface term (aS), a

Coulomb term (aC), an asymmetry term (aA), and a pairing term (δpairing). The coefficients

of these terms have been determined by fitting the equation to experimentally known masses

[6]. The formula can be rewritten to show binding energy per nucleon:

BE(Z,N)

A
= aV − aS

A(1/3)
− aC

Z2

A(4/3)
− aA

(N − Z)2

A2
±

δpairing
A

(A.2)

147



The Bethe-Weizsäcker formula is for finite matter. For “infinite matter,” A approaches

infinity. The surface term drops out, as the denominator leads to infinity and the numerator

remains the same, pushing the term to zero. (Furthermore, there would be no surface in

infinite matter.) The Coulomb term is removed per standard practice of defining the nuclear

equation of state with symmetry energy. Some infinite nuclear matter studies exclude the

term as including Coulomb forces makes the liquid drop unstable in this form. Finally, the

pairing term is dropped because of its negligible contribution. This leaves the volume term

and the asymmetry term.

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
= aV − aA

(N − Z)2

A2
≈ aV − aAδ

2 (A.3)

In the above function, δ is the isospin asymmetry, which is given as

δ =
(ρn − ρp)

ρρn+ρp
≈ (N − Z)

A
(A.4)

where ρn is the neutron density and ρp is the proton density of the matter.

The asymmetry term can be broken into volume (avA) and surface (asA) terms.

aAδ
2 =

(

avA +
asA
A1/3

)

δ2 (A.5)

Substituting the above relation into Equation A.3. giving the binding energy per nucleon

as the following:

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
≈ aV −

(

avA +
asA
A1/3

)

δ2 (A.6)
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Similar to before, the surface asymmetry term is dropped. This leaves only a few terms

left in the equation:

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
≈ aV − avAδ

2 (A.7)

Consider the above as two parts: the symmetric (N = Z) part and the asymmetric

(N 6= Z) part. For symmetric matter, δ = 0. If δ = 0 is substituted into Equation A.7, only

the volume term aV remains:

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
≈ aV − avA(0)2 = aV = E(ρ, 0) (A.8)

The volume terms (aV ) then represents the symmetric part of the nuclear equation of

state (E(ρ, 0)). Thus, avAδ
2 becomes the asymmetric term (when N 6= Z).

avAδ
2 = Esym(ρ)δ2 (A.9)

The symmetry energy term is written as Esym(ρ, δ). Thus the nuclear equation of state

is written in its common form.

BE(Z,N)

A

∣

∣

∣

∣

∣

A→∞
≈ E(ρ, δ) = E(ρ, 0) + Esym(ρ)δ2 (A.10)

Part 2: The Symmetry Energy

The symmetry energy term is expanded using a Taylor expansion characterizing the depar-

ture of symmetry energy from its value at saturation density. The Taylor expansion generic

form [116] is given as the following:
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f(x0) +
f ′(x0)

1!
(x− x0) +

f ′′(x0)

2!
(x− x0)2 + ... (A.11)

The symmetry energy has been defined [14] in the following relation:

Esym(ρ) =
1

2

∂2

∂δ2
E(ρ, δ)

∣

∣

∣

δ=0
(A.12)

For the Taylor expansion formula, the (x − x0) value is based on the difference of the

density from the saturation density. The difference is often written as the following equation:

(x− x0) = z =
ρ− ρ0

3ρ0
(A.13)

where ρ is the density and ρ0 is the saturation density.

Due to the small contribution of the latter terms, only the first three terms in the expan-

sion are considered. Let J , K, and L represent magnitude, slope, and curvature, respectively.

The form of the symmetry energy can be given as:

Esym(ρ) = J + Lz +
1

2
Kz2 (A.14)

with the magnitude parameter, the slope parameter, and the curvature parameter written

as the below Equations A.15, A.16, and A.17, respectively.

J = Esym(ρ0) (A.15)

Lz =
d

dρ
Esym(ρ)

(ρ− ρ0
3ρ0

)

=
Lsym

3

(ρ− ρ0
ρ0

)

(A.16)

Kz2 =
1

2

d2

dρ2
Esym(ρ)

(ρ− ρ0
3ρ0

)2
=

Ksym

18

(ρ− ρ0
ρ0

)2
(A.17)
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Adding the terms together gives the total expansion of the symmetry energy term in

magnitude, slope, and curvature.

Esym(ρ) = Esym(ρ0) +
Lsym

3

(ρ− ρ0
ρ0

)

+
Ksym

18

(ρ− ρ0
ρ0

)2
(A.18)
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Appendix B

CRDC Mask Positions

As Chapter 4 explained, to determine the XY-positions of particles in the CRDCs, the pad

position (labeled in the data as “gravity” or pad number) was converted to an X-position

in mm in the lab frame and the drift time of the electrons (TAC) was converted into a

Y-position in mm in the lab frame. Figure B.1 shows how the “raw” signals in each CRDC

appeared before they were transformed into the correct XY-positions.

Both the converted X and Y positions were determined through the calibration provided

by tungsten masks. The mask was placed in front of the CRDC by a hydraulic drives. Each

mask had a known set of lines and holes forming a specific pattern, as shown in Figure

B.2 [102]. The incoming beam was defocused and swept across the area of the CRDC mask,

and only the beam particles that passed through a hole or line were detected in the CRDC.

Because the positions of the holes and lines in the mask were know, it was possible to convert

the CRDC raw signals into physical positions.

Table B.1 gives the XY-positions of the holes and the X-positions of the lines in the

masks. The physical coordinates of the holes and lines in the mask were converted to the

corresponding coordinates for CRDC1 and CRDC2.
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Figure B.1: Schematic demonstrating the orientation of the raw signals TAC and gravity (or
pad number) in CRDC1 and CRDC2 and their transformed and calibrated XY-positions.
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Figure B.2: Mechanical drawing of a tungsten mask used in the experimental configuration.
Each hole (1-26) and line (A and B) corresponded to a specific point in space. Adapted from
a drawing made by J. Honke [102].
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Diagram CRCD1 CRDC2

Label X (in.) Y (in.) X (mm) Y (mm) X (mm) Y (mm) X (mm) Y (mm)

1 0.25 0.81 6.35 20.65 -181.15 -169.85 -184.15 -166.85

2 0.25 2.81 6.35 71.45 -181.15 -119.05 -184.15 -116.05

3 0.25 4.81 6.35 122.25 -181.15 -68.25 -184.15 -65.25

4 0.25 6.81 6.35 173.05 -181.15 -17.45 -184.15 -14.45

5 14.75 6.81 374.65 173.05 187.15 -17.45 184.15 -14.45

6 14.75 4.81 374.65 122.25 187.15 -68.25 184.15 -65.25

7 7.50 9.47 190.50 240.51 3.00 50.01 0.00 53.01

8 7.50 5.53 190.50 140.51 3.00 -49.99 0.00 -46.99

9 4.55 8.68 115.47 220.50 -72.03 30.00 -75.03 33.00

10 4.55 8.29 115.47 210.49 -72.03 19.99 -75.03 22.99

11 4.55 7.89 115.47 200.51 -72.03 10.01 -75.03 13.01

12 4.55 7.50 115.47 190.50 -72.03 0.00 -75.03 3.00

13 9.27 8.68 235.53 220.50 48.03 30.00 45.03 33.00

14 9.27 8.29 235.53 210.49 48.03 19.99 45.03 22.99

15 9.27 7.89 235.53 200.51 48.03 10.01 45.03 13.01

16 9.27 7.50 235.53 190.50 48.03 0.00 45.03 3.00

17 9.67 7.50 245.52 190.50 58.02 0.00 55.02 3.00

18 10.06 7.50 255.52 190.50 68.02 0.00 65.02 3.00

19 10.45 7.50 265.53 190.50 78.03 0.00 75.03 3.00

20 7.50 3.56 190.50 90.50 3.00 -100.00 0.00 -97.00

21 7.50 4.55 190.50 115.49 3.00 -75.01 0.00 -72.01

22 7.50 6.52 190.50 165.51 3.00 -24.99 0.00 -21.99

23 7.50 7.50 190.50 190.50 3.00 0.00 0.00 3.00

24 7.50 8.48 190.50 215.49 3.00 24.99 0.00 27.99

25 7.50 10.45 190.50 265.51 3.00 75.01 0.00 78.01

26 7.50 11.44 190.50 290.50 3.00 100.00 0.00 103.00

A 5.99 - 152.22 - -35.28 - -38.28 -

B 11.90 - 302.21 - 114.71 - 111.71 -

Table B.1: The XY coordinates for the holes and lines in the CRDC masks. The coordinates
from the diagram were converted to their corresponding locations on CRDC1 and CRDC2.
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Appendix C

Isotope Separation Parameters and

Corrections

Chapter 4 describes the isotope separation procedure. The isotope separation procedure was

carried out for the data from each element in each magnet setting for both the 30S and 40S

beams. The corrections and parameters for each element are summarized in the following

tables. The numbers in the right columns were multiplied by the parameters in the far left

columns. The values were then summed to construct the final corrected time-of-flight in the

following equation:

tfinal = ttarget→thin +
∑

CiPi (C.1)

where Ci were the correction coefficients (the right columns) and Pi were the parameters (the

left column). Isotope separation was found by applying these corrections to the appropriate

element fragments.

Tables C.1 and C.2 provide the parameters and coefficients for fragments produced from

the 30S + 9Be reaction and the 1.51 Tm and 2.25 Tm Sweeper magnet settings, respectively.

Tables C.3 and C.4 provide the parameters and coefficients for fragments produced from the

40S + 9Be reaction and the 2.01 Tm and 2.27 Tm Sweeper magnet settings, respectively.
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An example that of the calculation of Equation C.1 for the carbon fragments produced

from the 30S + 9Be reaction and the 1.51 Tm Sweeper magnet setting is shown below.

tcarbonfinal =ttarget→thin + (−4.21014 × 10−1)x + (−3.51953 × 10−3)x2 + (1.12644)θx

+ (4.29741 × 10−3)θ2x + (1.42990 × 10−1)y + (4.53751 × 10−3)y2

+ (−1.18388 × 10−3)θy + (−7.28025 × 10−3)θ2y + (4.13360 × 10−3)xθx

+ (−1.70214 × 10−6)x2θ2x + (9.25063)ttarget→thin

(C.2)
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Carbon Nitrogen Oxygen Fluorine Neon Sodium

x -4.21014 × 10−1 -3.76333 × 10−1 -2.91627 × 10−1 -2.91884 × 10−1 -3.54995 × 10−1 -3.02621 × 10−1

x2 -3.51953 × 10−3 -2.16416 × 10−3 -2.74075 × 10−3 -2.82947 × 10−3 -2.07933 × 10−3 4.03140 × 10−4

x3 - -4.32900 × 10−5 -5.15389 × 10−5 -4.22475 × 10−5 -3.82195 × 10−5 -6.08871 × 10−5

θx 1.12644 9.77349 × 10−1 1.04316 1.04248 1.05602 1.07408

θ2x 4.29741 × 10−3 5.32203 × 10−4 - - - -

y 1.42990 × 10−1 1.29525 × 10−1 1.28582 × 10−1 1.26766 × 10−1 9.29421 × 10−2 1.17116 × 10−1

y2 4.53751 × 10−3 3.92893 × 10−3 3.76369 × 10−3 3.79120 × 10−3 3.40481 × 10−3 3.61254 × 10−3

θy -1.18388 × 10−3 4.29734 × 10−2 -1.16298 × 10−2 -1.12000 × 10−2 3.61747 × 10−2 1.36818 × 10−2

θ2y -7.28025 × 10−3 -1.52684 × 10−3 -5.00950 × 10−3 - - -

xθx 4.13360 × 10−3 -2.15249 × 10−3 -1.39708 × 10−3 -2.22464 × 10−3 7.80569 × 10−5 5.85587 × 10−4

x2θ2x -1.70214 × 10−6 -1.77161 × 10−6 -2.82452 × 10−6 6.33964 × 10−7 -6.89200 × 10−7 -2.58906 × 10−7

x3θ3x - -4.09191 × 10−10 -7.69764 × 10−10 - - -

ToF ∗ 8.25063 7.77247 6.45237 6.21714 6.90080 5.98684

∆EIC - - - 1.54680 × 10−2 -2.44056 × 10−2 9.95481 × 10−3

*ToFtarget→thin

Table C.1: Final correction factors used for isotope separation for fragments produced from the 30S + 9Be reaction and the
1.51 Sweeper magnet setting.
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Carbon Nitrogen Oxygen Fluorine Neon Sodium

x -6.31523 × 10−1 -6.05760 × 10−1 -6.90426 × 10−1 -5.97753 × 10−1 -6.85592 × 10−1 -6.42464 × 10−1

x2 -2.28293 × 10−3 -2.55234 × 10−3 -1.37997 × 10−3 -1.75521 × 10−3 -2.73203 × 10−3 -1.87090 × 10−3

x3 - -8.37146 × 10−6 - - -1.16694 × 10−5 -8.33033 × 10−6

θx 9.72445 × 10−1 1.014035 9.75722 × 10−1 1.002234 1.14073 9.37767 × 10−1

θ2x 1.83028 × 10−3 1.88481 × 10−3 -2.14629 × 10−4 1.10371 × 10−3 -6.57750 × 10−4 2.01998 × 10−3

θ3x - - -9.31887 × 10−6 - -5.89717 × 10−5 -

y 1.65249 × 10−1 1.29125 × 10−1 9.51435 × 10−2 1.00653 × 10−1 1.02590 × 10−1 1.24917 × 10−1

y2 5.15829 × 10−3 6.07290 × 10−3 4.01068 × 10−3 4.96386 × 10−3 4.23464 × 10−3 4.47153 × 10−3

θy 3.74497 × 10−2 2.06325 × 10−2 2.87760 × 10−2 3.58381 × 10−2 4.39263 × 10−2 -

θ2y 1.67589 × 10−3 2.56012 × 10−3 1.96523 × 10−3 - - -

xθx - -9.83607 × 10−4 -8.01858 × 10−4 -7.91037 × 10−4 -1.79488 × 10−3 -2.07703 × 10−3

x2θ2x - - - - -4.22700 × 10−7 -9.36356 × 10−7

x3θ3x - - - - - -

ToF ∗ 3.42879 × 101 3.47553 × 101 2.66472 × 101 3.37634 × 101 3.63524 × 101 2.86306 × 101

∆EIC - - - -2.43065 × 10−1 3.58891 × 10−2 -3.05655 × 10−1

∆E2
IC - - - 3.33372 × 10−4 - -2.66471 × 10−4

*ToFtarget→thin

Table C.2: Final correction factors used for isotope separation for fragments produced from the 30S + 9Be reaction and the
2.25 Sweeper magnet setting.
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Carbon Nitrogen Oxygen Fluorine Neon Sodium

x -1.29621 -1.21297 -1.19580 -8.72480 × 10−1 -1.14109 -1.17800

x2 -3.89795 × 10−3 1.42778 × 10−3 5.47301 × 10−3 -2.57488 × 10−4 1.41042 × 10−4 -1.19571 × 10−3

x3 -7.14639 × 10−4 -1.08579 × 10−3 -9.00213 × 10−4 -9.98858 × 10−4 -9.86415 × 10−4 -1.01516 × 10−3

θx 8.00033 × 10−1 8.18146 × 10−1 8.75322 × 10−1 9.1623 × 10−1 9.17048 × 10−1 9.16177 × 10−1

θ2x 1.22943 × 10−1 1.23215 × 10−1 1.28244 × 10−2 1.27262 × 10−1 1.27342 × 10−1 1.26905 × 10−1

θ3x 1.24519 × 10−1 1.24508 × 10−1 -3.09585 × 10−4 1.24630 × 10−1 1.24635 × 10−1 1.24589 × 10−1

y 1.83709 × 10−1 1.22695 × 10−1 1.51930 × 10−1 1.14758 × 10−1 1.14595 × 10−1 1.07479 × 10−1

y2 1.26645 × 10−1 1.25725 × 10−1 -5.61972 × 10−3 1.27029 × 10−1 1.28281 × 10−1 1.25565 × 10−1

θy -2.29830 × 10−4 -1.72589 × 10−4 -2.67244 × 10−4 -3.20693 × 10−4 -2.43192 × 10−4 -2.88624 × 10−4

θ2y -1.01731 × 10−2 -9.38943 × 10−3 -1.10577 × 10−2 -1.07260 × 10−2 -1.02837 × 10−2 -2.13894 × 10−2

xθx -5.72727 × 10−3 -4.63388 × 10−3 -5.20661 × 10−3 -4.94628 × 10−3 -4.99835 × 10−3 -5.42562 × 10−3

x2θ2x -2.56692 × 10−6 -1.74465 × 10−6 -2.13910 × 10−6 -2.11771 × 10−6 -2.99474 × 10−6 -1.90380 × 10−6

ToF ∗ 6.64998 6.73078 6.17817 8.33772 7.45735 7.65281

∆EIC 2.49880 1.23366 1.03563 9.90138 × 10−1 8.26615 × 10−1 7.98638 × 10−1

∆E2
IC -7.88068 × 10−3 -2.82654 × 10−3 -1.56647 × 10−3 -1.24955 × 10−3 -8.64823 × 10−4 -6.77071 × 10−4

*ToFtarget→thin

Table C.3: Final correction factors used for isotope separation for fragments produced from the 40S + 9Be reaction and the
2.01 Sweeper magnet setting.



161

Carbon Nitrogen Oxygen Fluorine Neon Sodium

x -1.19777 -1.26471 -1.18715 -1.33243 -1.35075 -1.40206

x2 -1.55306 × 10−2 5.47301 × 10−3 5.57342 × 10−3 -9.30528 × 10−4 -1.76240 × 10−3 -3.76194 × 10−3

x3 -1.00078 × 10−3 -9.58920 × 10−4 -8.99616 × 10−4 -8.98881 × 10−4 -8.70187 × 10−4 -9.24366 × 10−4

θx 8.84322 × 10−1 9.34056 × 10−1 9.19855 × 10−1 8.96637 × 10−1 9.57798 × 10−1 0.912594 × 10−1

θ2x -4.82437 × 10−3 -1.23330 × 10−2 -1.00328 × 10−2 -1.84343 × 10−2 -9.92907 × 10−3 -9.34532 × 10−3

θ3x -3.09585 × 10−4 -5.06380 × 10−4 -4.82665 × 10−4 -6.23105 × 10−4 -5.01209 × 10−4 -4.94422 × 10−4

y 2.09501 × 10−1 4.53709 × 10−1 6.31530 × 10−1 1.89120 × 10−1 1.99088 × 10−1 3.71123 × 10−1

y2 -5.90194 × 10−3 -6.21424 × 10−3 -5.85912 × 10−3 -5.68960 × 10−3 -5.78834 × 10−3 -6.28356 × 10−3

θy -3.28330 × 10−4 -1.91054 × 10−4 -2.67334 × 10−4 -2.66530 × 10−4 -1.85992 × 10−4 -2.87112 × 10−4

θ2y -1.09471 × 10−2 -1.21635 × 10−2 -1.16106 × 10−2 -1.06154 × 10−2 -9.84135 × 10−3 -1.13894 × 10−2

xθx -4.99835 × 10−3 -5.15454 × 10−3 -5.83140 × 10−3 -5.46694 × 10−3 -4.99835 × 10−3 -4.89421 × 10−3

x2θ2x -2.03215 × 10−6 -2.78083 × 10−6 -2.18188 × 10−6 -2.26745 × 10−6 -2.09632 × 10−6 -1.71128 × 10−6

ToF ∗ 7.57671 8.53880 6.24597 7.44467 7.09218 7.18210

∆EIC 6.93957 × 10−2 1.28058 9.21870 × 10−2 1.09720 × 10−1 9.22175 × 10−2 4.12172 × 10−1

∆E2
IC - -2.97914 × 10−3 - - -1.56005 × 10−3 -2.75234 × 10−4

*ToFtarget→thin

Table C.4: Final correction factors used for isotope separation for fragments produced from the 40S + 9Be reaction and the
2.27 Sweeper magnet setting.



Appendix D

χ2v Values

As described in Chapter 5, χ2v values were calculated for a quantitative comparison to the

simulated models. As a brief reminder, the models used in this analysis were INCL++

and the three versions of CoMD + GEMINI++ (labeled here as CoMD-1, CoMD-2, and

CoMD-3).

First, χ2 values were calculated for each hit multiplicity value with the following equation:

χ2 =
n
∑

i=0

(P data
i − P sim

i )2

(Edata
i )2

(D.1)

where i was the hit multiplicity value (bin number), P data
i was the probability value of the

experimental data, P sim
i was the probability value of the simulation set, and Edata

i was the

uncertainty in the data.

A reduced χ2v was used to compare models with different numbers of parameters. The

inclusion of hit multiplicity values or bins with very few events could skew the comparison

by placing more importance on those few events. In order to minimize this effect, only hit

multiplicity values with more than five events were included. The reduced χ2v was found

with the following equation:

χ2v =
χ2

ndf
(D.2)
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where ndf was the degrees of freedom (the number of bins subtract one). If the given

simulation matched the data within the experimental uncertainties, the χ2v value would be

one. The larger the χ2v value, the worse the fit.

The χ2v values are given in the following tables. Tables D.1 and D.2 provide the calculated

χ2v Values for isotope hit multiplicity distributions produced by the 30S + 9Be reaction and

the 1.51 Tm and 2.25 Tm Sweeper magnet settings, respectively. Tables D.3 and D.4 provide

the calculated χ2v values for isotope hit multiplicity distributions produced by the 40S + 9Be

reaction and the 2.01 Tm and 2.27 Tm Sweeper magnet settings, respectively. The average

given in the tables is the total of the χ2v values of a simulation divided by the number of

isotopes in that setting.
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Isotope COMD-1 COMD-2 COMD-3 INCL

11C 1898.47 1835.89 2252.20 39.10

12C 5251.70 5962.74 5799.37 147.66

13C 1154.09 1260.59 1142.56 23.39

13N 955.09 1129.78 1266.93 33.57

14N 3829.17 4276.70 3871.57 117.59

15N 2158.96 2004.40 2214.18 128.27

15O 5157.21 4794.39 4833.07 131.27

16O 8545.54 8972.88 8329.43 256.99

17O 1417.42 1392.30 1307.27 46.63

17F 2050.41 2245.29 2295.02 87.18

18F 2617.99 2931.60 2717.69 65.67

19F 1498.47 1185.19 1148.44 44.30

19Ne 1980.14 2295.78 2092.33 65.46

20Ne 5571.36 6191.00 6031.88 293.89

21Ne 2059.19 2322.77 2207.63 102.27

21Na 2258.28 2143.88 2226.45 97.75

22Na 5916.04 5171.33 4583.89 235.18

23Na 1612.18 1552.83 1730.95 44.62

Average 3107.32 3203.85 3113.94 108.93

Table D.1: Calculated χ2v values for isotope hit multiplicity distributions produced by the
30S + 9Be reaction and the 1.51 Sweeper magnet setting.
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Isotope COMD-1 COMD-2 COMD-3 INCL

11C 564.48 607.85 692.62 6.08

12C 7178.11 5655.27 4882.24 212.58

13C 4662.11 4237.77 4214.36 182.72

14N 6691.34 6311.20 9005.17 350.54

15N 9573.68 6509.68 7525.17 414.74

15O 2523.50 3284.80 3049.19 73.39

16O 14570.80 16537.37 10277.38 792.90

17O 5477.91 4705.06 4959.60 419.38

18F 2827.75 2940.24 2569.97 400.14

19F 4700.76 4363.91 3622.98 410.74

20F 1298.89 1037.52 879.28 148.08

20Ne 6978.30 6895.98 5139.13 1034.15

21Ne 5619.90 5587.73 5472.99 1402.53

22Ne 1702.93 1537.72 1473.48 491.18

22Na 1925.52 1752.52 2429.46 586.41

23Na 2822.84 2198.50 2642.74 1385.43

Average 4944.93 4635.19 4302.24 519.44

Table D.2: Calculated χ2v values for isotope hit multiplicity distributions produced by the
30S + 9Be reaction and the 2.25 Sweeper magnet setting.
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Isotope COMD-1 COMD-2 COMD-3 INCL

12C 191.27 143.47 118.74 39.76

13C 188.71 228.55 384.26 51.87

14C 122.09 163.37 274.88 39.78

14N 191.69 250.08 234.00 32.87

15N 1098.27 865.57 771.21 163.00

16N 190.14 120.40 167.40 40.76

17N 72.16 83.06 77.42 27.83

16O 340.15 572.82 358.37 93.62

17O 380.88 363.63 411.01 108.21

18O 829.47 543.53 428.19 111.24

19O 218.29 176.09 186.32 35.99

18F 16.47 144.97 108.54 44.98

19F 338.46 599.31 543.64 152.97

20F 545.30 691.20 796.32 156.19

21F 416.27 371.60 430.89 101.43

20Ne 231.54 167.62 304.36 120.87

21Ne 603.47 562.76 690.89 213.42

22Ne 1480.82 1054.62 1300.17 344.24

23Ne 419.85 387.05 388.59 107.52

24Ne 119.42 116.89 125.73 41.00

22Na 211.06 177.85 139.63 78.60

23Na 718.42 1006.32 975.37 388.00

24Na 1107.80 1006.23 1195.65 418.50

25Na 984.19 956.06 1044.62 263.00

Average 459.01 448.05 477.34 132.32

Table D.3: Calculated χ2v values for isotope hit multiplicity distributions produced by the
40S + 9Be reaction and the 2.01 Sweeper magnet setting.
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Isotope COMD-1 COMD-2 COMD-3 INCL

12C 56.09 65.16 38.50 11.84

13C 75.00 69.51 114.68 15.01

14C 45.86 67.46 148.02 20.63

14N 45.49 27.99 41.29 5.92

15N 162.84 259.94 53.82 50.95

16N 83.42 55.51 75.62 21.18

17N 4.26 7.27 8.86 24.85

16O 51.20 82.27 54.44 25.33

17O 215.13 114.53 107.58 32.16

18O 153.72 126.50 131.82 44.58

19O 138.73 152.40 96.72 27.45

20O 81.14 67.02 55.92 14.02

19F 69.21 129.16 261.02 39.93

20F 153.53 291.97 253.90 71.37

21F 132.24 111.17 144.13 48.96

22F 49.83 63.93 85.78 20.37

21Ne 76.84 98.68 207.95 62.89

22Ne 568.53 267.92 214.98 134.24

23Ne 196.46 259.81 209.59 82.80

24Ne 145.86 112.79 139.10 49.30

23Na 382.39 172.23 255.96 96.00

24Na 210.46 200.99 145.33 138.49

26Na 331.13 300.74 307.03 130.05

25Na 134.08 150.52 161.07 63.70

Average 148.48 135.64 138.05 51.33

Table D.4: Calculated χ2v values for isotope hit multiplicity distributions produced by the
40S + 9Be reaction and the 2.27 Sweeper magnet setting.
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[32] T. Klähn, D. Blaschke, S. Typel, E. N. E. van Dalen, A. Faessler, C. Fuchs, T. Gaitanos,
H. Grigorian, A. Ho, E. E. Kolomeitsev, M. C. Miller, G. Röpke, J. Trümper, D. N.
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