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ABSTRACT

A DIFFERENTIAL EVOLUTION APPROACH TO FEATURE SELECTION IN GENOMIC
PREDICTION

By

Ian Whalen

The use of genetic markers has become widespread for prediction of genetic merit in agricultural

applications and is a beginning to show promise for estimating propensity to disease in human

medicine. This process is known as genomic prediction and attempts to model the mapping

between an organism’s genotype and phenotype. In practice, this process presents a challenging

problem. Sequencing and recording phenotypic traits are often expensive and time consuming.

This leads to datasets often having many more features than samples. Commonmodels for genomic

prediction often fall victim to overfitting due to the curse of dimensionality. In this domain, only

a fraction of the markers that are present significantly affect a particular trait. Models that fit to

non-informative markers are in effect fitting to statistical noise, leading to a decrease in predictive

performance. Therefore, feature selection is desirable to remove markers that do not appear to

have a significant effect on the trait being predicted. The method presented here uses differential

evolution based search for feature selection. This study will characterize differential evolution’s

efficacy in feature selection for genomic prediction and present several extensions to the base search

algorithm in an attempt to apply domain knowledge to guide the search toward better solutions.
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CHAPTER 1

INTRODUCTION

Using DNA markers for prediction of genetic merit has become widespread in plant and animal

breeding and is gaining momentum as a prognostic tool for susceptibility to disease in human

medicine. Meuwissen et al. [1] introduced the idea of using a very large number of markers

to predict phenotypes. This process is known as genomic prediction and tasks a system with

estimating the effects that thousands of markers have on a trait. For agricultural applications, these

effect estimations can be used to predict phenotypes or breeding values for new individuals that

do not have trait information but do have marker information. Over the past ten years, genomic

prediction has been widely adopted for genomic selection [2] in agriculture [3, 4, 5, 6] and in

human studies [7, 8]. Hayes, Bowman, Chamberlain, and Goddard [9] emphasize its value, touting

genomic selection as the most significant advancement for the dairy industry in the last two decades

with the potential to double the rate of genetic gain in particular yield indices. Hayes, Lewin, and

Goddard further emphasize its utility in [10] by pointing out valuable future objectives of genomic

prediction like reducing methane emission by ruminants1 to potentially mitigate the contribution

the livestock industry has to climate change.

Although conceptually straightforward, genomic prediction is a very challenging problem.

Genotyping and trait recording are costly and time demanding processes. The result is that most

genomic datasets will have hundreds of thousands or even millions of markers for which effects

need to be simultaneously estimated from usually only a few thousand phenotyped individuals. This

means that the datasets are underdetermined (also known as the p � n problem in bioinformatics).

Models trained on such data suffer from overfitting due to the curse of dimensionality. In effect,

genomic prediction can be treated as a high dimensionality, sparse data problem and, consequently,

suffers from the same issues as other problems of the same type. Statistical prediction models are

1Animals that digest through the rumination process which ferments normally indigestible plant
matter into useful byproducts [11].
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suboptimal in this case since the accuracy marker effect estimates rapidly decays as the number of

features to be estimated increases. The accuracy of prediction is also conditional on the genetic

architecture of the traits – the interplay between genotypes and phenotypes is complex and varies

widely from trait to trait; e.g. highly heritable traits regulated by a few genes of large effect are easier

to predict than traits regulated by many genes with small effects and with a low heritability [12].

Moreover, there are still various other factors that will also influence the accuracy of prediction such

as marker density (if the data is not at full sequence resolution), measures of linkage disequilibrium

and family relationships [13, 14, 15], population stratification [16], sample size, reliability of

phenotypes [17], and, of course, the methodology used to estimate marker effects [14].

Since they are characteristically underdetermined, genomic datasets are prime candidates for

feature selection techniques. However, popular methods for genomic feature selection are often

statistically-based; e.g. genome wide association studies (GWAS) which aim to identify, in the case

of sequence data, the causal variants of a given trait or, when single-nucleotide polymorphism (SNP)

arrays are used, the markers that are in high linkage disequilibriumwith the causal variants [18, 19].

Such approaches are limited to local searches of the feature space since they are conditioned on

the supporting statistical evidence. Without feature selection, all markers must be simultaneously

estimated for an effect value without knowledge of their possible influence on a trait.

Even though quantitative traits are largely polygenic, with hundreds or thousands of variants

influencing a trait, it still stands to reason that not every single genetic variant across the genome

will have a real effect on a trait. This suggests that current methods lead to suboptimal accuracy

in genomic prediction due to background noise introduced by the large number of uninformative

effect estimations included in a model. Under this rationale, it stands to reason that better models

are attainable by using subsets of markers. Hence, genomic prediction should be treated as a

feature selection problem that is amenable to non-statistical methods since they are potentially

better at performing global searches of the feature space. The following study will discuss a

non-statistical approach for genomic prediction through the use of an evolutionary computation

(EC) technique called differential evolution (DE) [20] and compare its performance to mainstream
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genomic prediction methods.
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CHAPTER 2

BACKGROUND

2.1 Microarray Data

Microarray data is a general term used to describe data that represents something about organ-

ism’s genome. The use of microarray data has been the bedrock of many in human medicine and

agricultural. There are many types of microarrays such as protein, peptide, antibody, and DNA.

One of particular interest in this study is called a single-nucleotide polymorphism (SNPs) microar-

ray. As the name suggests, SNPs describe the phenomenon of a nucleotide in DNA switching to

another base, e.g. a "C" changing to "A" in some percent of a population. This results in ternary

datasets, where 0 and 2 represent to the homozygous genotypes (AA, BB) and 1 represents to the

heterozygous genotype (AB). SNP markers are one of the most commonly used ways to measure

genetic variation [21]. Forgoing the details of SNP detection, it suffices to say that SNPs allow

for a more compact representation of an organism’s genotype that highlights parts of the genome

that vary. SNPs are numerous in any organism’s genome. For reference, the human genome has

upwards of 11 million SNPs [22], and have been estimated to occur in about every 500 to 1000

base pairs [21].

2.2 Genome Wide Association Studies

Genome wide association studies (GWAS) seek identify which markers significantly affect a

particular trait. In human trials, this comes in the form of identifying genetic risk factors for a

particular disease [18, 23]. For agriculture and livestock applications, GWAS can discover genetic

factors that affect economically desirable traits like crop yield per hectare [6] or cattle muscle

marbling [24]. More concretely, a GWAS attempts to find what are called the quantitative trait loci

(QTL). A quantitative trait is a phenotype that is the cumulative effect of many markers and the

environment [21].
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Asimplemethod forGWAS is to use a trait and single SNP regression tests to determine a p-value

for each marker [25]. Such a test lacks the ability to estimate or consider the interactions between

traits since each SNP is regressed independently. Such tests can be carried out by calculating

common statistics like ANOVA or an F-regression with the standard null hypothesis being that all

SNPs have an effect of 0 on the trait in question [25]. Normal significance testing would allow for

a threshold of, for example, 0.05 to reject the null hypothesis of a zero effect. However, each test

is an independent trail. Many such trials increase the probability of a false positive when rejecting

the null hypothesis. Therefore, some adjustment must be made in order to sort out which SNPs

are actually significant. This is done using the Bonferroni adjustment [26]. The adjustment is a

simple ratio of the chosen significance threshold and the number of SNPs used in the statistical

trials, namely,

αGW AS =
α

nSNPs
. 2.1

This results in a dramatic change in the significance threshold, for example a human trial using 11

million SNPs would have αGW AS ≈ 5x10−9.

2.3 Genomic Prediction

Genomic prediction is the process of a system predicting an organism’s phenotype given

information about its genotype—usually in the form of SNPs. Meuwissen, Hayes, and Goddard

first introduced the idea of using a large number of genotypemarkers to predict a trait [1]. In contrast

to GWAS, genomic prediction usually attempts to use all of a population’s markers at once to predict

a trait, rather than analyze the significance any one marker has on a trait. Genomic prediction has

been shown to outperform simple GWAS in predicting complex traits and is hypothesized to value

the relationships between a population of animals more than specific markers [27]. Genomic

prediction has shown recent success across both agricultural application and human trials.

In agriculture, genomic prediction is mainly used for a process called genomic selection. Ge-

nomic selection seeks to automate the selection process using genetic markers to predict desirable

traits—i.e., estimated breeding values (EBVs)—of a population of plants or animals [2]. His-
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torically, the selection process was accomplished with selective breeding. This practice is well

documented by classical naturalists like Darwin [28]. In the 20th century, selective breeding was

formalized by Henderson to use pedigree information to predict EBVs [29]. The current state of

the art replaces simple pedigree descriptions of relatedness with genomic relatedness described

by what is known as the genomic relationship matrix [21]. See Sections 3.1.1.2 and 3.1.1.3 for

specifics on how this prediction is carried out.

Genomic prediction for human trials is relatively new and is used for computing genetic risk

values for particular complex diseases. Diseases like coronary heart disease [30], diabetes [31],

cancer [32], schizophrenia [33], and celiac disease [34] are affected by many markers. Predicting

such diseases is a classification task that can usemethods like logistic regression [30] to discriminate

by outputting the probability a certain individual has or will develop a disease. Risk prediction

can be seen as a classical machine learning problem, where predictive accuracy metrics like area

under ROC curve are maximized [34]. Recently, agricultural techniques discussed above have been

applied to predicting celiac disease [34]. Human research has been mostly confined to the study of

disease through genetic risk, although some work has been done to predict quantitative traits like

height and heel bone density [35].

2.3.1 Linear Methods

Linear methods follow the standard assumptions found in any linear regression model. More

concretely, such methods approximate an infinitesimal model that assumes all markers contribute

some nonzero effect to genetic variance. Furthermore, it is assumed that all marker effects are

normally distributed. The following discussion presents the functionally equivalent [36] methods:

SNPBLUP [37] and GBLUP [38, 39]. These methods are well studied and have been applied to

many tasks [40, 41, 42].

SNP best linear unbiased predictor (SNPBLUP) is a simple method that applies classical ridge

regression [43] to marker assisted selection [37]. The original motivation for SNPBLUP was to

askew the necessity for marker subset selection and allow the optimization process to determine

6



important features. Genomic best linear unbiased predictor (GBLUP) takes a similar approach,

but rather than using the full data matrix, employs a genomic relationship matrix to estimate effect

values. See Sections 3.1.1.2 and 3.1.1.3 for specifics on how these processes are carried out on

SNP data.

It is important to point out that these methods share a common flaw. As mentioned above, they

both assume that each marker contributes a nonzero effect value. This leads to markers that do not

affect a trait being assigned an effect value. Though the value may be small, two problems arise

when fitting to uninformative markers. First, the effect value assigned is essentially fit to statistical

noise and has no meaning. Second, genomic datasets often have tens or hundreds of thousands

of markers. This causes these uninformative marker effect values to compound and reduce model

performance. Therefore, feature selection is desirable to attempt to remove markers that appear to

have effect on trait before building a model.

2.3.2 Non-Linear Methods

Mainstream non-linear methods for genomic prediction include BayesA, BayesB [1], BayesC [44],

Bayesian Lasso [45], and BayesR [46]. These methods—among others—are known as the Bayesian

alphabet [44]. Such techniques mainly differ in their assumptions about what prior distributions

the marker effects should follow. Even though a large proportion of markers might be allocated to

a distribution with very small to zero effects, these methods will still assign a nonzero posterior

density to most variants. Hence, the number of markers to be used for prediction is still large. Like

linear methods, this causes Bayesian methods to struggle to discriminate between markers with and

without an actual effect. Furthermore, these methods often become computationally intractable

at very high dimensionalities due to iterative sampling of each effect distribution. The following

presents the motivation of the original BayesA and B [1] as well as background on the more state

of the art BayesR [46].

The original motivation of applying Bayesian regression to genomic prediction in [1] was

to allow for estimation to reliably assign a zero effect value to uninformative markers [46]. In
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summary, BayesA and B construct a more reliable posterior distribution for marker effects and

iteratively sample from the distribution with Gibbs sampling and assign SNP effect values with

a Metropolis-Hastings algorithm [1]. Erbe et al. critique this method in [46], pointing out that

BayesA and B are more computationally taxing than necessary and the assigned effect values too

closely follow the assumed prior distribution. Their proposed method, BayesR, has SNP effects

follow a simple mixture of Gaussians and showed an increase in predictive accuracy over BayesA

[46]. The computational efficiency of this method was later improved through an expectation

maximization approach rather than Gibbs sampling [47].

Recently, non-linear machine learning approaches have been applied to genomic prediction

as well. Li et al. [48] show promising results using random forest [49, 50], gradient boosting

machines [51], and extreme gradient boosting [52] to effectively identify subsets of SNPs and

predict traits in cattle. These methods identify SNPs through intrinsic methods discussed more

thoroughly in Section 2.4.2. Grinberg et al. also show similar results with random forests, finding

that the technique outperforms GBLUP in some cases on an agricultural application [53]. Machine

learning applications that compare with traditional methods (e.g. [53]) like SNPBLUP and state of

the art methods such as BayesR often present the most compelling results since they have a frame of

reference to the community at large. A future unification of the principles in machine learning and

quantitative genomics would likely further model performance. To conclude non-linear methods

for genomic prediction, background on deep learning methods is presented.

Deep learning for genomic prediction is in very early stages and is mostly valued for its

ability to extract marker embeddings. This is a form of dimensionality reduction that learns some

mapping between the genotype space and a lower dimensional space, often through convolutional

neural networks (CNNs). Zhou and Troyanskaya present one of the earliest attempts to apply

deep learning to marker data with the deep learning-based sequence analyzer (DeepSEA) [54].

DeepSEA uses a CNN to extract features and showed improvement over traditional GWAS when

identifying functional SNPs and predicting human traits. However, the dataset used in [54] was

small in comparison to standard deep learning datasets. Since deep learning is well-known for
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needing massive amounts of data, it is likely performance was affected. More recently, Bellot, de

los Campos, and Pérez-Enciso [55] applied deep learning to the well-known UK Biobank (www.

ukbiobank.ac.uk) dataset. Their specific subset of the original data contained 102,221 samples

and 567,867 usable SNPs, a dramatic increase in sample size over typical genomic prediction

datasets. Genotypes were fed into a CNN and showed a competitive performance when compared

to traditional genomic predictionmethods [55]. Finally, methods that treat the genome as a sequence

(like text or audio) rather than a fixed set of features have also shown some success. For example,

Quang and Xie showed that a CNN paired with a special type of network called a recurrent neural

network showed a 50% increase in performance over related models in predicting the function of

non-coding regions of DNA [56]. However, models that treat markers as a sequence have not yet

been applied to genomic prediction.

2.3.3 Heritability

Discussion on genomic prediction is not complete without defining the concept of heritability.

Specifically, this definition focuses on “narrow sense” heritability, which is the total phenotypic

variance that is captured by only additive effects in the genotype [21], i.e. the effect of certain

markers being present is cumulative—rather than depending on particular combinations of markers

(epistatic effects). To define this heritability two other measures of variance must be discussed first.

First, σ2
A, is the contribution to genetic variance from individual alleles. Second, is σ2

P = σ
2
G +σ

2
E ,

where σ2
G is the total variance from the genome and σ2

E is the variance from the environment.

Then, heritability is defined by

h2 = σ2
A/σ

2
P, 2.2

as shown in [21]. Heritability is a fairly unique characteristic to genomic prediction, as it can be

used as a proxy for maximum performance. The value h (i.e.,
√

h2) is effectively the theoretical

limit on predictive performance for any genomic prediction model. This will be revisited in later

discussion, see Section 3.6. In practice, heritability can only be estimated. The true variance of the
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genotype and environment are hard—if not impossible—to directly study. Heritability estimation

is done through analyzing the behavior of a trait through familial lines using a restricted maximum

likelihood technique [57, 58].

2.4 Microarray Feature Selection

Feature selection is a subset of a broad group of techniques known as dimensionality reduction.

Feature selection seeks to select a single “best” subset of a d dimensional dataset from 2d possible

subsets. This is in contrast to feature extraction (or transformation) that, in general, attempts to

apply a function to the set of all features to reduce the overall dimension. Feature selection can

be separated into three distinct classes: filter, embedded, and wrapper methods [59]. Recently,

non-statistical wrapper and embedded methods have gained popularity as they can often perform

global feature space searches and more easily take into account possible epistatic interactions, i.e.

interactions that are conditional on pairs, triplets, or larger tuples of markers all being a specific

value. This section will focus specifically on methods for feature selection in microarray data.

Some background included here is tangential to genomic prediction, but is included to give an

overview of methods for feature selection in bioinformatics.

2.4.1 Filter Methods

Filter methods are the most straightforward of the feature selection methods. These methods use

statistical properties of data and function independently of learning, which makes them useful as a

preprocessing step to remove noise. A feature is selected based on some statistical relationship it

has with the output being predicted—like correlation [60]—or its relationship with other features—

like redundancy [61]. Filter methods work by suppressing the least interesting variables, leaving

the more promising variables to be used to train a predictive model. Filter methods tend to be

computationally efficient and are robust to overfitting, making them a popular choice for genomic

prediction tasks involving classification [62, 63, 64].

The standard GWAS discussed in Section 2.2 can be used as a filtering method. For SNP data,
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the standard single SNP regression (SSR) can be carried out to obtain p-values for each marker.

Then a model can be trained using the markers that are deemed significant. For certain traits, this

is likely to perform well. However, for most quantitative traits studied in genetic risk and genomic

selection problems, this is often suboptimal. Most critically, a SSR technique does not take into

account population structure, which is imperative to accurate prediction [65]. More subtly, an

SSR also does not take into account interactions between markers. Though some attempts have

been made at using mutual information filtering for microarray data [66]. Extensions of these

ideas to regression—e.g. RReliefF [67]—often do not generalize well and fall short in very high

dimensional problems with weak signals [68, 69] that are characteristic in genomic prediction.

2.4.2 Embedded Methods

Embedded methods—as their name suggests—are built into an existing prediction model. As

the model is optimized, a feature subset is naturally extracted through various properties of the

learning model. Such models include Lasso regression [70, 71], random forest (RF) [49, 50],

gradient boosting machine [51], and support vector machine (SVM) [72]. The following discussion

will focus on the use of RF and SVM for feature selection in microarray datasets.

Breiman explains the process of extracting a feature importance ordering using the original

implementation of RF, in [50]. The technique hinges on bagging which is the process of sampling

the dataset with replacement to train the decision trees in a random forest. To compute the

importance measure of each feature, its order is randomly permuted, and the samples are bagged

again to compute “out-of-bag” error for each decision tree in the forest. This error is then averaged

across all trees. Features with the highest mean error are considered most important because model

performance decreased the most when those particular features were randomly permuted. Since

this error is computed anyway during training a RF, some implementations report these feature

importance orderings without requiring any extra work, e.g. [73]. Some improvements to the

training process have been proposed to help select markers in disease prediction tasks [74] and

work has been done to optimize RF for higher dimensional datasets [75]. Li et al. [48] demonstrated
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the performance of RF on a cattle genomic prediction task which, in certain cases, outperformed

common genomic prediction methods.

The SVM was first introduced by Boser, Guyon, and Vapnik in [72]. Its benefits to high

dimensional problems are two-fold. First, through the dual of the SVM objective function, di-

mensionality has little bearing on how quickly the model can be optimized. Second, the SVM is

inherently self-regularizing and thus the largest weights can be observed after training to extract a

feature subset—similar to the non-zero weights in Lasso regression. The SVM can be repeatedly

trained and non-important features removed until accuracy does not improve in a process called

SVM recursive feature elimination [76]. This technique has shown success in eliminating gene re-

dundancy in cancer classification sets [77, 78]. However, it does not consider interactions between

features [77, 76] and, again, no significant work has been done in regression tasks.

2.4.3 Wrapper Methods

A wrapper method iteratively updates its feature subset over time, preferring subsets that perform

better according to some measure—usually performance metrics of a predictive model trained with

the selected subset. The simplest wrapper method is an exhaustive search of the entire feature

space. For a given predictive model, this is guaranteed to select the optimal subset from the 2d

possible subsets of a d dimensional dataset. However, this is obviously an impossible task due to

computational limits as d grows to any size typical of microarray datasets. Therefore, approximate

methods that obtain a suboptimal feature subset are necessary in practice. The two main wrapper

methods that scale well in practice are sequential methods and population-based methods [76, 79].

Sequential methods are a deterministic way of selecting feature subsets. Sequential methods

either select features in a forward manner—starting from an empty set and adding features—or

a backward manner—starting from evaluating all features at once and removing features. For

simplicity, consider sequential forward selection (SFS) [80]. At every update of SFS, each feature

not included in the current subset is added, the objective value of the subset is calculated, then the

feature is removed. This process repeats until each feature is tested. Whichever feature increased
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the objective function the most is added permanently and the process repeats. In the end, the

objective function will be evaluated d ∗ (d + 1)/2 times for a d dimensional dataset. Furthermore,

permanent addition of features in SFS leads to an issue known as “nesting” that can be addressed

with a “floating” method as described by Pudil, Novovičová, and Kitter in [81] that allows for

the removal of past features. Sequential forward selection is well-known in cancer applications

involving microarray data [76] and is often used along with some cross-validation scheme like

k-fold cross-validation to reduce selection bias in the validation set [82]. A common predictive

model in many wrapper methods is SVM which is sometimes combined with the recursive scheme

described in Section 2.4.2 to accelerate feature selection [77, 83].

Population-based methods include evolutionary computation (EC) approaches and particle

swarm optimization (PSO) [84]. Evolutionary computation includes a diverse catalog of meth-

ods like genetic algorithms (GAs) [85], genetic programming [86], evolutionary strategies [87],

differential evolution (DE) [20], and ant colony optimization [88]. See Section 2.5 for more on

DE and its use in feature selection. These techniques are biologically influenced heuristic based

search techniques that are valued for their abilities to search both globally and locally on difficult

problems. Furthermore, EC and PSO have the luxury of being able to use almost any objective

function—non-differentiable or otherwise—due to their gradient-free nature. There are consistent

themes across both of these paradigms. A group of solutions to a problem, sometimes called a

population of individuals, each have a fitness assigned to them based on a given objective function.

Solutions then somehow combine—or share information—to guide the search toward the global

optimum.

Evolutionary computation has been used to successfully select feature subsets on gene expres-

sion microarray data. Luque-Baena et al. [89] showed that a simple GA could outperform the state

of the art on a cancer pathway identification and classification task. Furthermore, it was shown in

[90] that a GA outperforms simple sequential feature selection methods. Feature subsets discovered

in [90] were also deemed more biologically relevant, potentially furthering the understanding about

the traits being predicted. The SVM makes an appearance in successful EC approaches as well.
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Perez andMarwala present a hybrid approach that combines an SVM, GA, and simulated annealing

for feature selection in cancer datasets [91].

Feature selection with PSO has also shown success in microarray applications. Tang, Sugan-

than, and Yao [92] showed a PSO approached using an SVM for selecting features outperformed

sequential selection schemes as well as the recursive SVM scheme used in [77]. Li, Wu, and

Tan combined PSO and a traditional GA in [93] for a cancer classification task. Their results

outperformed almost all methods compared against, including the use of PSO and a GA separately.

This speaks to an important feature of EC and PSO-like approaches: they are often easily combined

with other approaches and domain knowledge of a particular problem to improve performance.

2.5 Differential Evolution

Differential evolution was originally proposed by Storn and Price as a greedier alternative to

stochastic optimization methods of the time [20]. Moreover, they proposed four criteria for a

practical optimization method: (1) the ability to handle non-differentiable objective functions, (2)

ease of parallelization, (3) few hyperparameters, and (4) consistent convergence. The authors go

on to demonstrate that DE satisfies these properties and show its efficacy compared to algorithms

like GAs when optimizing an array of test functions, e.g. Rastrigin’s function [94, 95]. DE is

well-known for its simplicity—requiring only 3 hyperparameters: mutation factor (F), crossover

rate (Cr ), and population size (Np)—and fast convergence properties [96].

Advances inDE have focused on alleviating the choice of hyperparameter and crossover scheme,

leaving population size as the sole hyperparameter. Three well-known algorithms that remove

these choices are JADE [97], SaDE [98], and MDE_pBX [99]. These methods hinge on sampling

a mutation rate and/or crossover rate from a distribution for each individual in the population and

creating a new individual with the sampled rates. The distributions are then updated based on some

formula involving the number of “successful” offspring, i.e. newly created solutions that enter the

next population. See Section 3.2 for more detail. These methods are convenient and have shown

success on the usual battery of test problems, however some recent criticism has been made of
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their efficacy in practice. Al-Dabbagh et al. [100] point out that some adaptive strategies have

begun to venture into the realm of ad hoc solutions that are sometimes problem dependent and

often lack analysis into the effect they have on sensitive hyperparameters. Self-adaptive methods

leave population size to be chosen by the practitioner. This choice has been a major DE research

area over the past decade and different algorithms behave quite differently with varying population

sizes [96]. The following is a brief review of common real valued optimization tasks DE has been

applied to and the applications of DE in feature selection. See Section 3.1 for a formal description

of the DE algorithm.

2.5.1 Real Valued Optimization

As mentioned, DE is prized for its convergence properties in real valued optimization problems.

Though the no free lunch theorems [101] lay out the fact that DE cannot be the best optimization

algorithm in all problems, it has shown success across many applications. The first “application”

that new DE algorithms are often applied to are the Congress on Evolutionary Computation (CEC)

benchmarks titled CEC2005 [102] and CEC2011 [103]. These benchmarks were established to en-

force consistency and create a common ground for comparison across a quickly expanding number

of stochastic optimization algorithms. CEC2005 is a catalog of unimodal, multimodal, and com-

position functions that are difficult to optimize. CEC2011 is a collection of real-world optimization

tasks gathered from various studies. DE has shown success outside of these benchmarks as well

in tasks like power grid management [104], clustering [105], and various microarray applications

[106, 107, 108].

2.5.2 Feature Selection

In order to do feature subset selection, a real valued vector must be somehow converted into a list

of integers corresponding to indices of features in a data matrix. This is done using a technique

known as random keys. First introduced by Bean, random keys was originally a technique to

adapt real valued GAs to be a general, robust encoding and decoding scheme for combinatorial
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problems [109]. Random keys can be used for problems like as feature subset selection, the traveling

salesman problem [110], and scheduling. See Section 3.1.1.1 for a formal description. In summary,

the random key encoding allows for any standard genetic operations like crossover and mutation to

be carried out without violating the constraints defined in a problem.

Feature selection using DE is relatively new, with first successes being shown in 2008 [111].

In that work, DE was shown to outperform other wrapper methods like PSO and GAs in an

electroencephalogram classification task. The method presented here is the technique in [107, 108].

Both works deal with using DE to do feature selection in cattle applications. Esquivelzeta-Rabell et

al. show in [108] that DE feature selection performs well in selecting small, functional SNP panels

when compared to random search in a breed prediction task. Al-mamun et al. [107] further show

that a DE approach can outperform both BLUP and Bayesian Lasso on a simulated dataset task.
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CHAPTER 3

METHODS

3.1 Differential Evolution

Differential evolution is a real-valued optimization technique originally introduced by Storn and

Price [20]. The strategy for DE introduced here is the original implementation. See Algorithm 1

for an overview which is abstracted into four main parts: evaluation, mutation, crossover, and

selection. These operations are carried out on a population of possible solutions to a problem. As

is true with all evolutionary algorithms, the population is the foundation of DE. It is comprised of

Np candidate solutions, all of which are vectors in Rd , where d is the dimensionality of the given

problem. Each solution, Xi =
[
x1,i, . . . , xd,i

]
has an associated fitness, which is assigned by an

objective function. Before a DE search begins, each vector is randomly initialized according to a

uniform random distribution, so that 0 ≤ x j,i < 1, ∀ j. Traditionally, in an evolutionary algorithm,

Xi would be referred to as a genome. However, given the application presented in this paper,

solution or solution vector will be preferred to avoid confusion with biological genomes.

As mentioned, an abstraction of DE is favored in Algorithm 1 as there are many possible way

to perform each of the operations. The rest of this section is organized into the descriptions of

operations applied to the population: Section 3.1.1 covers assigning each solution vector a fitness,

Sections 3.1.2 and 3.1.3 cover mutation and crossover, and Section 3.1.4 presents selection. Each

repetition of these stages is called a generation. Most often, this process is repeated until some

fixed number of generations, g.

3.1.1 Evaluation

Each vector in the population has an associated fitness that is assigned by an objective function.

Here, to obtain a fitness value we first subset the genotype matrix using a solution vector from

the population. See Section 3.1.1.1 for discussion on obtaining this subset. Next, we compute a
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Algorithm 1 Differential Evolution
Input: Population size Np, dimensionality d, generations g
Output: Solution Pbest
1: P = {Xi |Xi ∈ [0, 1)d, 1 ≤ i ≤ Np}
2: evaluate(P)
3: for 1 to g do
4: P′ = {}
5: for i = 1 to Np do
6: Vi = mutate(Xi)
7: Ui = crossover(Vi, Xi)
8: P′ = P′ ∪ {Ui}
9: end for
10: evaluate(P′)
11: P = selection(P, P′)
12: end for
13: return Pbest

best linear unbiased prediction (BLUP) on the subset genotype matrix and the phenotype being

predicted. The fitness of a particular solution is then the absolute value of the Pearson’s correlation

between the predicted phenotypes and the true phenotypes. Then, of course, all fitnesses will be in

the range [0, 1]. For computational purposes, we dynamically choose between two BLUP strategies:

if the number of SNPs in the subset is smaller than the number of samples in the genotype matrix

we perform SNPBLUP (see Section 3.1.1.2), otherwise, we perform GBLUP (see Section 3.1.1.3).

3.1.1.1 Random Keys

Differential evolution in its standard form is a real valued optimization technique. Therefore, some

accommodation must be made to obtain indices of a feature subset from a vector of real numbers. A

well-known technique to accomplish this is known as random keys [109]. The randomkey technique

is well-known in EC due to its use in combinatorial optimization tasks such as scheduling [112].

Random keys represent solutions to a combinatorial problem as a real valued vector that is somehow

decoded to produce a solution that is always valid in the objective space. This is in contrast to a

traditional binary encoding that, when acted on by operators like mutation and crossover, may no

longer be a valid solution (e.g., a solution selects more than the desired number of features after
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Figure 3.1: An example of the random key decoding used for the DE fitness function. Here, the
dimensionality of the problem is 5 and a subset of size 2 is selected from the data matrix. The top
vectors represent the unsorted DE vector and its corresponding indices. The bottom vectors are the
result of sorting and the red line denotes the choice of the largest two values in the DE vector.

crossover).

To demonstrate random keys, consider the example in Figure 3.1. In this case, imagine the

overall problem has a dimensionality of d = 5 and the desired subset size is two. In other

words, the data matrix X has five columns, two of which must be selected. Then, each solution

in the DE population will be a vector Xi ∈ R
5. In order to decode the corresponding feature

subset from a given vector, namely Xi = [0.08, 0.53, 0.91, 0.34, 0.18], it must be sorted to obtain

[0.91, 0.53, 0.34, 0.18, 0.08]. The choice of descending order is arbitrary—although it is intuitive

that larger values in the random key vector are “more important”. Then, the indices in the original

list that correspond to the two largest values in sorted list are chosen. More concretely, columns 3

and 2 of X will be used as the subset. If the desired effect occurs, over time DE should increase

the random key values of the feature subset indices that are most likely to correlate to a higher

fitness. Once a feature subset is obtained, either GBLUP or SNPBLUP is applied using the subset

data matrix and the Pearson’s correlation between the predicted and true phenotypes is calculated

by the following formula

rp =
n
∑n

i=1 yi ŷi −
∑n

i=1 yi
∑n

i=1 ŷi√∑n
i=1 y

2
i − nȳ

√∑n
i=1 ŷi

2
− n ¯̂y

. 3.1

where y is the vector of true phenotypes and ŷ is vector of predicted phenotypes.

19



3.1.1.2 SNPBLUP

SNPBLUP is a regression directly on the SNP data after adjustment for allele frequencies. More

concretely, we use the original data matrix X ∈ {0, 1, 2}n×d to construct p ∈ R1×d , the allele

frequency row vector,

p =
∑n

i=1Xi,·

2n
, 3.2

where Xi,· is the ith row of X. Then Z = X − p, where the subtraction here denotes a row-wise

subtraction. The SNPBLUP model is then denoted by

y = Zw + ε 3.3

where w ∈ Rd is a vector of effect values (weights) and ε is normally distributed noise. It is well

know that we can solve for the optimal ridge regression weight vector, w∗, using the Moore-Penrose

inverse (pseudoinverse), i.e.

w∗ = (ZTZ − λI)−1ZTy, 3.4

where I is the identity matrix. For SNPBLUP, λ is calculated using p,

λ =
2(1 − h2)p(1 − p)T

h2 3.5

where 1 is a vector of ones.

3.1.1.3 GBLUP

GBLUP is mathematically equivalent to SNPBLUP [36] and uses the genomic relationship matrix

(GRM), G ∈ Rn×n, rather than Z for prediction. The GRM is again calculated calculated using the

allele frequencies p. First, we calculate an intermediate W for brevity,

W = (X − 1) − (2p − 1). 3.6

Here, 1 denotes a matrix of ones and the middle subtraction is again row-wise. The GRM is then

G =
WWT

2p(1 − p)T
. 3.7
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The regression model then becomes,

y = Gw + ε, 3.8

which can be solved again using the inverse of G+λI, where λ = (1− h2)/h2, which exists and will

be stable due to the regularization constant. In both SNPBLUP and GBLUP, the datasets used are

often manageable enough to compute the appropriate inverses directly. If this were not the case, w∗

can be just as easily obtained with gradient descent since linear regress has a convex loss function.

3.1.2 Mutation

The mutation operator uses a solution vector, Xi, to create a donor vector, Vi. This is done through

some linear combination of members of the population. There are many proposed methods for this

process. The two presented here are known as DE/rand/1,

Vi = Xa + F · (Xb − Xc) , 3.9

and DE/current-to-best/1,

Vi = Xi + F · (Xbest − Xi) + F · (Xa − Xb) . 3.10

Where a, b, and c are uniformly sampled random integers in the range [1, Np], a , b , c , i, for

DE population size Np, and Xbest is the vector with the best associated fitness. Finally, F > 0

is a hyperparameter known as the mutation factor which can intuitively be seen as how large the

"jumps" are in a DE update. DE/rand/1 is the original mutation method presented by Storn and

Price [20]. Both methods combine some sort of information from the population to guide the

search. Next, the information in the donor vector is shared with its associated solution vector.

3.1.3 Crossover

Crossover uses donor vector Vi =
[
v1,i, v2,i, . . . , vd,i

]
and parent vector Xi =

[
x1,i, x2,i, . . . , xd,i

]
to create a trial vector, Ui =

[
u1,i, u2,i, . . . , ud,i

]
. There are two methods for this: binomial (or
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uniform) and exponential crossover [20]. For this study, only binomial crossover is used and in

general exponential crossover is less widely studied1. For each entry in the trial vector,

u j,i =


v j,i if rand[0, 1) < Cr or j = jrand

x j,i otherwise.
3.11

Here, Cr ∈ [0, 1] is the crossover rate hyperparameter, rand[0, 1) is a uniform random number in

the half-open range [0, 1), and jrand is a uniform random integer from [1, d] that is generated once

per generation for each solution in the population. The purpose of jrand is to ensure at least one

index is crossed-over with the donor vector for each vector in the population. This is as defined in

[20], however at higher dimensions jrand becomes less necessary.

3.1.4 Selection

The standard selection operator at each generation is a simple tournament selection between Xi and

Ui. If the fitness of Ui is greater than the fitness of Xi, it replaces Xi and continues on to the next

generation in the ith index of the population. This is a “greedy” feature of DE. Often in evolutionary

algorithms, having a better fitness increases a particular solution’s chances of continuing to the next

generation or creating new solutions, but does not always guarantee it.

3.2 Self-adaptive Differential Evolution

The above description of DE leaves out discussion on tuning the associated hyperparameters

F,Cr, and Np. These values often have a dramatic influence on the convergence of DE [98, 99]. As

a result, some effort has gone into alleviating the choice of F and Cr through self-adaptivemethods

that “learn” these values throughout the course of a DE experiment. In the methods presented

below, this is done by observing which particular settings create trial vectors that successfully enter

the next population.

1Exponential crossover is analogous to point based crossover common in GAs. This type of
crossover is done to exploit underlying structure in optimization problems.
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3.2.1 SaDE

Qin and Suganthan present Self-adaptive Differential Evolution (SaDE) in [98] as a way to learn

not only the F and Cr parameters, but which mutation method to use as well. For each individual,

a donor vector has probability p of being created with DE/rand/1 and probability 1 − p of being

created with DE/current-to-best/1. Where p is initialized to be 0.5 and updated by calculating

p =
ns1 · (ns2 + n f2)

ns1 · (ns2 + n f2) + ns2 · (ns1 + n f1)
. 3.12

Where ns1 and n f1 are the number of trial vectors that were produced with donor vectors from

DE/rand/1 that entered the next population (a success) and the number that did not (a failure),

respectively. The values ns2 and n f2 have the same definition, but count the number of successes

and failures for DE/current-to-best/1. Finally, the first 50 generations of the search do not update

p to allow some time for the algorithm to stabilize and learn meaningful success and failure rates

[98].

Values of F and Cr are newly generated for each individual solution vector at each generation.

F is not learned using any particular scheme in SaDE, and is simply randomly sampled from the

normal distribution N(0.5, 0.32), then clipped to fall in the range (0, 2]. The authors state that Cr

is much more important to the performance of DE and chose to adjust it based on the trajectory of

the search [98]. To do so, a Cr is sampled for each index in the population every 5 generations from

N(Crm, 0.12). Then, similarly to the mutation strategy, every 25 generations, Crm is recalculated

based on the values of Cr that successfully produced trial vectors that entered the next population.

This method has proved successful on many test problems, so it will be applied here as well.

3.2.2 MDE_pBX

Islam et al. presented the MDE_pBX method in [99]. The main features of this approach are

a new mutation scheme called DE/current-to-gr_best/1, p-Best crossover, and a novel parameter

adaption scheme for both F and Cr . As its name suggests, DE/current-to-gr_best/1 is similar to the
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DE/current-to-best/1 scheme and is expressed as

Vi = Xi + F · (Xgr_best − Xi) + F · (Xa − Xb). 3.13

The only difference from Equation 3.10 is using Xgr_best instead of Xbest . Here, the index gr_best

is the best solution vector chosen from a random q% of the population. Islam et al. show that this

encourages target solutions to be attracted to good solutions but not always the best solution in the

population, avoiding premature convergence [99].

The crossover scheme employed in MDE_pBX, namely p-best crossover, uses regular binomial

crossover with the caveat that the solution vector Xi is no longer chosen in order of the population

to be a the parent vector. Instead, the vector is randomly chosen from the p top-fitness vectors in

the population. Then, regular crossover is carried out as described in Equation 3.11. Parameter p

is calculated with the following expression

p = ceil
[

Np

2
·

(
1 −

gi − 1
g

)]
. 3.14

Where Np is the population size, gi is the current generation, and g is the total number of generations.

This formula results in parent vectors initially being chosen randomly from the entire population

and gradually decreases to only the best half of the population.

Finally, MDE_pBX also employs a parameter optimization scheme. A mutation rate factor is

sampled for each index in the population, following Cauchy(Fm, 0.1), where Fm is calculated using

the previous successful generations of trial vectors. Using the notation in [99], let Fsuccess be the

set of successful mutation factors, then

Fm = wF · Fm + (1 − wF) ·
∑

x∈Fsuccess

(
x2/3

|Fsuccess |

)2/3

. 3.15

Where wF = 0.8 + 0.2 · rand(0, 1) is a random weighting parameter. Similarly, crossover rates are

chosen from N(Crm, 0.1) where

Crm = wCr · Crm + (1 − wCr ) ·
∑

x∈Cr_success

(
x2/3

|Cr_success |

)2/3

. 3.16
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and wCr = 0.9 + 0.1 · rand(0, 1). These update functions are intended to gradually change Fm and

Crm throughweighting the previous stored values. All parameters here are shown to be good general

choices in [99] and Islam et al. show MDE_pBX performs well on the 2005 CEC benchmarks

[102] and a trajectory planning problem included in the 2011 CEC benchmarks [103].

3.3 Local Search

Local search is a common addition to EC algorithms to perform optimizations during or after

the search. Modern DE implementations often carry out a full search, then finish with local search

[98, 99] to fine tune the solution obtained. The local search method presented here is described

in Algorithm 2. Local search serves to relax the hyperparameter corresponding to the size of the

feature subset to select. Before the search begins we may only have an estimate of how many

features to select from the original set. As long as we overestimate, local search can serve to prune

out unnecessary features. The search operates by choosing the best solution by fitness, X, and

decoding it to obtain feature subset T = [t1, . . . , ts]. Binary mask m = [m1, . . . ,ms] determines

which indices of T to choose. More concretely T(m) defines a subset of T according to the

following rules,

mi = 0 =⇒ remove ti

mi = 1 =⇒ keep ti .
3.17

Local search is intended to determine which indices to retain by iteratively checking if the perfor-

mance of T(m) increases when index i is removed. If performance increases, index i is removed

permanently.

3.4 Coevolution of Subset Size

To further alleviate hyperparameter choice, one can include the size of the feature subset, s, in

the solution vector. This results in a mixed valued vector with entries 1 through d being in R and

entry d + 1 being an integer. During the decoding process described in Section 3.1.1.1, the value at

entry d+1 is rounded to the nearest integer and used as the subset size. This results in a coevolution
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Algorithm 2 Knockout Local Search
Input: Final population {X1, . . . ,XNp}, population size Np, desired feature subset size s.
Output: Locally optimal solution T(m)
1: X = max1≤i≤Np fitness(Xi)

2: T = decode(X)
3: f = evaluate(T)
4: m = [1, . . . , 1]
5: for i = 1 to s do
6: mi = 0
7: fmask = evaluate(T(m))
8: if fmask > f then
9: f = fmask
10: else
11: mi = 1
12: end if
13: end for
14: return T(m)

scheme where both the subset contents and size are both optimized during the search. The simplest

solution to this new problem is to include all markers in the subset and do a full GBLUP on the

entire genome. As discussed previously, this results in the model fitting to uninformative markers.

Therefore, we impose a linear combination of objectives that maximizes accuracy and minimizes

subset size. More concretely, the fitness function, J, becomes

J(Xi) = accuracy_o f _model(Xi) − γ
s
d
, 3.18

where γ is a weight that must be tuned.

3.5 Seeded Initial Population

In order to incorporate domain knowledge, the results of a GWAS can be included in the initial

DE population. Through seeding, the indices corresponding to the s most significant SNPs are

marked with a value of 1 in some vector in the population. Since all solution vectors are initialized

in the range [0, 1), these indices will form the subset for that particular vector. Due to the greedy

nature of DE, the search will never reach a fitness value that is worse than the seeded initial vector.
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3.6 Heritability Thresholding

As mentioned previously, the estimated heritability of a trait can be used to somehow augment

the DE search. Reaching values equal to or greater than h means the search has begun to overfit

to the validation set (see Section 3.7.2) since it has gone above the highest possible accuracy. The

peculiarity of h should be emphasized. It is quite uncommon for any predictive modeling problem

to have a hard threshold for performance. Usually a practitioner shoots for some value that is as

high as possible. The methods explored here are an initial look into using this value for preventing

overfitting in search based feature subset selection.

3.6.1 Simple Halting

A rudimentary method is to simply stop the search when some statistic of the population reaches

h(1 + α) for some small α ∈ (−1, 1). Where these possible measures could be the maximum,

minimum, median, or mean fitness of the population. This method is based on the fact that we can

treat h as a hard threshold and the idea that it could be better to simply stop searching rather than

continue a search that is already known to be overfit to the validation set.

3.6.2 Marker Removal

Another possibility is to remove some amount of the available SNPs when h(1 + α) is reached.

Let Xbest be the current best solution vector and its decoded vector be Tbest . From Tbest some r

SNPs are removed and combined with the current set of removed SNPs, R. Then, for every fitness

evaluation, the decoded vector sent to be evaluated is no longer simply Ti, for solution vector i,

but Ti \ R, where \ denotes set difference. When this occurs, the current population must also be

reevaluated to get new fitnesses based on the removed markers. Any vector that is empty after this

difference is simply assigned a fitness of 0. This method is employed to encourage selecting SNPs

that are less overfit to the dataset. At the end of the search, when evaluating each vector on the

testing set, Ti ∪ R is evaluated for each i.
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3.7 Data

3.7.1 Simulation

To demonstrate the performance of DE, simulated data is favorable to control the complexities

introduced in genomic data. Specifically, the number of QTL, desired trait heritability, h2
in, and

absence of epistatic effects are controlled for through the following process. Using the genotype

matrix X ∈ {0, 1, 2}n×d , q columns are uniformly chosen the QTL. Let β∗ = [β1, . . . , βq]
T be

the true, simulated QTL effects. First, βi ∼ N(0, 1), ∀i. Then, β∗ is adjusted by calculating the

variance of each allele. For diploid organisms, there are three alleles: heterozygous (AB) and

homozygous (AA, BB). To determine the genetic variance, we calculate the rate that each allele

occurs (i.e. total occurrences of a particular allele divided by total number of sample in X). Then

the genotypic variance is simply the variance of these three values, namely VG. The true genetic

values are then calculated by

tg =
Xqβ

∗

VGh2
intv

, 3.19

where Xq ∈ {0, 1, 2}n×q is the matrix consisting of the q columns that were chosen to be QTL,

tv is the desired output trait variance, and the division corresponds to an element-wise division of

Xqβ
∗ ∈ Rn. The vector tg is then centered at zero by subtracting its mean. Finally, to calculate the

actual phenotypes, y, “environmental” noise is added to tg. This is done by calculating y = tg + ε .

To calculate ε , e =
[
e1, . . . , eq

]
, ei ∼ N(0,

[
tv(1 − h2

in)
]2
) is first sampled, then

ε = e ·

√
(1 − h2

in)tv
var(e)

. 3.20

When estimated, the heritability of the simulated trait will be approximately equal to the desired

heritability, h2
in.

3.7.2 Splitting

Data splitting is an important part of wrapper based feature selection as it can control some

overfitting the method displays. Here, the data is split into three groups. First, a testing set is
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removed from the data that will not be used in any way during the search. This will serve as

external validation for the DE search process to report results. Then, with the remaining data a

few choices can be made. The simplest method uses no cross-validation and splits the data again

into training and validation. The training set is then used to train the BLUP model in the fitness

evaluation and the validation set is used to obtain the prediction accuracy (see Section 3.1.1).

However, since the DE search assigned fitness based on the same the same validation set for the

entire experiment, it is likely that the search will overfit to the validation set. To combat this, three

cross-validation schemes are proposed: (1) intergenerational cross-validation which does k-fold

cross-validation over the course of the search, changing the validation set at each generation. More

concretely, at generation gi, validation set k modgi will be used to calculate prediction accuracy,

and the of the data used as training. (2) Intragenerational cross-validation performs k-fold cross-

validation at every fitness evaluation. This method increases the computation time required by a

factor of k. But, intuitively, may provide a more reliable fitness value. (3) Monte Carlo cross-

validation uniformly samples a random subset of the data to be used as validation. The intuition

behind this method is to drive the search through obtaining solutions that better generalize across

the entire validation set.
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CHAPTER 4

RESULTS

4.1 Experimental Setup

This results section is split into two main experiments in Sections 4.3 and 4.4. Each presents

results outlining the behavior of the baseline DE system and how it improves when certain features

are added to the system. These results should be seen as an exploratory study into the behavior

of DE for feature selection in genomic prediction. Once the best DE strategy is determined, a

completely separate dataset will be used to validate the exploratory results. For clarity, DE with

no added components will be referred to as vanilla DE, and those with added components will be

given appropriate monikers. Section 4.3 presents results for a fixed subset size and Section 4.4

shows results for coevolutionary DE, where the size of the subset is also searched. See Table 4.1

for a list of general evolutionary parameters which apply to the fixed subset and coevolutionary

experiments.

All significance testing was performed with the Mann-Whitney U test [113] implemented in

the SciPy statistics library [114]. The Mann-Whitney U test is a popular choice for stochastic

optimization due to the fact that it has no assumptions on the distribution of the random variables

being tested. All accuracy measures—excluding BayesR—were obtained with linear regression,

which has normally distributed error. This suggests that a t-test [115] should be used. However,

DE obtains a subset of the data stochastically, which has an unknown effect on the distribution of

final testing accuracy. Hence, the safer choice of the U test was preferred.

4.2 Data

The data used for both exploratory studies is a population of 7,539 sheep with 48,588 SNP

markers. In other words, the genotype matrix, X ∈ {0, 1, 2}7539×48588. These genotypes were

not gathered as a part of this study, only analyzed after the fact. Using this genomic data, a
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Table 4.1: A table of evolutionary parameters used for DE.

Parameter (symbol) Value

Generations (g) 5000
Population Size (Np) 50
Crossover Rate (Cr ) 0.8
Mutation Factor (F) 0.5

Replicates 10

phenotype was simulated by the method described in Section 3.7.1 with q = 100 QTL and

desired heritability h2
in = 0.4. The data was split regardless of cross-validation scheme using a

64%/16%/20% train/validation/test split (see Section 3.7.2; the split was a result of a 80%/20% split

on the whole dataset, then another 80%/20% split on the remaining non-test set data). Both k-fold

cross-validation schemes used k = 5. For the comparison methods—namely GWAS, GBLUP,

and BayesR—a 5-fold cross-validation scheme was used to present an average accuracy across the

dataset. To visualize the structure of the data and results of a simple GWAS, a Manhattan plot

is provided in Appendix Figure A.1. From this plot, it is apparent that this simulation process

produced data with many markers well above the Bonferroni threshold.

4.3 Fixed Subset Results

In the fixed subset results, a size of 1000 is used across all experiments. Since we later show

results on the coevolutionary method that searches the subset size as well as the subset contents, a

simple experimental set for only one subset size is presented here rather than exploring many fixed

subset possibilities.

4.3.1 Baseline

As a baseline, vanilla DE will be compared to the three following baseline genomic prediction

methods using the entire genome: (1) GWAS; a simple genome-wide association study on the data

is computed (see Section 2.2). Predictions are then made using the effect values calculated in

the single SNP regressions. (2) GBLUP; see Section 3.1.1.3. (3) BayesR; this is considered the
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Figure 4.1: Boxplots comparing fixed subset vanilla DE with commonly used genomic prediction
methods trained with the entire feature set.

state-of-the-art method in this study. The BayesR experiments use 50,000 iterations with a burn-in

of 20,000.

See Figure 4.1 for the results of this baseline study. It is clear that DE alone on this problem

was not enough to be competitive with the state of the art method. However, there is something

to be said for the comparison against GBLUP. GBLUP is essentially the fitness function for DE,

which shows that the same accuracy was obtained using 50× less markers. The GWAS performed

poorly in comparison due to the fact that it does not account for any population structure in the

prediction and only uses the raw effect values. Now that this baseline has been established, the goal

is to reduce the gap between DE and BayesR.

4.3.2 Local Search

The local search results on vanilla DE pre and post-local search are presented in Figure 4.2a. The

mean and standard deviation of testing accuracy across the ten replicates for pre-local search are
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Figure 4.2: (a) Boxplots comparing the fixed subset vanilla DE experiment before and after the
devised local search method. (b) Convergence plot for the maximum fitness at each generation for
each replicate in the fixed subset vanilla DE experiment.

0.4232 ± 0.0174, and 0.4180 ± 0.0188 for post-local search. Post-local search is no better than

pre-local search with p = 0.3421, by the Mann-Whitney U test. The number of features selected

after local search was reduced to 753.4 ± 11.7234. This is an uninformative result since it is

obvious from Figure 4.2b that DE had likely overfit to the validation set. Since local search is also

carried out using the validation data, the result does not change significantly. Reducing subset size

while not significantly reducing accuracy is still, however, beneficial since a smaller subset is the

goal of this method. Moving forward in results, if a post-local search result showed a statistically

significant increase in performance, it will be reported instead of its pre-local search counterpart.

See Section 4.3.4 for more results and discussion on overfitting in the fixed subset experiments.

4.3.3 Cross-validation

As described in Section 3.7.2, three cross-validation schemes were compared: intergenerational,

intragenerational, and Monte Carlo cross-validation. See Figure 4.3a for boxplots comparing the

performance of each method and see Table 4.2 for more detailed results, including significance

testing. From Figure 4.3b, it appeared that the Monte Carlo search did not converge and did not

cross the h threshold of 0.6325. At this point, there are to confounding factors that seem to govern

33



None Interg. Intrag. Monte Carlo
0.325

0.350

0.375

0.400

0.425

0.450

0.475

0.500

T
es

ti
n
g

A
cc

u
ra

cy

(a)

0 1000 2000 3000 4000 5000
Generation

0.35

0.40

0.45

0.50

0.55

V
al

id
at

io
n

A
cc

u
ra

cy

(b)

Figure 4.3: (a) Boxplots comparing the different cross-validation schemes for the fixed subset
experiments. (b) Convergence plot for the maximum fitness at each generation in the fixed subset
Monte Carlo cross-validation experiment.

overfitting: convergence of the search and final validation accuracy. A “close to” converged search

will likely have a validation accuracy over h. However, does this mean the search is overfit because

it has converged or because its fitness is greater than h? It is also possible that Monte Carlo

cross-validation presents a more difficult search problem and more generations are needed for DE

to begin to overfit to the validation data.

See Appendix Figure A.2 for the convergence plots of inter and intragenerational cross-

validation. These plots both closely resemble the convergence of vanilla DE in Figure 4.2b.

This further confounds the above discussion on convergence and final validation accuracy. In the

following section a test is presented to untangle these factors. Further evidence of Monte Carlo not

being overfit to the validation set comes from the local search results. None of the ten replicates

showed local search remove any of the 1000 features selected during the search. Possibly suggesting

that the subset found with this method generalizes better due to the randomization. See Appendix

Figure A.3 for an investigation into the convergence of Monte Carlo cross-validation. After 10,000

generations, no significant improvement was observed, suggesting that the Monte Carlo is fairly

converged after 5,000 generations, similar to the other cross-validation methods.
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Table 4.2: Results for the fixed subset cross-validation strategies. The mean validation and testing
accuracy columns are themean of themaximum of each replicate’s population. The p-value column
is obtained by using a Mann-Whitney U test to compare the testing accuracy of any other method
to Monte Carlo cross-validation, i.e. the alternative hypothesis is Ha : µother < µmonte carlo.
Significant results are bold where the threshold used is 0.05/3 = 0.0167.

Method Mean Validation Accuracy
± Standard Deviation

Mean Testing Accuracy
± Standard Deviation P-value

No cross-validation 0.7913 ± 0.0106 0.4232 ± 0.0174 0.0
Intergenerational 0.7108 ± 0.0563 0.4208 ± 0.0388 0.0041
Intragenerational 0.6750 ± 0.0066 0.4252 ± 0.0287 0.0045
Monte Carlo 0.5427 ± 0.0157 0.4686 ± 0.0284 N/A

4.3.4 Heritability Thresholding

4.3.4.1 Simple Halting

As discussed in Section 4.3.3, there are likely two main confounding factors that contribute to

overfitting. To explore this, two experiments were devised: (1) 50 replicates of vanilla DE were run

and correlation between final validation and testing accuracies was calculated; (2) the heritability

stopping experiments described in Section 3.6 were carried out with α ∈ {−0.2,−0.1, 0, 0.1, 0.2}.

Meaning the search was stopped when some statistic—mean, median, minimum, or max—of the

population’s fitness reaches h(1 + α).

See Figure 4.4a for the correlation experiment results. The data clearly showed no correlation

between final validation accuracy and testing accuracy. This serves as evidence to conclude that

a higher validation accuracy alone did not indicate an overfit search. The convergence of the

search was considered next. Figure 4.4b shows the testing accuracy for varying values of α in the

heritability threshold formula h(1 + α). For a nonnegative α, the accuracy linearly decreased past

α = 0. However, the signal was less clear for negative values and no particular fitness statistic

seemed give better performance than another. See Table 4.3 for a significance testing on nonnegative

α values.
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Figure 4.4: (a) A scatter plot with correlation analysis between final validation accuracy and testing
accuracy for 50 fixed subset vanilla DE replicates. (b) A plot of the value of alpha used for each
stopping condition statistic in the fixed subset experiments, i.e. each search stops when the statistic
equals h(1 + α). Standard deviation is shown by error bars.

Table 4.3: Detailed results for non-negative values of α in the heritability threshold formula h(1+α)
for the fixed subset experiments. The mean testing accuracy column is the mean of the maximum
of each replicate’s population. The p-value column is obtained by performing a Mann-Whitney U
test to compare the testing accuracy of each value of α to α = 0, i.e. Ha : µother < µα=0. Bold
p-values are significant at a threshold of 0.05/2 = 0.025. All statistics are gather by combining the
results of the mean, median, minimum, and maximum strategy, i.e. each column has 40 samples.

Value of α Mean Testing Accuracy
± Standard Deviation P-value

0 0.4499 ± 0.0180 N/A
0.1 0.4394 ± 0.0163 0.0045
0.2 0.4301 ± 0.0152 0.0

4.3.4.2 Marker Removal

The SNP removal strategy is intended to enforce diversity in solutions by removing features from

the possible solution set. See Section 3.6.2 for more details. At each removal, r = 1000 SNPs

are removed. Meaning the indices selected by the best performing vector are removed entirely.

Since this is a less aggressive strategy than halting the search completely, the SNP removal process

was performed when the maximum fitness of the population reaches h ≈ 0.6325. As a result,

this experiment did not consider a more stringent study involving α shown in Section 4.3.4.1.

Figure 4.5a shows the results of this experiment compared to vanilla DE. The convergence plots in
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Figure 4.5: (a) Boxplots comparing fixed subset vanilla DE and the results of the removal experi-
ment. (b) The convergence plots of each replicate in the marker removal experiment.

Figure 4.5b show the sudden drops in fitness that were caused by reevaluating the entire population

after SNPs were removed. The mean testing accuracy of the SNP removal experiment was 0.4322

± 0.0149 which is better than vanilla DE (0.4232 ± 0.0174; p = 0.0058 by the Mann-Whitney U

test).

Though SNP removal does seem to be useful, the exact behavior of the subsets obtained and

the nature of the search convergence remains unclear. Each SNP removal experiment saw two to

four “SNP removal events.” Meaning that, at a maximum, the final combined genome size could be

3000 to 5000 SNPs. However, for two, three, and four removal events, the final combined genome

length was on average 2,732, 3,673, and 4,121 SNPs, respectively. This may suggest that even

with only a few removal events, the most informative SNPs were already discovered toward the

beginning of the search. This is supported further by the fact that, as the number of removal events

increased, the average combined genome length decreased in respect to its possible maximum. In

other words, the SNP removals were less effective as more occurred. The gradual increase in the

number of generations required to reach h shown in Figure 4.5b also supports this idea. If all SNPs

were equally as informative—which is known to not be the case from the simulation process—it is

expected that a convergence behavior seen before the first removal event would be observed after
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each removal.

4.3.5 Self-adaptive Differential Evolution

In lieu of a parameter sweep on the mutation factor, F, and crossover probability, Cr , self-adaptive

DEmethods are preferred. See Section 3.2 for further elaboration on the benefit and efficacy of self-

adaptivemethods. Though theywere proposed as amethod to remove hyperparameter choice, SaDE

and MDE_pBX do both have hyperparameters, but their values effect the search much less than

setting static values for F and Cr [98, 99]. For both methods, the initial values are chosen to be the

same as their original settings. Namely, for SaDE the mutation factor distribution was N(0.5, 0.3)

and the crossover rate distribution is N(Crm, 0.1), where Crm was initially set to be 0.5. Other

parameters are the Crm recalculation interval, Crm regeneration interval, and initial learning period

which were set to 25, 5, and 50 generations respectively. The initial strategy choice probability, p,

was set to 0.5. For MDE_pBX, the mutation factor distribution was set to Cauchy(Fm, 0.1), the

crossover distribution followedN(Crm, 0.1), and the q parameter for determining group size during

crossover was set to 15%. The initial values for Fm and Crm were 0.5 and 0.6, respectively.

Table 4.4: Detailed results for the fixed subset self-adpative method experiments. The mean testing
accuracy takes the mean of the maximum accuracy of each replicate. The p-value column is
obtained by performing a Mann-Whitney U test comparing SaDE to the other two methods, i.e.
Ha : µother < µsade. Bold p-values are significant at a threshold of 0.05/2 = 0.025.

Method Mean Testing Accuracy
± Standard Deviation P-value

Vanilla DE 0.4232 ± 0.0174 0.0284
MDE_pBX 0.4093 ± 0.0241 0.0142

SaDE 0.4329 ± 0.0329 N/A

See Figure 4.6a for a comparison of vanilla DE to the self adaptive methods. Table 4.4 shows a

similar significance testing to previous results under the alternative hypothesis that SaDE performs

best. Though the significance testing indicates that MDE_pBX performed significantly worse

that SaDE, due to its convergence plot in Figure 4.6b it will be included in further experiments.

MDE_pBX showed an unusually fast convergence to a low validation accuracy. This suggests
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Figure 4.6: (a) Boxplots comparing the self-adaptive methods to vanilla DE in the fixed subset
experiments. (b) Convergence plots showing the mean of the maximum validation accuracies
for fixed subset MDE_pBX and SaDE. The shaded region shows the standard deviation of the
maximum fitness.

the search found a local minimum quickly that it could not escape from. On the other hand,

SaDE showed an expected convergence curve, similar to its non-self-adaptive counterpart shown

in Figure 4.2b.

4.3.6 Seeding

The seeding process described in Section 3.5 is intended to start the population out at a relatively

good neighborhood, rather than a completely random start that is usual of DE—and evolutionary

algorithms in general. The GWAS used for seeding was carried out on the remaining internal

validation data, i.e. 80% of the data after the 20% testing set was removed. The indices of the

most significant effect values were then used to seed the indices of a single individual in the initial

population.

See Figure 4.7 for the results of the seeding experiments. It is clear from the convergence plot

in Figure 4.7b that seeding gave the search an initial boost in validation accuracy, although this

may have simply led to the search overfitting more rapidly as it neared the h threshold. The slight

difference in performance shown in Figure 4.7a was not significant using the usual Mann-Whitney
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Figure 4.7: (a) Boxplots comparing seeded and unseeded DE in the fixed subset experiments.
(b) Convergence plot showing the fixed subset seeded DE experiment. Note the initial maximum
fitness of the population is much higher than the unseeded counterpart in Figure 4.2b.
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Figure 4.8: Boxplots comparing the results of the fixed subset combination experiments.

U test (p = 0.1941). Further experiments that combine components of previous methods will also

combine seeding to observe the effect of a warm start.
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4.3.7 Combining Components

This section will investigate the effect of combining certain components presented in the preceding

experiments. In order to control overfitting in these experiments, it is opted to use Monte Carlo

cross-validation instead of a stopping or marker removal scheme. In all experiments presented

here, no replicate exceeded the heritability threshold due Monte Carlo cross-validation. Hence, no

stopping or removal schemewould have had a chance to be applied. See Figure 4.8 and Table 4.5 for

the results of these experiments. Convergence plots for the coevolutionary self-adaptive methods

combined with seeding are presented in Appendix Figure A.6.

From these final fixed subset experiments, it is clear that SaDE is the preferred self-adaptive

method. TheMDE_pBX approach’s aggressive convergence seems to be poorly suited for the more

difficult problem of feature selection when compared to the results on real parameter optimization

in [99]. Furthermore, seeding played a more beneficial role when combined with SaDE and Monte

Carlo cross-validation. Figure 4.8 shows that Monte Carlo cross-validation alone did not perform

well with seeding. Once it was combined with SaDE, the search found a solution with testing

accuracy 0.5408, the best out of all fixed subset experiments.

Table 4.5: Detailed results for the fixed subset component combination experiments. As before,
the mean testing accuracy is the average of the maximum testing accuracy of each replicate.
Again, as in previous tables, the p-value column is calculated with the Mann-Whitney U test with
alternative hypothesis Ha : µother < µmonte + sade + seeding. Significant results are in bold, using
0.05/5 = 0.01 as a threshold.

Method Mean Testing Accuracy
± Standard Deviation P-value

Monte + MDE_pBX 0.4178 ± 0.0309 0.0001
Monte + Seeding 0.4669 ± 0.0225 0.0010

Monte 0.4686 ± 0.0284 0.0108
Monte + MDE_pBX

+ Seeding 0.4822 ± 0.0123 0.0064

Monte + SaDE 0.4915 ± 0.0149 0.0766
Monte + SaDE
+ Seeding 0.5040 ± 0.0171 N/A
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Figure 4.9: Boxplots comparing the results of the best found fixed subset DE method, BayesR
trained with the subset found using the best DE method, and standard BayesR trained on the full
dataset.

4.3.8 Subset BayesR

BayesR proved to be a more powerful method than DE in the fixed subset experiments. However,

due to its computational complexity, it is not suitable for use as an objective function. In an

attempt to leverage BayesR in combination with DE, the subset discovered in the DE experiment

using Monte Carlo cross-validation, SaDE, and a seeded initial population was used to subset

the data before building a model with BayesR. But first, some special considerations were made

concerning the data used to train the BayesR model. Specifically, measures were taken to prevent

from validating a BayesR model on data that was searched by DE. The BayesR model was trained

on the combination of the training and validation datasets used for the DE search and then the

accuracy of the model was reported on the DE search’s testing dataset. The subset used in the

BayesR experiment was chosen by taking the solution with the highest validation accuracy at the

last generation. This process was repeated five times among the best five DE experiments based on

testing accuracy. Results are presented in Figure 4.9 and Table 4.6. In both cases, standard BayesR
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Table 4.6: Detailed results for the subset BayesR experiment. The p-value column was generated
by the usual Mann-Whitney U test is performed comparing mean testing accuracy with alternative
hypoethsis Ha : µother < µbayesr . Significant results are in bold using a threshold of 0.05/2 =
0.025.

Method Mean Testing Accuracy
± Standard Deviation P-value

Monte + SaDE
+ Seeding 0.3644 ± 0.0285 0.0031

Subset BayesR 0.5222 ± 0.0187 0.0056
BayesR 0.5564 ± 0.0332 N/A

performed better than the DE methods. Further investigation and discussion on the performance of

BayesR relative to the best found DE methods is presented in Section 4.5.

4.4 Coevolution Results

As mentioned, a preferable alternative to tuning the size of the subset chosen is to also search

the subset size. This alleviates a hyperparameter choice, but introduces new complexities discussed

in Section 3.4. More specifically, the coevolution fitness function in Equation 3.18,

J(Xi) = accuracy_o f _model(Xi) − γ
s
d
,

introduces the hyperparameter γ that must be tuned before repeating the above experiments. The

rest of this section is organized the same as the fixed subset experiments, with the addition of a

section presenting the results on tuning γ. Across all coevolution studies, the initial subset size fi

was sampled uniformly from range [90, 110].

4.4.1 Tuning Gamma

An unexpected complexity that arose during tuning γ was the memory requirement that unbounded

subset sizes presents. If γ was too small, not enough penalty was applied to the subset size and the

search tended toward using the entire marker set in the fitness evaluation. Evaluating individuals

in parallel causes the memory limits of the machine used for this study to be met very quickly. The

results presented in Figure 4.10 show replicates before this memory limit arose, and have a weak
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Figure 4.10: Results of the gamma tuning experiment, excluding experiments that failed due to
memory limitations.

Table 4.7: Detailed results of the gamma tuning experiments. The mean testing accuracy column
takes the average over the maximum testing accuracy in each replicate. As before, the p-value
column is obtained with a Mann-Whitney U test comparing the testing accuracy of γ = 0.75 to
the other values of γ, i.e. Ha : µother < µγ=0.75. Bold p-values are significant at a threshold of
0.05/3 ≈ 0.0167

Value of γ Mean Testing Accuracy
± Standard Deviation P-value

0.625 0.3634 ± 0.0315 0.0306
0.75 0.3994 ± 0.0354 N/A
0.875 0.3903 ± 0.0279 0.3257
1.0 0.3852 ± 0.0302 0.2067

suggestion that γ = 0.75 may have been preferable to a smaller γ. The values of γ used for this

study were 1.0, 0.875, 0.75, 0.625, 0.5, 0.375, and 0.25. See Table 4.7 for detailed results and

significance testing. Though γ = 0.75 was not significantly better than any other value of γ, 0.75

was chosen to move forward with the coevolution study.
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Figure 4.11: (a) Boxplots comparing coevolutionaryDE against commonly used genomic prediction
methods using the entire feature set. (b) Boxplots comparing coevolutionary and fixed subset vanilla
DE.

4.4.2 Baseline

In Figure 4.11a the same baselines are compared to the coevolution approach as in Figure 4.1.

Each experiment keeps track of the average subset size of the population. The mean and standard

deviation of the final subset size across each replicate of this experiment was 526.63 ± 158.35.

The subset size was quite variable, and was likely tied to the overall variability of the mean testing

accuracy displayed in Figure 4.11a.

Similar to the fixed subset results, coevolutionary DE alone was not competitive with BayesR.

However, coevolutionary DE obtained results on par with GBLUP, using (on average) 100× less

features. Figure 4.11b compares fixed subset and coevolutionary DE. The fixed subset results

showed that DE alone was quite variable without any operators to control overfitting. Hence, the

comparison of the two basic methods is not very informative. See Section 4.5 for a more “fair”

comparison of the two search methods that includes components to control overfitting.
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Figure 4.12: (a) Boxplots comparing the testing accuracy pre and post-local search for coevolu-
tionary DE. (b) The convergence plot for eight replicates of coevolutionary DE (two failed due to
memory limits).

4.4.3 Local Search

Local search was performed using the same technique for the fixed subset approach described in

Section 3.3. Figure Figure 4.12a shows the results of pre and post-local search for coevolutionary

DE. This, combined with the results in Figure 4.2 provide clear evidence that the local search

method presented in 3.3 did not perform well. Through a feature selection lens, this does make

sense. The original motivation for such a simple method was to remove noisy SNPs from the fixed

subset method that were only chosen because there was no room to not choose them. However, this

method was much too greedy, a concept that is well known and pointed out in original sequential

feature selection literature such as [81]. As in the fixed subset experiments, if a better result is

obtained with local search, it will be reported.

4.4.4 Cross-validation

Cross-validation results paralleling the fixed subset experiments for the coevolutionary approach

are presented in this section. Figure 4.13a shows the relative performance of each cross-validation

method. Monte Carlo showed a marginal improvement over intragenerational cross-validation.
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Figure 4.13: (a) Boxplots comparing the different cross-validation methods for the coevolution
experiments. (b) The convergence plot for the coevolutionary approach with Monte Carlo cross-
validation. Note the similarity to Figure 4.3b.

Furthremore, Monte Carlo cross-validation in the coevolutionary setting (Figure 4.13b) showed a

similar convergence plot to the fixed subset case in Figure 4.3. Significance testing is presented in

Table 4.8. Table 4.8 also displays the mean length of the experiments. Interestingly enough, the

better performing methods ended with a shorter mean length and smaller standard deviation across

the replicates. The convergence plots for inter and intragenerational cross-validation appear similar

to the vanilla DE convergence plot in Figure 4.2b and are presented in Appendix Figure A.5.

Table 4.8: Table showing detailed coevolutionary DE results for each cross-validation experiments.
The mean accuracy columns take the average of the maximum validation/testing accuracy for each
replicate. The average length column refers to the average of the highest fitness individuals at final
generation of each replicate. The p-value column is calculated with the usual significance testing
using the Mann-Whitney U test with alternative hypothesis Ha : µother < µmonte carlo. Significant
results are shown in bold using a threshold of 0.05/3 ≈ 0.0167.

Method Mean Val. Acc.
± Stdev

Mean Test. Acc.
± Stdev

Mean Length
± Stdev P-value

No cross-validation 0.7450 ± 0.0258 0.3994 ± 0.0354 656.4 ± 249.9 0.0117
Intergenerational 0.6755 ± 0.0450 0.3859 ± 0.0363 438.1 ± 199.9 0.0141
Intragenerational 0.5804 ± 0.0304 0.4274 ± 0.0227 265.1 ± 72.6 0.1309
Monte Carlo 0.5075 ± 0.0301 0.4399 ± 0.0278 266.3 ± 95.4 N/A
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Figure 4.14: A plot of the value of alpha and mean testing accuracy for each stopping condition
statistic in the coevolutionary DE experiments. The search halted when a given statistic reaches
h(1 + α). Standard deviation is shown by error bars.

4.4.5 Heritability Thresholding

4.4.5.1 Simple Halting

The same analysis of α is presented in Figure 4.4b is repeated for the coevolutionary setting to

investigate the effect of stopping a search early on testing accuracy. See Figure 4.14 for the results

of this experiment. Again, there was no appreciable difference between each population statistic,

as well as no real difference when using a negative alpha. Detailed results and significance testing

for the alpha tuning experiments are presented in Table 4.9. Achieving essentially the same result

in both fixed and coevolutionary DE shows that the h threshold is an important metric. Search

methods not applying some means to stay below h are likely to overfit

4.4.5.2 Marker Removal

Marker removal for the fixed subset case simply removed s—the size of the subset—markers from

the “allowed” feature set at each removal. Since this subset size changes in the coevolution case,
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Table 4.9: Detailed results for non-negative values of α in the heritability threshold formula h(1+α)
in the coevolutionary experiments. The mean testing accuracy column is the mean of the maximum
of each replicate’s population. The p-value column is obtained by performing a Mann-Whitney U
test to compare the testing accuracy of each value of α to α = 0, i.e. Ha : µother < µα=0. Bold
p-values are significant at a threshold of 0.05/2 = 0.025. All statistics are gather by combining the
results of the mean, median, minimum, and maximum strategies, i.e. each column has 40 samples.

Value of α Mean Testing Accuracy
± Standard Deviation P-value

0 0.4203 ± 0.0230 N/A
0.1 0.4077 ± 0.0371 0.03830
0.2 0.3979 ± 0.0393 0.0044
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Figure 4.15: (a) Boxplots comparing the testing accuracy of the coevolutionary marker removal
experiments. (b) The convergence plot for the coevolutionary marker removal experiment.

each removal simply takes the away entire subset of the best individual when the maximum fitness

of the population reaches h. Again, since this is a less aggressive strategy than stopping the search,

a study on α is forgone to focus on the simpler case of α = 0.

Figure 4.15 shows the results of the marker removal experiments for the coevolutionary setting.

The mean testing accuracy for the removal experiment was 0.3965 ± 0.0279. In comparison

to the vanilla DE run, there was no significant difference between the replicates (p = 0.5354).

Figure 4.15b shows the convergence plot for the removal experiment. This plot may explain the

lack of performance compared to the fixed subset experiments. Compared to the fixed subset case
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Figure 4.16: (a) Boxplots comparing the self-adaptive methods to vanilla DE in the coevolutionary
case. (b) Convergence plots showing the mean of the maximum validation accuracies for coevolu-
tionary MDE_pBX and SaDE. The shaded region shows the standard deviation of the maximum
fitness.

in Figure 4.5b, a marker removal event was much less disruptive to the convergence of the search,

and in some cases does not disrupt the search at all. This causes a SNP removal to happen every

generation, which becomes useless over time. The average final length across each replicate was

1960.5 ± 903.8—quite a large variance. The maximum total length from any run was 2929.

4.4.6 Self-adaptive Differential Evolution

The coevolutionary experiments used the same parameter distribution initialization as described

in Section 4.3.5. The results of these experiments are shown in Figure 4.16 and Table 4.10.

Compared to the fixed subset experiments, these methods were much more variable and unreliable.

Figure 4.16b showsMDE_pBX converged to a local optimum very early in its search, which follows

with the fixed subset case as well. From Table 4.10 it is clear that a self-adaptive method alone was

not enough to reach a testing accuracy that is competitive with even vanilla DE.

50



Table 4.10: Detailed results for the coevolution self-adaptive experiments. The mean testing
accuracy column is obtained by taking the mean of the maximum testing accuracy of each replicate.
As in previous tables, the p-value column was generated with the Mann-Whitney U test with
alternative hypothesis Ha : µother < µvanillade. Significant results are in bold using threshold
0.05/2 = 0.025

Method Mean Testing Accuracy
± Standard Deviation

Mean Length
± Standard Deviation P-value

MDE_pBX 0.3237 ± 0.0524 100.0 ± 4.9 0.0019
SaDE 0.3791 ± 0.0367 208.1 ± 59.1 0.1754

Vanilla DE 0.3994 ± 0.0354 656.4 ± 249.9 N/A
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Figure 4.17: (a) Boxplots comparing the seeded and unseeded coevolutionary experiments. (b)
Convergence plot of the seeded coevolutionary experiment.

4.4.7 Seeding

The coevolutionary experiments used the same seeding process as the fixed subset experiments,

i.e. indices were set to 1 based on GWAS results. However, since there was a small element of

random initialization, when a vector was chosen to seed, the number of indices seeded was based

on its randomly initialized length. This was the only change when compared to the fixed subset

experiment.

Figure 4.17 shows the results of the coevolution seeding experiments. The mean testing

accuracy for the seeded results was 0.3817 ± 0.0439, which is less than the unseeded results

(0.3994 ± 0.0354), but not significantly (p = 0.1993). It seems apparent that the coevolution

51



Monte +
MDE pBX

Monte Monte +
SaDE

Monte +
Seeding

Monte +
SaDE +
Seeding

Monte +
MDE pBX +

Seeding

0.30

0.35

0.40

0.45

0.50

T
es

ti
n
g

A
cc

u
ra

cy

Figure 4.18: Boxplots comparing the results of the coevolution combination experiments.

scheme was more fragile to the overfitting spurred on by seeding. Similar to the fixed subset case,

without any measures to prevent the search from overfitting, the final performance of the method

suffered.

4.4.8 Combining Components

The same analysis presented in the fixed subset experiments is provided here for the coevolutionary

experiments as well. Figure 4.18 shows the results of these experiments. It is apparent that

the discussion on seeding and overfitting in Section 4.4.7 holds true. When a method to control

overfitting was applied, seeding outperformed unseededmethods. Table 4.11 shows amore detailed

result table, with significance testing under the assumption that themethod usingMonte Carlo cross-

validation, MDE_pBX, and seeding was the best performing method. In reality, there was no real

difference between the self-adaptive methods and the vanilla DE alternative.
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Table 4.11: Detailed results for the coevolutionary component combination experiments. As
before, the mean testing accuracy is the average of the maximum testing accuracy of each replicate.
Again, as in previous tables, the p-value column is calculated with the Mann-Whitney U test with
alternative hypothesis Ha : µother < µmonte + mde_pbx + seeding. Significant results are in bold,
using 0.05/5 = 0.01 as a threshold.

Method Mean Testing Accuracy
± Standard Deviaiton

Mean Length
± Standard Deviation P-value

Monte + MDE_pBX 0.3644 ± 0.0285 100.5 ± 4.4 0.0001
Monte 0.4399 ± 0.0278 266.3 ± 95.4 0.0001

Monte + SaDE 0.4362 ± 0.0273 112.6 ± 9.3 0.0001
Monte + Seeding 0.5115 ± 0.0166 132.4 ± 42.2 0.3957
Monte + SaDE
+ Seeding 0.5136 ± 0.0134 102.9 ± 7.8 0.5451

Monte + MDE_pBX
+ Seeding 0.5159 ± 0.0116 97.7 ± 4.7 N/A
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Figure 4.19: Boxplots comparing the results of BayesR trained with the subset found using the best
DE method, the best found coevolutionary DE method, and standard BayesR trained on the full
dataset.
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Table 4.12: Detailed results for the coevolutionary subset BayesR experiment. As before, the
p-value column was generated with the Mann-Whitney U test by comparing the mean testing
accuracies with alternative hypothesis Ha : µother < µbayesr . Significant results at the threshold
0.05/2 ≈ 0.025 are in bold.

Method Mean Testing Accuracy
± Standard Deviaiton P-value

Subset BayesR 0.5068 ± 0.0104 0.0108
Monte + MDE_pBX

+ Seeding 0.5159 ± 0.0116 0.0117

BayesR 0.5564 ± 0.0332 N/A

4.4.9 Subset BayesR

The same subset experiment carried out in Section 4.3.8 is presented here for the coevolution study

as well. Here, the “best” identified strategy used to obtain a subset was DE with Monte Carlo

cross-validaiton, MDE_pBX, and seeding. Results are presented in Figure 4.19 and Table 4.12.

In the coevolution case, the DE subset reduced the accuracy of BayesR, furthering the suggestions

made in the fixed subset case, see Section 4.3.8.

4.5 System Validation

The preceding results investigated the behavior of feature selection with DE for genomic

prediction on a specific simulated dataset. To validate these results, it is necessary to begin again

with a new dataset. Results on new data will ensure the best determined methods are not somehow

only suited to the simulated data. The genotypes used for this experiment are the same as before: a

population of 7,539 sheep with 48,588 SNPs. However, a real phenotype was used for validation.

This phenotype is calledworm egg count (WEC).WEC is a proxy for an animal’s immune resistance

to parasites and is not very heritable. The heritability of WEC was estimated using a restricted

maximum likelihood method—implemented in the NAM R package [116]—to be h2 ≈ 0.1600.

Hence, the theoretical limit on accuracy is h ≈ 0.4000. Furthermore, WEC is difficult to predict due

its polygenic nature illustrated in the results of a GWAS shown in Appendix Figure A.7 where only

two SNPs were identified as significant. It should be noted that the phenotypes were preexisting
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Figure 4.20: Boxplots showing the results of the system validation experiments. Note that fi is the
randomly initialized value of the subset size for each vector Xi.

and not gathered as a part of this study.

To validate the “best” strategies identified in the simulated environment, one strategy from

the fixed subset study—SaDE with Monte Carlo cross-validation and seeding—and one from the

coevolutionary study—MDE_pBX with Monte Carlo cross-validation and seeding—were applied

to the WEC data. No hyperparameters were changed in either case. See Figure 4.20 for the

results of this validation experiment and Table 4.13 for the usual detailed analysis. First, the initial

coevolution experiment was relatively unsuccessful in comparison to the simulated environment.

Under suspicion that the initial subset size was too small, the initial range was changed to [450, 550]

and better results were observed. Further investigation into subset size initialization may lead to

even better results, though the current result set is close to the theoretical maximum.

All DE methods performed much better than the common genomic prediction methods. The

maximum obtained accuracy in the fixed subset validation experiment was 0.3993, which is on par

with the estimated theoretical maximum of 0.4. However, this does not suggest DE is always better
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than the common methods in a non-simulated environment. As was pointed out previously, the

trait being predicted is not very heritable and has only two significant SNPs identified by a GWAS

(see Figure A.7). Because of this, it is likely that the performance of BayesR suffered greatly in

comparison to the simulated environment where the effects of the QTL—and markers in linkage

disequilibrium with the QTL—were large and well defined. That said, these results do suggest

that DE based feature selection may be better at identifying marker subsets that better capture

relationships between animals, while removing noisy markers.

Table 4.13: Detailed results of the system validation experiments. The p-value column is generated
with the usual U test on the mean testing accuracy with alternative hypothesis Ha : µother <
µ f ixed + monte + sade + seeding. Note that fi is the randomly initialized value of the coevolution
subset size for each vector, Xi. Significant results are in bold using a threshold of 0.05/5 = 0.01

Method Mean Testing Accuracy
± Standard Deviation P-value

GWAS 0.0274 ± 0.0454 0.00131
BayesR 0.0735 ± 0.01825 0.00131
GBLUP 0.1646 ± 0.0267 0.00131

Coevolve + Monte +
MDE_pBX + Seeding

fi ∈ [90, 110]
0.2353 ± 0.0223 0.0001

Coevolve + Monte +
MDE_pBX + Seeding

fi ∈ [450, 550]
0.3384 ± 0.0290 0.032

Fixed + Monte +
SaDE + Seeding 0.3631 ± 0.0213 N/A

1These p-values appear much larger due to the fact that they were generated with only 5 samples
from 5-fold cross-validation. In reality a p-value much lower than 0.0013 is appropriate.

56



CHAPTER 5

CONCLUSION

The preceding results have shown that DE alone can reliably select feature subsets that perform on

par with—and in some cases better than—common linear methods. Most searches converge fairly

quickly, avoiding the computational strain imposed by more sophisticated genome-wide prediction

methods like BayesR. When more operators are added to the search, DE becomes a reliable feature

selection for genomic prediction in general. When validated on real data, the best performing DE

systems presented here outperform existing methods and approach the neighborhood of maximum

theoretical performance. Combining various components such a seeding highlights the potential

to apply domain knowledge to DE—and in general, most EC methods.

The most effective applications of domain knowledge in this study were seeding and heritability

thresholding. Seeding is a simple process that lends itself well to DE since it begins the search

from a good starting point. However, the relationship of the search to h is more nuanced. Results

were explored that observed simply stopping a search when validation accuracy reaches h is better

than letting the search continue its trajectory. This idea may be beneficial in other applications

of genomic prediction as well. It is likely that future search based methods involving genomic

prediction will benefit from taking advantage of this unique value.

Adding to the nuance of DE and the theoretical accuracy is the performance of Monte Carlo

cross-validation. For the simulated data set, this simple technique limited the convergence of all

search methods below h. At a high level, this cross-validation process encourages generalization

of the search as a whole. Where simple blocks of validation sets in k-fold schemes can be overfit

to quickly, there is not a clear pattern in validation sets to exploit in the Monte Carlo case. Exactly

how this relates to overfitting and the value h is likely a fruitful topic for future research.

Genomic prediction has had a profound impact on the agricultural industry in the past and is

slated to become a cornerstone in personalized medicine as research involving genetic risk pro-

gresses. As complex non-linear methods become popular in bioinformatics and biomedicine,
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a precise and readable result provided by a method like DE could lead to a more complete

understanding of the complex genotype-pheotype mapping. This study has presented an in-

vestigation into the behavior of one simple search method, though avenues for more complex

EC and machine learning approaches are endless. The code for this method is available at

https://github.com/ianwhale/tblup.
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APPENDIX A

A.1 Further Results
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Figure A.1: Manhattan plot of the simulated data. The y-axis shows the − log10 of each ef-
fect’s p-value. The x-axis describes the marker’s location on the chromosome. Change in
color denotes change in chromosome. The dotted line shows the Bonferonni threshold, i.e.
− log10(0.05/48588) ≈ 5.9876. Due to the simulation process and the fact that this simple
plot does not account for population structure, most markers appear to be significant.
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Figure A.2: (a) Fixed subset intergenerational cross-validation convergence plot. (b) Fixed subset
intragenerational cross-validation convergence plot.
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FigureA.3: (a)Boxplots comparing the testing error of the fixed subsetMonteCarlo cross-validation
experiment with 5,000 and 10,000 generations. The difference between the two is not significant,
with p = 0.2990, though there is a higher maximum testing accuracy of 0.5350. (b) Convergence
plot of the fixed subsetMonte Carlo cross-validation experiment with 10,000 generations. Compare
to Figure 4.3b.
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Figure A.4: (a) Convergence plot of fixed subset MDE_pBX with Monte Carlo cross-validation.
(b) Convergence plot of fixed subset SaDE with Monte Carlo cross-validation. (c) Convergence
plot of fixed subset seeded MDE_pBX with Monte Carlo cross-validation. (d) Convergence plot of
fixed subset seeded SaDE with Monte Carlo cross-validation. Note that none of the plots exceed
the heritability threshold h ≈ 0.6325.
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Figure A.5: (a) Convergence plot of intergenerational cross-validation in the coevolution setting.
(b) Convergence plot of intragenerational cross-validation in the coevolution setting. Missing
replicates are due to memory overflow in both cases.
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Figure A.6: (a) Convergence plot of coevolutionary MDE_pBXwith Monte Carlo cross-validation.
(b) Convergence plot of coevolutionary SaDE with Monte Carlo cross-validation. (c) Convergence
plot of coevolutionary seededMDE_pBXwith Monte Carlo cross-validation. (d) Convergence plot
of coevolutionary seeded SaDE with Monte Carlo cross-validation. Note that none of the plots
exceed the heritability threshold h ≈ 0.6325.
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Figure A.7: Manhattan plot of theWEC data. The y-axis shows the − log10 of each effect’s p-value.
The x-axis describes the marker’s location on the chromosome. Change in color denotes change in
chromosome. The dotted line shows the Bonferonni threshold, i.e. − log10(0.05/48588) ≈ 5.9876.
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