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ABSTRACT

A MEASUREMENT OF W BOSON PRODUCTION IN ASSOCIATION
WITH JETS AT THE ATLAS DETECTOR IN PP COLLISIONS AT√

S = 8TEV

By

Matthew Mondragon

This thesis presents a measurement of W boson production in association with jets using

20.2 fb−1 of data of proton-proton collisions at the ATLAS detector. The collisions were at

a center of mass energy of
√
s = 8 TeV, and all the data were collected in 2012. Differential

cross sections and the ratio of W+ to W− cross sections are shown for W → eν decays

in the presence of jets with transverse momentum pT > 30 and jet rapidity |η| < 4.4.

The observables shown have proven difficult to model in the past, including the transverse

momentum of the W boson, and the scalar sum of the transverse momenta of all hard

objects HT. These observables test the theoretical understanding of perturbative QCD.

The data are compared to leading order, next-to leading order, and next-to-next-to leading

order predictions in QCD. In the W+/W− ratio many systematic uncertainties cancel out,

improving the precision of the measurement by up to a factor of nine.
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Chapter 1

Introduction

This thesis presents a measurement of the production of W bosons in association with jets

(W + jets) for the data collected from the ATLAS experiment in 2012. During this run,

ATLAS collected 20.2 fb−1 worth of data from proton-proton collisions at a center of mass

energy of
√
s = 8 TeV. In particular, this analysis focuses on leptonic W boson decay to an

electron and a neutrino with the addition of at least one or two jets.

There are several reasons to study W + jets at the Large Hadron Collider (LHC). Because

of the large cross section, these events allow for a rigorous test of perturbative Quantum

Chromodynamics (pQCD), and so, a lot of work has been put into the theoretical predictions

of W+jets events in recent years. W production has been calculated at next-to-leading order

(NLO) for events with up to as many as 5 jets [13], [14], at next-to-next-to-leading order

for events with 1 jet [15], and there have been improvements to the inclusive leading order

(LO) predictions as well. Comparing these predictions to data demonstrates in what regions

pQCD is well understood, with what precision, and where the predictions break down. Often

it is the case that some predictions do well in a certain region of phase space, and some are

superior elsewhere.

Furthermore, W + jets events are a major background to many other Standard Model and

beyond the Standard Model signatures. For example, a single top quark decay can also

contain a neutrino, a lepton, and jets, which is the same final state products of a W + jets
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event. Having a strong understanding of W + jets production allows other analyses to

suppress this background and perform a more precise measurement.

In the past, W + jets has been studied at ATLAS using data collected in 2011 with center of

mass energy of
√
s = 7 TeV. It was shown that differential cross sections can be modeled over

six orders of magnitude (from nb to fb)1 at energies that extend into the TeV range. The

best models at the time were fixed-order predictions at next-to-leading order in the strong

coupling constant; αs. These predictions however had difficulty modeling certain regions

such as large globally summed transverse momentum (HT) [16].

With the increased center of mass energy, and increased integrated luminosity of the 2012

data, this analysis can probe even greater energies than those in the past, and with finer

binning. This new data can be compared with improved and higher order theoretical predic-

tions. Moreover, observables such as the transverse momentum (pT) of the W boson, which

have not been published since 2010, are shown in this analysis with much further kinematic

reach [17].

This analysis also studies the ratio of the W+ to W− cross sections. In the ratio, many

experimental and theoretical uncertainties cancel out, allowing for high precision tests of

the theoretical predictions. Also, the ratio is especially sensitive to the parton distribution

functions of the valence quarks, and so these high precision measurements are useful in

studying parton distribution functions (PDFs).

This dissertation is organized as follows:

1. Introduction

2. The Standard Model - This chapter provides the reader with a brief theoretical

1nanobarns and femtobarns are units of area used to measure cross section.
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background of the Standard Model, necessary for understanding the analysis and its

motivation.

3. The LHC and ATLAS - An overview of the LHC is given and the ATLAS detector

and its components are described in detail.

4. Object Reconstruction - A description of how the particles measured in the detector

are reconstructed into their parent particles is given.

5. Data and backgrounds - This chapter discusses how events are selected from the

data as well which backgrounds are present, and how they are estimated.

6. Detector Level Results - This chapter shows the results of event selection and the

estimated backgrounds at the detector level.

7. Unfolding - The technique for determining the experimental cross section unmodified

by detector effects.

8. Systematic Uncertainties - A description of all the systematic uncertainties is pro-

vided and their estimates are shown here.

9. Theoretical predictions - A description of the theoretical predictions that are com-

pared to the data is provided here.

10. Cross Section Results - The final comparisons of the theoretical predictions to data

are shown and described here.

11. Conclusion
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Chapter 2

The Standard Model

The Standard Model, first formulated in the 1960’s and later finalized in the 1970’s, provides

today’s current understanding of 3 out of the 4 fundamental forces of nature, i.e. the electro-

magnetic force, the weak force, and the strong force. The gravitational force is not described

by the Standard Model. A representation of the particles in the Standard Model is shown in

Figure 2.1. The Standard Model provides a road map of the elementary particles and how

they interact, separating the particles into fermions which comprise matter, and bosons, the

force carriers that govern interactions. The analysis in this thesis focuses on collisions pro-

ducing a W boson and jets. Therefore, a particular background knowledge of the W boson,

and strong interactions containing quarks and gluons, is necessary for understanding these

events.

2.1 Elementary particles

First the particles in the Standard Model will be summarized. Fermions are the particles

that comprise matter; they are divided up into leptons and quarks.

Leptons are comprised of three generations or flavors: electrons, muons, and taus which

have −1 elementary charge (1.602× 10−19 C), and each having a corresponding neutrino

which is neutral. Having electric charge means that the electron-like leptons can interact

electromagnetically through photons. All leptons also have weak isospin allowing them to
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Figure 2.1: The elementary particles of the Standard Model are separated into quarks,
leptons, gauge bosons, and the scalar Higgs boson. [3]

interact through the weak force (with W and Z bosons). Having no color charge, leptons

have no coupling to gluons, and having relatively low mass, leptons interact only weakly with

the Higgs boson. In high-energy environments like the LHC, the mass energy is negligible

compared to kinetic energy and so usually these particles are treated as massless.

Similarly, there are three generations of quarks. The first generation contains the up-quark

and the down-quark, the second, the charm-quark and the strange-quark, and the third,

the top-quark and the bottom-quark. Often quarks are referred to by just their first letter,

e.g. the bottom quark is often called a b-quark. Quarks and gluons have color charge, the

conserved quantity relating to strong interactions. There are three color charges: red, blue,

and green, that form a colorless bound state when combined (e.g. a proton is composed of

a red, a blue, and a green quark). Although quarks do have electric charge and isospin, the

electroweak coupling constant α is small in comparison to the strong coupling constant αs.
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This means that the quarks interact much more strongly with gluons.

The up-, down-, and strange-quarks, have relatively low mass such that it can be for the

most part ignored while doing collider physics. However the charm-, bottom-, and top-quarks

(sometimes referred to as heavy flavor quarks), are massive enough that the mass terms must

be considered. Their mass can sometimes be used to the advantage of the experimentalist.

b-quarks for example, because of their large mass, have decay products with relatively large

momentum transverse to their original trajectory. The wider spread in its decay products,

as well as its longer lifetime, can be used to help identify the b-quark itself. This is called

b-tagging and is discussed later in Section 4.4.6

It should also be mentioned that for every particle in the Standard Model, there exists an

anti-particle. Anti-particles have all the same attributes as their corresponding particles

except that all of their conserved charges are reversed. For example, an up-quark has +2/3

of the elementary electric charge, and an up-antiquark has −2/3 of the elementary electric

charge. If the same quark had red color charge, its corresponding anti-particle would have

antired color charge.

As for bosons, there are photons, W and Z bosons, gluons, and Higgs bosons.

Photons have no charge themselves but interact with any particles containing electric charge

including electrons, muons, taus, W bosons, and all quarks. Interactions involving the photon

are explained using quantum electrodynamics (QED).

Gluons are the massless gauge bosons of the strong force. The mechanics of how quarks and

gluons interact is referred to as quantum chromodynamics (QCD). Gluons always carry a

color charge and an anti-color charge, and serve as the mediator of the force binding quarks

within the proton. Because of the running of the αs coupling, which is proportional to the

strength of strong interactions, QCD has some unique properties known as confinement and

6



asymptotic freedom which are discussed more below.

W bosons and Z bosons are the gauge bosons for weak interactions. While Z bosons are

charge neutral, W bosons have electric charge ±1. Both bosons are massive with the W

around 80 GeV and the Z being 91 GeV. The W boson is of course the main focus of this

analysis. 67.6 % of W bosons decay hadronically, i.e. into quarks and gluons. The rest decay

leptonically i.e. into lepton pairs such as an electron and a neutrino. The electron neutrino

branching ratio is 10.75 % [18] which is the main channel studied in this analysis.

The Higgs boson is responsible for giving the other particles mass. Any particle that has

mass, therefore interacts with the Higgs boson. The Higgs is self-interacting and has a

relatively large mass of 125 GeV. Unlike the other gauge bosons in the Standard Model

which are all spin 1, the Higgs is scalar meaning it has 0 spin and therefore no possible

polarizations.

The weak bosons, along with the Higgs boson are closely tied to the photon. Mathematically

these forces derive from a single symmetry called electroweak symmetry. The Higgs boson

breaks this symmetry through spontaneous electroweak symmetry breaking, from which

the masses of all the Standard Model bosons, excluding gluons, are derived. Additionally,

electroweak symmetry breaking gives rise to the property that the vacuum expectation value

for the Higgs field is non-zero. More can be read about this subject in Reference [19].

2.2 Proton-proton collisions

In a deep-inelastic collision at high energies, it is not actually the protons which are scat-

tering, but the constituent quarks and gluons. Usually the constituents of the proton are

considered to be two up-quarks, a down-quark, and the gluons binding them together; how-
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ever, in high energy collisions, the sea quarks must also be considered. Sea quarks are the

virtual particles in the proton that arise from gluons splitting into quark-antiquark pairs.

These quarks are short lived, usually annihilating back into gluons. There is a constant flux

of splitting and annihilation such that there is a “sea” of quarks. The fraction of the proton’s

momentum that each flavor of quark holds is described by a parton distribution function

(PDF).

A parton distribution function is the probability density of a quark or gluon f(x,Q) to have

a momentum fraction x, given an energy scale Q. Figure 2.2 shows an example of this,

displaying the CT14 PDF set developed by the CTEQ collaboration. As a convention, the

probability density is usually scaled by the momentum fraction when plotted (xf(x,Q)).

This plot shows the PDFs for gluons, the up-, and down-quarks, and the up-, down-, and

strange-antiquarks. As one might expect, the up-quark has the largest likelihood to carry

most of the proton’s momentum, since there are two valence up-quarks. Most of the remain-

ing momentum is likely to be carried by the down-quark and gluons. Of the sea quarks, the

up-antiquark has the next largest PDF since it is less massive, and requires less energy to

create compared to the other sea quarks, followed by the down-, and strange-antiquarks for

the same reasoning. Although the PDFs of the sea quarks are smaller, their contribution is

non-negligible.

PDFs are fitted using data from deep inelastic scattering measurements from a variety of

fixed-target experiments at research centers such as SLAC, CERN, FNAL, and DESY, as

well as from collider measurements of Drell-Yan and jet production. There are a variety of

errors associated with these measurements both statistical and systematic from sources such

as energy calibrations. Regardless of how the fit is performed, the errors are reduced to a set

of asymmetric eigenvectors which can be propagated through predictions and added using
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the “master equation” to find the total PDF uncertainty in both directions. The master

equation considers the up and down errors separately. It defines the up error ∆X+
max and

the down error ∆X−max to be:

∆X+
max =

√√√√ N∑
i=1

[
max

(
X+
i −X0, X

−
i −X0, 0

)]2
, (2.1)

∆X−max =

√√√√ N∑
i=1

[
max

(
X0 −X+

i , X0 −X−i , 0
)]2

, (2.2)

Where i is an index over eigenvectors, X0 is the central value, X+ is the positive error,

and X− is the negative error [20]. This PDF uncertainty is one of the two major errors in

theoretical Monte Carlo predictions. These predictions are discussed later in Chapter 9

2.3 Color confinement and hadronization

The coupling constant for QED is relatively small at low energies, α = 1/137, and increases

slowly at high energies. In contrast, the strong coupling constant for QCD is small at high

energies and increases at low energy. This behavior leads to two properties unique to QCD:

asymptotic freedom at high energies, and confinement at low energies.

Asymptotic freedom means that the quarks and gluons behave as free particles in a high

energy environment. In this region, calculations can be done perturbatively. Confinement

prevents colored particles from ever being observed individually. For example, if a quark-

antiquark pair is pulled apart, the energy from separation allows for the production of an

additional quark-antiquark pair. As the colored objects are pulled farther apart, more and

more of these colored pairs are produced. Eventually the colored objects combine to form
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colorless particles. This process is called hadronization. In general, the colorless particles

formed are mesons (quark-antiquark pairs which form a colorless bound state), and baryons

(bound states made up of three quarks of different colors such that they all cancel). The

umbrella term for a colorless bound state made up of quarks is a hadron.

In a collider, when a quark or gluon is produced through a hard proton-proton interaction,

the quark or gluon is not directly observed. Instead, the quark or gluon hadronizes into a

spray of collimated particles called a jet.

2.4 W + jets production

A W + jets event is any collision that produces a W boson and some number of jets. In

this analysis, only events where the W boson decays into an electron and neutrino were

selected. A few Feynman diagrams are shown in Figures 2.3 and 2.4. Figure 2.3 shows two

possible diagrams of a W boson +1 jet event. In the first example, an up-quark and a down-

antiquark collide and produce a W boson and a gluon. The W boson decays leptonically into

an electron and a neutrino, and the gluon will hadronize into a jet. In the second example,

an up quark interacts with a gluon in order to produce a down-quark and a W boson which

again decays into an electron and a neutrino. It should be noted that the quark-quark-

gluon interactions are strong interactions with αs vertices, and the quark-quark-W boson

interactions are weak interactions with αEW vertices.

Figure 2.4 shows two examples of how W + 2 jet final states are formed. Both are actually

the same process as Figure 2.3b, but with an additional gluon being radiated. Figure 2.4a

shows the additional gluon being radiated from the initial state gluon, and Figure 2.4b

shows it being radiated from the final state down-quark. For each W + 1 jet diagram, there
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(a) (b)

Figure 2.3: Figure 2.3a on the left shows an up-quark and a down-antiquark colliding and
producing a gluon and a W boson, which then decays into an electron and electron-neutrino.
Figure 2.3b on the right shows an up-quark and a gluon producing a down-quark and a W
boson which decays likewise.

are several more diagrams for W + 2 jets events. Therefore, while there are relatively few

diagrams for W + 1 events, the number of possible diagrams grows quickly with the number

of jets calculated. This makes calculations for higher jet multiplicities and higher order

calculations more challenging.
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(a) (b)

Figure 2.4: Figure 2.4a on the left shows the same diagrams as Figure 2.3b with the initial
gluon radiating another gluon so that there are 2 jets in the final state. Figure 2.4b shows
the same, except that it is the final state down quark that radiates the gluon.
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Chapter 3

The LHC and ATLAS

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest and highest energy particle accelerator

in the world. The circumference of the accelerator is 27 km, crossing the border between

Switzerland and France. It was designed to collide protons at a center of mass energy of

14 TeV, and built for both precision measurements and discoveries. Two beams run opposite

each other in separate adjacent beam pipes 100 m underground. The beams collide at four

interaction points where there is a major detector constantly observing the collisions. Figure

3.1 shows the detectors ATLAS, ALICE, CMS, and LHCb around the ring.

There are over 1,200 superconducting dipole magnets, each producing a field strength of

8.4 Tesla, which are used to keep the beams going in a circle. Each of the two beam pipes is

equipped with its own set of magnets. There are 392 quadrupole magnets, which are used to

focus the beam horizontally and vertically. This is done by grouping the quadrupole magnets

in pairs. Two quadruple magnets in close proximity have a focusing effect on charged particle

beams. This is necessary since the beam pipes are quite narrow (6.3 cm in diameter). In

order to accelerate the beams to their final energies, eight radio-frequency (RF) cavities are

utilized in each beam pipe. The RF cavities serve not only to accelerate the protons, but

also to focus the beam longitudinally. The beam is not a constant stream of protons but
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Figure 3.1: This graphic shows the LHC and the four major detectors around the accelerator:
ATLAS, CMS, ALICE, and LHC-B. The actual detectors are underground, with access shafts
leading up to their respective control centers above ground. The CERN campus, located
above ground near the ATLAS control center, is also indicated [5].
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instead it is composed of “bunches” of protons (many protons traveling together in a small

time window). The bunch structure is required for RF cavities to accelerate the beams

properly. Having the protons in bunches makes it more likely to have many collisions per

crossing, and is useful in timing when the collisions occur [21]. In 2012, when the data for

this analysis were collected, the bunches were 50 ns apart. A smaller bunch spacing allows for

more bunches and thus more protons. The drawback is that less spacing between bunches

can lead to more out-of-time pile-up. This is when the energy deposited in the detector

from one bunch crossing overlaps with the energy from previous bunch crossings, potentially

confusing the energy reconstruction. This is discussed further in Section 3.1.1.

The amount of data taken by the LHC is often quantified by the integrated luminosity L

defined in equation 3.1, where DN/dt is the rate of events as a function of time t, and σ is

the total proton-proton interaction cross-section.

L =

∫
1

σ

dN

dt
dt (3.1)

Figure 3.2 shows the integrated luminosity for the data taken in 2012. The total integrated

luminosity delivered by the LHC in 2012 was 22.8 fb−1.

3.1.1 Pile-up

As mentioned earlier, a tighter bunch spacing is excellent for improving statistics, but comes

at the cost of creating more out-of-time pile-up. Out-of-time pile-up occurs because it takes

time for the energy in the detector to be measured. If two back-to-back bunch crossings

deposit energy in the same part of the detector, the energy from one interaction may overlap

with the energy from the previous one. This needs to be resolved in order to correctly
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Figure 3.2: The total integrated luminosity delivered by the LHC, recorded by the ATLAS
detector, and approved for physics in 2012 [6]

understand the kinematics of the particles from both interactions.

There is also another type of pile-up called in-time pile-up. In-time pile-up happens because

the bunches themselves each contain on average 1.15× 1011 protons and usually there are

many collisions per bunch crossing. In 2012, when the data for this analysis were collected,

there were on average 20.7 interactions per bunch crossing. These different interactions must

be separated out in order to understand the underlying physics. This is achieved by taking

very precise measurements of the trajectories of the particles and tracing them back to their

interaction points. The interaction point for an individual proton-proton collision is called

the primary vertex. Although, many collisions happen at the same time, there is a spatial

separation between the primary vertices that can be used to differentiate between collisions

and help mitigate this in-time pile-up.
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3.2 The ATLAS detector

The ATLAS detector (A Toroidal LHC ApparatuS) is an all purpose detector located at

interaction point 1 of the LHC at CERN. In order to utilize the full discovery potential

of the LHC, ATLAS needs to be able to identify all the particles of the Standard Model.

To do this, ATLAS is composed of four subdetectors: the inner detector, the liquid-argon

electromagnetic calorimeter, the hadronic calorimeter, and the muon spectrometer. The

subdetectors form concentric cylinders providing hermetic coverage of the collision, collecting

information about the energy, momenta, and trajectory of the particles. The 7,000 tonne

machine is the largest volume detector ever built for a particle collider. Many particles, such

as muons, do not interact strongly and pass through most matter. Much of the volume is

taken up by the muon detector. Because some of the interesting physics signatures produce

very high momentum muons, a large magnetic volume is needed to produce a measurable

curvature of the muon track. To accommodate this, ATLAS was built 25 m tall and 45 m

long and rivals the weight of the Eiffel Tower. In order to get it down into the man-made

cavern 100 m below ground, it was lowered down piece by piece through a service shaft seen

in Figure 3.3 [5].

With the cylindrical shape of the detector, it is natural to use cylindrical coordinates to

describe the geometry of the detector. Also, when describing collisions, it is often useful to

use pseudorapidity (defined below in Equation 3.3), which is an approximation of rapidity.

Rapidity is generally preferred because it is a more natural observable and behaves nicely

under Lorentz transformations. Rapidity is a measure of relativistic velocity given by a
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Figure 3.3: A picture of the liquid argon barrel being lowered down the service shaft for
ATLAS [5]

particle’s energy E and momentum along the beam access pz:

y =
1

2
ln
E + pzc

E − pzc
(3.2)

Rapidity is dependent on mass which varies between particles, while pseudorapidity does

not depend on mass and is easier to measure in the lab frame. In the limit of very high

energy, rapidity and pseudorapidity become the same, and so at the large energies of the

LHC, pseudorapidity is often an excellent approximation. Because of this, experimentalists

often use the Lorentz invariant rapidity, y, and pseudorapidity, η, interchangeably. It should

still be noted that for heavier particles like the W boson, this approximation breaks down.

Throughout this thesis the following right-handed coordinate system described below, and

shown in Figure 3.4, will be used unless otherwise stated.
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• z, the vector along the beam line from the center of the detector

• φ is the azimuthal coordinate

• R is the radial distance from the center of the detector

• θ, the polar angle subtended from the z-axis

• η is the pseudorapidity defined as

η = −ln
[
tan

(
θ

2

)]
(3.3)

Figure 3.4: The figure above shows a cutaway view of the ATLAS detector with the right-
handed coordinate system super-imposed over it. [5]
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3.2.1 Inner Detector

The inner detector (ID), shown in Figure 3.5, lies closest to the interaction point. It is

composed of three submodules: the pixel detector (pixel), the semiconductor tracker (SCT),

and the transition radiation tracker (TRT). The main purpose of the ID is to provide detailed

tracking information for the particles, not only to determine their trajectory and momenta,

but also to reconstruct the primary and secondary vertices of collisions. Tagging primary

vertices is useful for helping to mitigate pile-up (see Section 3.1.1), and identifying secondary

vertices is useful for b-tagging (see Section 4.4.6). The entire detector is encased in a solenoid

with the 2 Tesla field orientated along the beam line. Any charged particles originating from

collisions will be subject to a Lorentz force, and the curvature can be used to determine the

charge and momentum of the particle.

(a)

(b)

Figure 3.5: Figure 3.5a shows a cutaway view of the inner detector showing the pixel, SCT,
and TRT sub-detectors. Figure 3.5b shows a graphical representation of the head on view
where the layers of each sub-detector are clearly visible [5].
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3.2.1.1 Pixel Detector

The pixel detector is so-named because it is comprised of 1744 silicon pixel detectors (shown

in figure 3.6) that provide 80.4 million readout channels. The pixel detector provides the

finest granularity in the detector with each pixel being 50 µm in the φ direction and 400 µm

in the z direction.

Figure 3.6: A rendered close up image of a pixel module. The silicon sensor is between the
electronics containing over 46,000 pixels [7].

The pixels detect particles by measuring the ionizing energy deposited in them. As a particle

passes through a pixel it leaves behind electron/hole pairs in the silicon. When an electric

field is applied, a current is induced which can then be amplified and read out as a hit in the

detector. There are three concentric layers of pixels at R = 50.5, 88.5, and 122.5 mm that

cover a total z distance of 800 mm that make up the barrel region, and an additional three

end caps on both sides of the detector at z = 495, 580, and 650 mm.

3.2.1.2 Semiconductor Tracker

The semiconductor tracker, like the pixel detector, uses silicon as the active material. Instead

of pixels however, the SCT uses two layers of strips at the same radial distance in order to
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measure all three spatial coordinates. One layer is parallel to the beam axis while the other

is tilted by an angle of 40 mrad with respect to the beam axis. There are four coaxial sets of

these double layers making up the barrel region, that covers the volume 255 < R < 549 mm

and 0 < z < 805 mm, enabling up to 8 possible hits with a resolution of 17 µm in the R-φ

plane and 580 µm along the z-axis. In the end-caps, there are again double layers, but with

one set radial and the other angled by 40 mrad. There are 9 end-caps on either side that

cover the volume from 275 < R < 560 mm and 839 < |z| < 2735 mm.

3.2.1.3 Transition Radiation Tracker

The TRT is the outermost module in the ID and is composed of drift tubes. The tubes,

or straws, are filled with a gaseous mixture of Xe, CO2, and O2, and have an electrically

grounded wire of tungsten placed axially in the center. The straws themselves are held at

−1530 V so that there is a radial electric field within the tubes. When an ionizing particle

passes through the tube, the resulting electrical charge, produced in the gas, travels down

the wire and is read out as a signal current. The tubes in the barrel region, parallel to

the beam line, do not provide any position measurement in the z-direction but have a

resolution of 130 µm in R-φ plane. This is not as fine a resolution as the pixel or SCT, but

the TRT has many more layers. There are 73 straw planes in the barrel region covering

563 < R < 1066 mm and 0 < |z| < 712 mm. Because the tubes are stacked hexagonally

(see figure 3.7), a track that passes between straws in one plane will travel directly through

the tubes in the next plane, so there will be at least 36 hits per track. Additionally, the

forward end-cap region has 160 straw planes, where the straws are oriented radially, covering

644 < R < 1004 mm and 848 < |z| < 2710 mm. The many layers of the TRT combined

with the precision of the pixel and SCT yield a robust pattern recognition for the track
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reconstruction.

Figure 3.7: A sketch of the TRT with a particle traveling through [8].

The TRT has a second functionality in the identification of charged particles. When a

charged high-energy particle crosses a boundary with differing dielectric constants, there

can be transition radiation in the form of soft photons. The space between the tubes is

filled with polypropylene fibers in the barrel region, and foils of the same material in the

end-caps. Polypropylene has a different dielectric constant than the gaseous mixture in

the tubes. The addition of transition radiation results in a much larger energy deposit in

the tubes than just from the ionization. Lighter particles are much more likely to cause

transition radiation. Typically, electrons are the only particles light enough at the LHC to

create transition radiation and create many more hits with these large energy deposits than

heavier charged particles.
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Figure 3.8: Depiction of the electromagnetic and hadronic calorimeters [9].

3.2.2 Electromagnetic Calorimeter

Outside the ID is the electromagnetic calorimeter (ECal). The ECal is a sampling calorimeter

that uses liquid argon (LAr) as its active material to detect the energy deposited by electron

and photon showers. The absorbing material used is lead, which is alternated with the LAr

in an accordion style pattern shown in Figure 3.9. The unusual looking pattern was chosen

to prevent any gaps in the φ coverage. When a photon or electron hits the lead it begins

to shower. An electromagnetic shower is characterized by radiation length X0, defined as

the average distance a particle travels before it has radiated a factor of 1/e of its energy.

Electrons and positrons will typically radiate photons, and photons will typically split into

electron-positron pairs. When the energy of the photons falls below the threshold for pair

production, the photons continue to deposit energy through processes such as Compton

scattering. A high voltage is applied across the LAr, so the electron-ion pairs produce a
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signal that is read out as a current. The current per daughter particle is the same, so the

total current is proportional to the number of particles in a given region. Combining all the

regions of a shower make it possible to infer the energy of the particle.

Figure 3.9: A sketch of the accordion structure of the lead-LAr layers in the barrel of the
ECal [9].

The calorimeter has two main parts: the barrel covering |η| < 1.475 and the end-caps

(1.375 < |η| < 3.2). The end-caps (EMEC) have a concentric outer wheel (1.375 < |η| < 2.5)

and inner wheel (2.5 < |η| < 3.2). There is a presampler that covers the region |η| < 1.8,

which is used to correct for the energy lost in the inner ATLAS detector. The barrel is

made up of three radial layers with coarser granularity as R increases. Layer 1, having the

finest coverage in η, where ∆η = 0.003, also has the coarsest φ resolution ∆φ = 0.1. This
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is compensated for in layer 2 and 3, however, where the φ resolution is 0.025. Layer 1 is

4.3X0 in the radial direction, while the second layer is 16X0 radially; most of the energy

from an electromagnetic shower is deposited in layer 2. Layer 2 also has an η resolution of

∆η = 0.025. Finally, the third and last layer has the largest granularity ∆η = 0.05, and

has the shortest radial dimension (2X0). Generally, electromagnetic showers that make it

to the third layer are wide enough where this is sufficient resolution. The outer wheel of the

end-caps also has three layers to help extend the resolution of the barrel and the inner wheel

also has two layers [10]. In the region of precision physics (|η| < 2.5), where the ECal has

3 layers, there is enough angular resolution to help distinguish between a photon (γ) and

a neutral pion (π0) π0 almost always decays into a photon pair which can be distinguished

from a single photon up until high pT where the photons eventually become too collinear to

distinguish.

3.2.3 Hadronic Calorimeter

The hadronic calorimeter lies beyond the LAr detector as shown in Figure 3.8. The hadronic

calorimeter is meant to measure the energy deposited from jets that was not contained in the

ECal. It is a sampling calorimeter with the active material being scintillating tiles in a steel

matrix, which act as the absorbing material. Thus, the calorimeter is often called the Tile

Calorimeter or TileCal. Light travels out two sides of the scintillators through wavelength

shifting fibers where it is read out by photomultiplier tubes (PMTS). A single section of

the TileCal is made up of 64 modules in the φ-direction. Figure 3.10a shows one of these

modules and the arrangement of the steel, tiles, fibers, and PMTS. The source tube holes

shown are for calibration from the transit of a Cesium source. A set of 64 modules make up

the barrel region. There are also 64 modules that make up either extended barrel totaling
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192 modules in the TileCal.

The modules are divided up into cells as shown in Figure 3.10b. There are three radial

layers of cells, A, BC (just B in the extended barrel) and D, and there is one cell in the

A and BC layer per 0.1 η. The D cells tend to vary in length, as do the cells in the gap

region. The gap region is the space between the barrel and the extended barrel where there

are electronics for the inner detector and other services. The barrel covers an η range of

|η| < 1.0 and the extended barrel covers 0.8 < |η| < 1.7. Similar to how electromagnetic

showers are characterized by radiation length X0, hadronic showers are characterized by

interaction length λint. Interaction length is defined as the mean free path of a hadron

before it interacts with atomic nuclei. It is typically much longer than radiation length.

Layers A, B, and D are 1.5, 4.1, and 1.8 λint respectively in the central barrel, and 1.5, 2.6,

and 3.3 λint in the extended barrel.

Inside the extended barrel, beyond the ECal, lies the LAr hadronic end-cap calorimeter

(HEC). The HEC is also a sampling calorimeter using LAr and shares the same cryostat

as the EMEC, but instead of lead it uses copper as the absorption material. The flat plate

design is shown in Figure 3.11. The calorimeter is made of two wheels: the front wheel

HEC1 containing 24 copper plates of 25 mm thickness, and the rear wheel HEC2 containing

16 plates 50 mm thick. The thinner plates in HEC1 provide a finer sampling, yielding better

resolution for the front end of the showers. The HEC covers an η range 1.5 < |η| < 3.2,

overlapping with the extended barrel of the TileCal.

Also sharing the same cryostat as the HEC and the EMEC, the forward calorimeter (FCal)

also uses LAr as the active material. Composed of three wheels, the first wheel (FCal1) uses

copper as the absorption material, and the second two (FCal2 and FCal3) use tungsten. In

total, the three wheels cover the very forward range 3.1 < |η| < 4.9. FCal1 is designed to
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Figure 3.10: Figure 3.10a shows a scale representation of a TileCal module showing the tiles
and readout. Figure 3.10b shows TileCal cells in one half of the barrel and extended barrel
also to scale [9].

29



Figure 3.11: A sketch of the flat-plate design of the LAr hadronic end-cap [10]
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pick up electromagnetic showers and is made of copper plates stacked perpendicular to the

beam line with holes drilled through the plates for the electrodes (see Figure 3.12a). The

electrodes consist of a coaxial copper rod inside a copper tube with a fiber wrapped around

the rod to separate the two and LAr fills the gap. FCal2 and FCal3 are very similar except

that the rods are tungsten and instead of the electrodes being embedded in copper plates

they suspended in an array of tungsten slugs shown in Figure 3.12b.

(a) (b)

Figure 3.12: 3.12a shows a cross section of FCal1 with the electrodes a copper matrix. 3.12b
shows the structure of FCal2 and FCal3 in a tungsten matrix [10].

3.2.4 Muon Spectrometer

Muons, because they decay weakly, and have longer decay times, tend to pass through the ID

and calorimeters without depositing much energy. In order to detect and measure muons, the

muon spectrometer comes into play. The muon spectrometer is the outermost and largest

part of the detector, and is encased in a system of three toroidal magnetic fields; muons

exiting the detector pass through the field and curve due to the Lorentz force. Measuring

31



the bend in the trajectory provides the momentum of the muon. In the barrel region of

the muon system, there are three cylindrical layers concentric around the beam axis. The

end-caps also have three chambers, but perpendicular to the beam axis.

Figure 3.13: A cut-away view of the muon system [5]

There are four main components of the muon system (Figure 3.13). Two of the components

are used for precision tracking information: the monitored drift tubes (MDT), which cover

|η| < 2.7, provide a z-axis resolution of 35 µm, and the cathode strip chambers (CSC),

covering 2.0 < |η| < 2.7 provide an R × φ resolution of 40 µm × 5 mm. The other two

components are used for triggering. In the barrel (|η| < 1.05), resistive plate chambers

(RPC) are used and in the end-cap (1.05 < |η| < 2.7), thin gap chambers (TGC) are used.

The RPC’s have a resolution of 10 mm and 10 mm in z and φ respectively, and the TGC
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of 2-6 mm and 3-7 mm in R and φ. The trigger components provide not only additional

tracking information in the direction orthogonal to that of the precision tracking, but also

time resolution used for bunch-crossing identification.
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Chapter 4

Object Reconstruction

4.1 Tracks

When a charged particle passes through the Inner Detector, it produces electron/hole pairs

in the silicon of the pixel and SCT detectors, and ionizing radiation in the TRT. When

it does this, the detector reads out a “hit” at the point the particle passes through. It is

possible to have up to 3, 4, and 361 hits from the pixel, SCT, and TRT respectively. The

hits alone do not provide much information, but if they are fit to a track, the charge and

momentum of the particle can be determined, as the tracking system lies within a solenoidal

magnetic field of 2 Tesla. In order to do this we make use of the Kalman filter algorithm.

4.1.1 Kalman filter algorithm

The Kalman filter algorithm [22] starts at the innermost part of the detector by creating

track seeds from hits in the pixel and SCT. A window oriented in the direction of the track

seed is then used to find other potential hits deeper in the ID. Hits within this window are

collected and potential tracks are formed using a simplified Kalman filtering algorithm. The

Kalman filtering algorithm uses the following variables to determine the quality of a track:

• q
p - the charge of the particle divided by its momentum

1It is possible for low momentum tracks to curl in which case more hits are possible from hitting the same
layer twice or more.
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• φ0 - the angle with the x-axis in the x−y plane at the perigee point

• θ0 - the angle with the beam line in the r−z plane at the perigee point

• z0 - the longitudinal impact parameter, the z coordinate of the track at the perigee

point

• d0 - the signed transverse impact parameter, the closest distance to the beam line in

the transverse plane

Figure 4.1: The track parameters for a charged particle track in the Inner Detector are
shown. V indicates the vertex of the track and P is the point of closest approach (perigee).
The transverse impact parameter d0, and the azimuthal angle φ0 are shown in the x − y
plane. The longitudinal impact parameter z0, and the polar angle are shown in the r − z
plane [11].

The algorithm is iterative, at each layer, the track is re-evaluated and extrapolated to the

next layer. The aim of the track fitting is to get precise measurements and track parameters

for the inner and outermost points of the track.

Once tracks have been fitted, fake tracks that can result from insufficient hits or ambiguities

must be vetted. To do this, tracks are scored based on whether they are fully reconstructed

or remain as segments, and which detectors contribute to the track. The Pixel hits provide
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higher scores since they are of higher precision than the SCT and TRT. The highest scoring

tracks are kept and the lower scored tracks are discarded.

4.2 Electrons

Electron reconstruction in the central region of the detector starts by identifying energy

clusters in the EM calorimeter, and matching them to tracks from the Inner Detector.

4.2.1 Electron cluster reconstruction

Electrons entering the EM calorimeter shower and deposit energy in groups of cells. The

first step in identifying potential electrons is finding clusters of cells with energy deposited

in the EM calorimeter. This is done using the sliding-window cluster algorithm.

The sliding-window algorithm starts by looking at the η−φ plane and dividing the calorimeter

up into towers that can be summed longitudinally in the three layers of the ECal. The ECal

cells form a grid in η−φ space that is 200 × 256 cells wide, with a resolution ∆η × ∆φ =

0.025 × 0.025 (see Section 3.2.2). A 3 × 5 sliding-window is then moved around the grid

and the transverse energy of the cells in the window are summed. As the window moves,

it identifies local maxima above some threshold energy EthreshT , which are used to form

preclusters. The position of the precluster is calculated as the energy weighted center of a

smaller 3 × 3 window. The smaller window used for the position calculation is chosen to

help reduce noise. Finally, to prevent the same cluster from being reconstructed twice, there

is an isolation cut. If there are two preclusters with positions within a 2 × 2 window, the

lower energy cluster is removed. The algorithm is complete once the entire 200 × 256 grid

has been checked. The final clusters with a transverse energy above 2.5 GeV then move on
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to track association.

4.2.2 Electron track reconstruction

Electron track reconstruction is performed in two parts: pattern recognition and track fitting.

In 2012, an electron-specific pattern recognition and track fitting process was introduced,

which takes into account the energy loss from bremsstrahlung and improves electron re-

construction. The process first assumes that the particle is a pion to estimate the energy

loss in the material of the detector. If a track seed (three hits in the silicon detectors with

transverse momentum greater than 1 GeV) cannot be extended to a full track (at least seven

hits including the TRT), then pattern recognition is re-done assuming the particle to be

an electron. The pattern recognition for the electron allows up to 30% energy loss at each

material surface to account for bremsstrahlung.

The fitting is done with the ATLAS Global χ2 Track Fitter [23] assuming the same particle

from pattern recognition. If the fitting fails while assuming a pion, it is re-done assuming

an electron. The track fit for the electron is the same as for the pion except that an extra

term is used to account for bremsstrahlung.

Tracks from the ID are extrapolated to the middle layer of the ECal. These extrapolated

tracks are compared to the positions of the clusters found using the sliding window algorithm.

Tracks are considered loosely matched if one of the following requirements is met:

i The difference in η between the center of the EM cluster and the track must be within

0.05, and the difference in φ must be within either 0.2 on the side of the cluster the track

is bent towards, or 0.05 in the opposite direction.

ii After rescaling the momentum of the track to the measured cluster energy, the track
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must be within 0.05 in η, and the difference in φ must be within 0.1 on the side the track

is bent towards, or 0.05 in the opposite direction.

Requirement ii allows for matching in cases where there is significant energy loss before

the calorimeter. The bremsstrahlung is assumed to have occurred in the ID or the solenoid

before the calorimeter, which will change its trajectory. Matched tracks at this point are

re-evaluated using the Gaussian Sum Fitter (GSF) [24]. These tracks are then used to do

the final track-cluster matching to build the electron candidates and provide information for

particle identification.

4.2.3 Electron candidate reconstruction

The GSF refitted tracks are now required to match in φ within 0.1 (not 0.2). More than

one track can be associated with a cluster. While all tracks are kept, the best matched

track is chosen as the primary track to determine kinematics and charge, and to determine

the electron identification decision. The primary track, in general, is the track closest to

the barycenter of the cluster. In the case where there are two tracks whose distance to the

barycenter is within 0.01 of each other in η−φ, the track with more hits in the pixel detector

is chosen. Hits in the first layer of the pixel detector are weighted twice as much, in order

to prefer tracks with early hits. If the two tracks have the same number of hits in the pixel

detector, the closer track is taken.

Finally, the energy of the cluster, and cells within the cluster, are calibrated using a multivari-

ate analysis [25] trained on large samples of single-electron Monte Carlo events run through

full detector simulation using the GEANT4 [26] simulation. Monte Carlo are software that

use theoretical principles to produce events that model data.
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4.2.4 Electron identification

Now that the electron candidates are reconstructed, the final step is to identify which elec-

trons are suitable for analysis. For the analysis in this thesis, electron identification was done

with a cut-based approach. It is possible for jets and photons to be mistakenly constructed

as electrons instead. Variables describing the shape of the showers (outlined in Table 4.1)

are used to discriminate against these background sources.

For the cut-based approach, each variable is sequentially required to be within some limit,

and if it is not, the electron candidate is discarded. There are three levels of stringency:

loose, medium, and tight, and electrons that pass these cuts are accordingly called loose,

medium, and tight electrons. Tight electrons are a subset of medium electrons, and medium

electrons are a subset of loose electrons. With increasing tightness, more variables are cut

upon, and the cuts become stricter. The variables used in each type of electron cut are

outlined in Table 4.2. The more rigid the cuts, the more likely it is the electrons selected are

not background, but at the cost of discarding some signal electrons. Each set of cuts, loose,

medium, and tight, are dependent on both η and ET . The cuts must be energy dependent

since the shape of the shower is energy dependent, e.g. more energetic showers are narrower,

and also the cuts must vary in η due to non-uniformity in the amount of passive material

the electron must pass through in the detector. There are 10 bins in η and 11 bins in ET ,

on which the cuts are dependent.
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Electron Discriminating Variables

Type Description Name

Hadronic
leakage

Ratio of ET in the first layer of the hadronic
calorimeter to ET of the EM cluster (used over the
range |η| < 0.8 or |η| > 1.37)

RHad1

Ratio of ET in the hadronic calorimeter to ET of the
EM cluster (used over the range |η| < 0.8 or |η| > 1.37)

RHad

Back layer of
EM calorimeter

Ratio of the energy in the third later to the total layer f3

Middle layer of
EM calorimeter

Lateral shower width,√(
ΣEiη

2
i

)
(ΣEi)− ((ΣEiηi) / (ΣEi))

2, where Ei is the

energy and ηi is the pseudorapidity of cell i and the
sum is calculated in a window of 3× 5 cells

W
η2

Ratio of the energy in 3× 7 cells to the energy in 7× 7
cells centered at the electron cluster position

Rη

Strip layer of
EM calorimeter

Shower width,

√(
ΣEi (i− imax)2

)
/ (ΣEi), where i

runs over all strips in a window of
∆η ×∆φ ≈ 0.0625× 0.2, corresponding typically to 20
strips in η, and imax is the index of the highest-energy
strip

wstot

Ratio of the energy difference between the maximum
energy deposit and the energy deposit in a secondary
maximum in the cluster to the sum of these energies

Eratio

Track quality Number of hits in the b-layer (discriminates against
photon conversions)

nBlayer

Number of hits in the pixel detector nPixel
Total number of hits in the pixel and SCT detectors nSi
Transverse impact parameter d0

TRT Total number of hits in the TRT nTRT
Ratio of the number of high-threshold hits to the total
number of hits in the TRT

FHT

Track-cluster
matching

∆η between the cluster position in the strip layer and
the extrapolated track

∆η1

∆φ between the cluster position in the middle layer
and the extrapolated track

∆φ2

Ratio of the cluster energy to the track momentum E/p
Conversions Veto electron candidates matched to reconstructed

photon conversions
isConv

Table 4.1: Definition of electron discriminating variables [1].
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Electron identification cuts

Name Loose Medium Tight

RHad1 X X X
f3 X X
W
η2 X X X

Rη X X X
Wstot X X X
ERatio X X X
ηBlayer X X
ηpixel X X X
ηSi X X X
d0 X X
ηTRT X X
FHT X X
∆η1 X X X
∆φ2 X
E/p X
isConv X

Table 4.2: The variables used in the different selections of the electron identification menu
[1].

4.3 Muons

Muons are able to interact with multiple subdetectors in ATLAS and so there are several

different sets of criteria that can be used to reconstruct them. Information about muons can

be used from the ID, the calorimeters, and of course the MS. Depending on which set of

criteria is used, there are four different kinds of muons: stand-alone (SA) muons, segment-

tagged (ST) muons, calorimeter-tagged (CaloTag) muons, and combined (CB) muons.

SA muons are reconstructed using only the MS. SA muons must pass through at least two

layers of the MS chambers to provide a track measurement. Since the angular acceptance

of the ID extends only to |η| < 2.5, SA muons can be used to extend the acceptance to

|η| < 2.7.

ST muons combine tracks from ID with tracks from the MS. If a track from the ID is
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extrapolated out to the MS and matches with a track segment from at least one layer of the

MS, an ST muon can be reconstructed. The track segment from the MS must be from either

the MDT or CSC chambers. ST tracks can also be used to increase acceptance where only

one layer of the MS is hit.

CaloTag muons require a track from the ID to be matched with an energy deposition from

the calorimeters. CaloTag muons have the lowest purity but can be used to gain statistics

in the uninstrumented regions of the MS.

CB muons are the main type of muons reconstructed at ATLAS. CB muons are formed

from the successful combination of a track from the ID and a track from the MS. These

must be full tracks, not segmented tracks like those used to reconstruct ST muons. These

muons have the highest purity and are used in most analyses at ATLAS. The advantage to

using CB muons, in addition to high purity, is that the track parameters from the ID are

available making the kinematics more reliable [27]. Additionally the track parameters can

have further restrictions applied if the analysis requires it. CB muons are used in the cosmic

muon analysis described in Appendix A.

4.4 Jets

Jets are the result of what happens when a parton goes through the process of parton

showering and hadronization. When a colored object, such as a quark or gluon, is produced

in a collision, it cannot exist as a final state particle. The parton radiates and produces a

parton shower. After the shower evolves to a small scale ( 1 GeV), the quarks and gluons

combine to form hadrons. Since the initial parton is highly boosted, the final state hadrons

are collimated into a narrow cone which we call a jet. It is preferable to sum the momenta
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of the jet’s constituents and treat it as one hard object rather than many soft particles. For

this task we use jet algorithms. Jet algorithms also attempt to sort the constituents such

that, if there is another jet nearby, the appropriate particles are sorted into the proper jet.

4.4.1 Anti-kT algorithm

Jets in this analysis were all constructed using the anti-kT algorithm [28], so it will be de-

scribed in detail here. The anti-kT algorithm is a clustering algorithm. Clustering algorithms

start with merging particles that are close in a variable called the “distance measure” to form

a cone of a given radius. This process is iterated until all particles are clustered into jets.

In general the distance measure for the kT family of jet algorithms between particles i and

j is

dij = min
(
k

2p
T i, k

2p
Tj

) ∆2
ij

R2
, (4.1)

where kTi is the transverse momentum of the ith particle, ∆ij is the spatial separation

between the ith and jth particles in η−φ space, R is the given jet radius, and p is the pa-

rameter that determines the relationship between energy and spatial distance. The distance

diB between particle i and the beam is

diB = k
2p
T i. (4.2)

All possible distance measures dij and diB are computed to find which is smallest. If the

smallest is a dij measure, then the particles are combined and the distances are recalculated.

If the smallest is a diB measure, then particle i is separated and called a new jet. The distance

measures are continuously recalculated like this until all particles have been clustered.
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The parameter R scales dij but not diB . This has the effect that any final pair of clustered

jets will be spatially separated by at least R. This distance is often referred to as the cone

size or jet radius. The parameter p is what determines what kind of algorithm is being used.

In general it can be 1, 0, or -1. For the anti-kT algorithm, the parameter p is set to -1.

Setting p to 0 yields the Cambridge/Aachen algorithm which only takes into account the

spatial separation of the particles. This has been shown to be especially useful in studying

the substructure of jets. Setting p to 1, yields the kT algorithm which takes into account

the momentum of the particles. Finally setting p to -1 for the anti-kT algorithm also takes

into account the momentum of the particles but has the added effect of being less sensitive

to pile-up and the underlying event.

4.4.2 Topological clustering algorithm

The analysis makes use of topological (topo) clusters as the inputs for the jet clustering algo-

rithm. Topological clusters are 3-dimensional energy clusters meant to group cells from the

hadronic or electromagnetic calorimeters into “energy blobs” based on their energy content

and neighbor relations.

In order to form these clusters, the first step is to identify seed cells. Seed cells are determined

by having an energy content with a signal to noise ratio above some threshold tseed. The

default ratio at ATLAS which is used in this analysis is 4. The noise is determined as the

quadratic sum of both electronic noise and noise from pile-up (see Section 3.1.1).

σtotal =
√
σ2
electronic + σ2

pileup. (4.3)

The electronic noise is measured when the beam is down and the pile-up noise is determined
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from Monte-Carlo simulation. Once the seeds have been set, the cells directly neighboring

the seed cells are checked to see if they have a ratio above a lower threshold tneighbor (the

ATLAS default is 2). If they do, and the neighboring cell is not also a seed cell, they are

then added to start to form clusters. If two clusters share a neighboring cell, the clusters are

merged. After clusters have been formed, perimeter cells with a signal to noise ratio greater

than tcell are added. The ATLAS default is 0, so this includes all positive cells. A final step

exists in the algorithm where any clusters with total energy below a threshold of Ecut are

dropped. The default cut used is |Ecut| = 0. Because of the default thresholds, this noise

suppression algorithm is often referred to as the 4-2-0 scheme.

Ideally these clusters would always be well isolated from each other; however this is not

always the case. Cluster splitting is used to keep the clusters from growing too large and

clustering different showered particles together. Local energy maxima are identified to split

clusters. These are now called topo-clusters.

4.4.3 Jet Energy Calibration

Since the TileCal is a sampling calorimeter, not all of the energy is deposited into the active

portion of the calorimeter. The actual kinematics of the jet must now be estimated.

4.4.3.1 Local cluster weighting

After the topo-clusters are constructed, a local cluster weighting (LCW) correction is used

to form a second set of topo-clusters. The goal of the LCW method is correct for the non-

compensating nature of the detector. The “non-compensating nature of the detector” refers

to the fact that the calorimeters measure energy differently from electrons and photons, than

from hadrons. The hadronic calorimeter is tuned to hadrons, but energy from electromag-
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netic objects is still deposited in it. Without compensating for this fact, the energy will be

mismeasured. LCW corrections are determined through Monte Carlo simulation of charged

and neutral pions. The correction is applied probabilistically cluster by cluster. LCW is

reviewed in depth in Ref. [29].

4.4.3.2 Origin correction

After the LCW corrections have been applied, the new topo-clusters are matched to the

first primary vertex. By default, it is assumed that the jet originated from the center of

the detector, but a better assumption is that it came from the first primary vertex of the

interaction. The first primary vertex is defined as the vertex that has the largest Σp2
T of

tracks with at least 400 MeV associated with it. The origin correction changes the four-vector

of the jet such that the energy remains unchanged, but the trajectory now points toward the

first primary vertex.

4.4.3.3 Pile-up correction

To reduce the effects from pile-up on jets, an area based subtraction method is used. Looking

at the jets in the η × φ plane, two variables are defined: A, the area of the jet in this plane,

and ρ, the energy density. The area is defined using an active areas algorithm in which ghost

particles (particles with infinitesimal momentum) are uniformly added to the event and the

jets are reclustered. The number of ghost particles clustered into the jet is a measure of its

area. The energy density of each jet is then simply the pT /A and the energy of the event is

the median energy density of the jets. The pile-up energy density is calculated using the kT

algorithm, for R = 0.4 jets reconstructed in the central region (|η| < 2.0). The correction is

dependent on the variables associated with pile-up: the number of primary vertices (NPV )
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and the average number of interactions per bunch crossing 〈µ〉. The correction is given by

pcorrT = pconstT − ρ× A− α× (NPV − 1)− β × 〈µ〉, (4.4)

where α and β are the jet size and algorithm based variables determined from Monte Carlo,

and pconstT is the jet pT from the topo-cluster.

4.4.3.4 Jet energy scale correction

The jet energy scale (JES) correction is a scaling factor applied to the jet energy, derived

from the comparison of reconstructed jet energy to the true jet energy using Monte Carlo.

The JES factor is found using isolated jets from an inclusive jet Monte Carlo sample after

the origin and pile-up corrections are applied. It was found that the JES correction has an

angular dependence and so the JES factor is dependent on η [29].

4.4.3.5 Global Sequential Correction

It turns out that there is a response difference between jets initiated by quarks and jets

initiated by gluons by up to 8% which is not taken into account by the JES correction. This

difference in the past was responsible for large uncertainties in the JES correction. Part of

this difference is due to “punch-through”, which happens when a jet is energetic enough that

not all of its energy is contained within the calorimeter. In order to improve this, further

corrections are applied.

These corrections are done using Monte Carlo and are done in order based on the following

variables:

1. The fraction of energy deposited in the first layer of the tile calorimeter.
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2. The fraction of energy deposited in the third layer of the electromagnetic calorimeter.

3. The number of tracks with pT > 1 GeVassociated to a jet.

4. The pT-weighted transverse width of the jet measured using tracks with pT > 1 GeV

associated to the jet.

5. The amount of activity behind the jet as measured in the muon spectrometer.

The first two corrections are skipped in this analysis since they are already taken care of in

the LCW correction. More can be read about the GSC correction in Ref. [29, 30].

4.4.4 Jet Vertex Fraction

With more pile-up, there is more energy from the hard scattering that is not associated

with jets, and it becomes harder to reconstruct jets properly. The precision of the jet

measurements suffer from this. Placing a cut on the jet vertex fraction (JVF) can help

suppress the uncertainties associated with pile-up.

JVF is a measure of the amount of jet energy associated with a particular primary vertex.

It is defined as the summed transverse momentum of all tracks matched with a particular

jet track
jet
k and primary vertex PV0, divided by the summed momentum from all tracks

associated with a jet track
jet
l regardless of what PVn to which they are matched [31].

JVF(jet,PV0) =
ΣkpT(track

jet
k ,PV0)

ΣnΣlpT(track
jet
l ,PVn)

(4.5)

Therefore, JVF ranges from 0 to 1, where the larger it is, the more likely a jet is associated

with a primary vertex. Jets are required to have a JVF > 0.5.
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4.4.5 Jet Overlap

Electrons and jets are reconstructed separately from each other and so it is possible to

mistakenly reconstruct the same object as both a jet and an electron. This happens not just

from coincidence, but even more likely from an electron carrying a significant momentum

fraction of the jet being reconstructed as a final state electron. In order to avoid this, an

isolation cut is applied on jets to make sure they are not in proximity to electrons. Jets

within a radius of ∆R < 0.2 of a reconstructed electron are assumed to actually be electrons

and are removed from the event. Then if there is a jet within ∆R < 0.4 of an electron, the

event is vetoed.

In the 2011 W + jets analysis, jets were only considered as signal jets if they did not overlap

with the selected electron within ∆R < 0.5. In 2014 the ATLAS recommendation for

jet-electron isolation changed [32]. The new recommendation suggests to veto events with

jet-electron overlap, in contrast to simply excluding jets that do not make the isolation cut.

A study was conducted comparing these two methods. To be precise for this study: when

applying the 2014 recommendation, jets with an electron within ∆R < 0.2 are first removed

and then events with an overlap ∆R < 0.4 are vetoed. As mentioned before, the ∆R < 0.2

removal is to protect against double counting since the electrons are treated as jet structures

early in the analysis code.

The comparison of the 2014 treatment with respect to the previous 2011 W + jets treatment

is shown in Figure 4.2 for the exclusive jet multiplicity, lead jet pT, HT, and ∆R separation

between the two lead jets. The effect is more pronounced at larger jet multiplicity where

the effect of having more jets is that there is more likely one near an electron, but the effect

is negligible at low jet multiplicity. The same is true for larger energies which generally
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correspond to larger jet multiplicities. As a result of this study, the new 2014 treatment for

jet-electron overlap removal was adapted for this analysis.

4.4.6 b-tagging

It is often useful to differentiate the b-quark jets (b-jets) from other types of jets. In this

analysis, events with b-jets are rejected in order to help reduce the background from events

with a top and antitop (tt̄) (detailed further in Section 5.3). This is not generally easy since

jets appear similar in the detector. However, there are some attributes of b-jets that can

help distinguish them. For example, hadrons containing a b-quark have a lifetime on the

order of 1.5 ps before they decay and hadronize. This means that tracks traced back to

the vertex of the b-jet will be a measurable distance away from the primary vertex of the

collision. As such, observing the impact parameter, or identifying a jet that comes from a

secondary vertex will help identify jets that are likely from b-quarks. Additionally since the

b-quark is more massive relative to its decay products than lighter jets, the constituents of

the jet tend to be more spread out in the detector [33].

This analysis uses a multivariate tagging algorithm called MV1. The most discriminating

variables that describe the impact parameter, secondary vertices, and jet topology are run

through neural networks, and weighted probabilities are output. The multivariate tagging

algorithm uses these probabilities to tag which jets are b-jets [34].

4.5 Missing transverse energy

The final state particles should have the same total momentum as the initial particles from

the collision (conservation of momentum). Since the initial state particles are the quarks and
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Figure 4.2: The comparison of removing jets within ∆R < 0.5 of electrons to vetoing events
containing an overlap within ∆R < 0.4
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gluons within the protons, the amount of z-momentum that each one carried is unknown,

but there is little initial momentum in the transverse direction. Therefore, the transverse

components of all the final state particles should add to zero, within the measurement res-

olution of the detector. Any non-zero transverse momentum is indicative that some energy

was not reconstructed in the detector; this energy is labeled missing transverse energy Emiss
T

(MET). If this energy is significant, it is likely from neutrinos which do not deposit energy

in the detector, since they are charge neutral and interact only weakly. When computing

Emiss
T , all energy deposited in the detector is included in the vector sum, including energy

not associated with reconstructed objects (soft terms). Emiss
T is defined then as the negative

vector sum of all the transverse momentum in the detector.
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Chapter 5

Data and backgrounds

The data used in this analysis were recorded by ATLAS in 2012 during the proton-proton

collision run with a center of mass beam energy of 8 TeV. During this run the bunch cross-

ings were separated by 50 ns. The average number of inelastic proton-proton collisions per

bunch crossing 〈µ〉 was 20.7 and the peak instantaneous luminosity1 was 7.7× 1033 cm2s−1.

Excluding parts of the run that did not meet data-quality requirements, the integrated lu-

minosity was 20.2 fb−1.

Most of the collisions do not produce events relevant to this analysis, namely those with a

W boson decaying to an electron and neutrino as well as some number of jets. In order to

select the events of interest, a series of cuts are performed as described in detail in Section

5.1. Many of the events that pass the selection are actually background. For example,

an event with only jets and no W boson produced can potentially have a jet mismeasured

as an electron with enough missing transverse energy to look like a W boson decay. This

event might pass the event selection despite not being a signal event. In order to account

for this, background events are estimated using various data-driven techniques and Monte

Carlo described in more detail in Sections 5.2-5.4.

1Instantaneous luminosity is the number of protons passing through a given area in a given amount of
time
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5.1 Data selection

Events are first selected using a single electron trigger requiring either that the event contains

at least one isolated electron with a transverse momentum greater than 24 GeV or any

electron with at least 60 GeV. For this trigger algorithm, the electron is considered to be

isolated if a variable called isolation momentum is less than 10% of the electron’s transverse

momentum. Isolation momentum is defined as the sum of the pT of reconstructed charged-

particle tracks with pT greater than 1 GeV within a cone of size ∆R < 0.2 around the

electron (not including the track of the electron). The isolation cut reduces the trigger rate,

allowing the threshold pT to be set lower at 24 GeV. The higher 60 GeV trigger is set high

to compensate for the lack of an isolation requirement.

All events are required to have at least one reconstructed vertex with at least three associated

tracks each having pT greater than 400 MeV. The vertex with the highest Σp2
T associated

with it is considered to be the primary vertex (PV).

5.1.1 Electron selection

Reconstructed electrons must meet the tight electron ID requirements introduced in Section

4.2.4 (and further discussed in Ref [1]). Electrons must then have a transverse momentum

of at least 25 GeV and have a pseudorapidity within the range |η| < 2.47 excluding 1.37 <

|η| < 1.52. This η-range is excluded due to it being the region where the barrel calorimeter

transitions to the endcap, and there is a gap containing dead material. The dead material

increases the uncertainty associated with reconstructing the electron energy. The electron

needs to originate from the PV. To check that this is the case, the impact parameter d0 must

be less than five times its uncertainty (|d0|/σd0
< 5) and |z0 · sin θ| must be smaller than
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0.5 mm, where z0 is the longitudinal impact parameter and θ is the polar angle (see Section

4.1.1).

Furthermore a track-based and a calorimeter-based isolation restriction is placed on the

the electron as well. Similar to the isolation from the trigger, the sum of pT of the tracks

within ∆R < 0.3 of the electron (excluding the electron track) are defined as pcone30
T . The

tracks contributing to the sum are required to have pT > 400 MeV and impact parameters

|d0| < 1.5 mm and |z0| < 1.0 mm. This variable pcone30
T is required to be less than 7% of the

electron’s transverse energy. For the calorimeter based isolation, the sum of the positive EM

topological clusters in a radius ∆R < 0.3 is called isolation energy Econe30
T . The energy from

the electron, corresponding to the 5 × 7 cells in the barycenter, is subtracted off the sum,

and the energy is corrected to compensate for energy leakage as well as in-, and out-of-time,

pile-up. The isolation energy is then required to be less than 14% of the electron’s transverse

energy.

5.1.2 Jet selection

Jets are constructed using the anti-kT algorithm described in Section 4.4.1, and are required

to have pT > 30 GeV and a rapidity |y| < 4.4. To suppress jets from out-of-time pile-up, jets

with pT < 50 GeV are required to have at least 50% of their transverse momentum arise from

tracks associated with the primary vertex (JVF > 0.5 see Section 4.4.4). This requirement

is applied to jets within the acceptance of the inner detector (|η| < 2.4), where tracking

information is available.
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5.1.3 Event selection

Events are required to have exactly one electron passing all cuts. If a second electron

exists passing the medium identification, with pT > 20 GeV and |η| < 2.47 (excluding

1.37 < |η| < 1.52), the event is rejected. To avoid an already identified electron being

counted as a jet, any jet within a cone ∆R < 0.2 of an electron is removed from the event.

This is to suppress background from Z → ee. After this, if a jet is within ∆R < 0.4 of

an electron, the event is rejected. This ensures that particles are well isolated and prevents

energy contamination.

The event is required to have Emiss
T > 25 GeV, consistent with the presence of a neutrino. Fur-

thermore, the transverse mass of the W boson, defined as mT =
√

2peTp
ν
T (1− cos (φe − φν)),

must be greater than 40 GeV, where peT and pνT are the transverse momentum of the electron

and neutrino (same as the Emiss
T ) respectively, and φe and φν are the φ-coordinates of the

electron and neutrino respectively.

Finally, to suppress background from tt̄ decays, jets containing b-quarks are identified using

the b-tagging process described in Section 4.4.6. If the event contains a b-jet, the event is

vetoed. The event selection is detailed in Table 5.1.

5.2 Multi-jet Background

The multi-jet (MJ) background comes from events containing only jets, where one of the jets

is misidentified as an electron. There are three main ways this can happen: A light flavor

jet (one originating from an up, down, or strange quark) is misidentified as an electron, a jet

containing a charm or bottom quark has the hadron decay into an electron, or an electron
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Pre-selection

Vertex Primary vertex with Ntracks ≥ 3

Electron selection

Pseudorapidity |η| < 2.47 (excluding 1.37 < |η| < 1.52)
Electron ID Tight
Electron pT pT > 25 GeV

Electron Isolation pcone30
T /pT < 0.07 and Econe30

T /ET < 0.14
Electron impact parameters |d0/σd0

| < 5 and |z0 · sin(θ)| < 0.5

W → eν selection

Z veto no second electron fulfilling Medium identification, as well as
pseudorapidity requirement, and pT > 20 GeV

Electron-jet distance ∆R(selected electron,signal jet) ≥ 0.4

Missing energy Emiss
T > 25 GeV

Transverse mass mT > 40 GeV
B-jet veto No b-jet (pT > 20 GeV)

Table 5.1: Requirements for electron selection and event selection defining the signal region.
Events not passing these cuts are discarded from the analysis.

from a photon conversion passes the signal selection. Additionally the event must contain

Emiss
T from either a mismeasurement of energy deposited by jets, or from neutrinos from

heavy flavored decays (charm or bottom decays). Even though the rate of jets faking electrons

is low, the cross-section of MJ events is large enough that it is the largest background for

signal events containing 3 jets or fewer.

To estimate the MJ background, a data-driven method is used for two reasons. The first is

that Monte Carlo simulation of particles faking other particles is not sufficiently accurate.

The second is that, due to the low fake rate, the Monte Carlo samples are not large enough

to produce sufficient statistics for a reliable background estimate.

The estimate is carried out by observing the Emiss
T distribution. The total measured cross-

section is the combination of the MJ background, plus the signal and all other backgrounds

combined (denoted as signal+EW backgrounds). A well reconstructed multi-jet event is not
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expected to have a significant amount of Emiss
T , since there are no high pT neutrinos to carry

away energy outside of the detector. As discussed previously though, mismeasurement of

an MJ event can result in Emiss
T . However, the distribution of Emiss

T for the combination

of signal+EW backgrounds does contain real neutrinos and is expected to peak at 40 GeV

(since it should have the energy of half the mass of the W boson). The MJ background is

therefore estimated by fitting two templates: the first describing the MJ background, and the

second describing the signal+EW backgrounds. For the fit, the requirement Emiss
T > 25 GeV

is removed. All other requirements, including mT > 40 GeV, are kept.

The shape of the MJ template is determined by selecting data with fake electrons. The region

of the data selected is referred to as the MJ control region (MJ-CR). The event selection is

kept the same except for the electron ID, the isolation, and the impact parameter cuts which

are reversed. The MJ control region is summarized in Table 5.2. There exists contamination

from the signal+EW backgrounds which is estimated using Monte Carlo, and is generally

less than 1.5% (4-5% where no jets are selected). The shape of the signal+EW backgrounds

is also taken from Monte Carlo.

MJ-CR

Reverted electron ID Medium, but not Tight

Anti-isolation pcone30
T /pT > 0.07

Impact parameters None

Table 5.2: MJ-CR requirements which differ from the signal selection as listed in 5.1.

An extended maximum likelihood fit is used in the range of 15-75 GeV, to avoid fitting to

the behavior in the tail, and is done separately in exclusive jet bins up to 5 jets. Events with

6 or more jets are done inclusively. The fit for the 0 and 1 jet exclusive bins are shown in

Figure 5.1.
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Figure 5.1: Fitted Emiss
T distributions in the SR for the jet multiplicities 0 and 1. The

blue line indicates the total fit result, while the yellow and orange shapes represent the
signal+EW backgrounds and multi-jet templates, respectively. The colored lines show the
templates before the fit, while the colored areas represent the templates normalized to the
fit result. The SR with the Emiss

T requirement > 25 GeV is marked by the vertical red line.
The vertical blue lines mark the fit range. The lower plots show the ratio of the combined
fit result w.r.t. data.
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The scale factor is the factor applied to the template to get the fitted result. This is done to

get the correct normalization. In order to estimate the MJ background in the signal region

(SR), the scale factor is applied and the requirement that Emiss
T > 25 GeV is applied again.

This is done for all kinematic distributions. The results of the fit are summarized in Table

5.3

njet fMJ,SR SFMJ

0 3.33 3.30

1 8.32 2.09

2 14.71 2.64

3 15.95 2.64

4 16.31 2.70

5 16.57 3.08

≥6 14.72 3.08

Table 5.3: The fraction of multi-jet events in the signal region in % (fMJ,SR), and the
MJ-scale factors (SF) for the different fitted jet multiplicities (njet).

The statistical uncertainty for the multi-jet fit is found during the fitting procedure. First,

the likelihood is assumed to be parabolic around its maximum and minimum. The fitted

parameter is then adjusted by hand until the likelihood is changed by ∆ logL, and the

amount the parameter is adjusted is then taken as the uncertainty.

5.3 tt̄ Background

The top-antitop (tt̄) background is modeled using Monte Carlo; however, a normalizing

factor of 1.086 is applied to account for an observed difference in the overall normalization

with respect to data. The background comes mainly from tt̄ → bb̄qq̄eν, which is why the
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background becomes significant starting at 4 jets. The Monte Carlo is cross-checked using

an enriched sample from the data, similar to the multi-jet control region used in the MJ

background. This region is called the validation region and uses all the same cuts as for the

signal region (see Table 5.1) but the b-jet veto is reversed to require at least one b-jet. The

multi-jet contribution for the validation region is found using the same method described in

Section 5.2.

Figure 5.2 shows the comparison of data to Monte Carlo in the validation region for the

exclusive jet multiplicity and the HT distribution2 in the presence of at least 4 jets. There

is a global offset similar to what is observed in the tt̄ cross-section measurement by ATLAS

[35] The correction factor is found by fitting the ratio of prediction to data for the HT

distribution in the presence of at least 4 jets in the validation region. The fit is a constant

single parameter fit. The fit was also tried using a non-zero slope, but the difference was

minor. The parameter found from the fit translates to the normalization 1.086 mentioned

earlier.

5.4 Other Backgrounds

All other backgrounds are estimated using Monte Carlo. These include backgrounds from

diboson events (WW, WZ, ZZ) where for example one boson decays leptonically and the

other hadronically. Additionally there are backgrounds from vector boson plus jet events

(W → τν, Z → ee, Z → ττ) mainly where τ -leptons decay leptonically via τ → ντ ν̄ee,

or else extra leptons are missed. Lastly, single top events can look similar to signal events

when the top decays to t→ be+ν and the bottom quark is not tagged as a b-jet. Table 5.4

2HT is the scalar sum of the pT of all the hard objects in the event including jets, the electron and the

Emiss
T .
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Figure 5.2: Data-to-prediction comparison in the tt̄ validation region as a function of the
exclusive jet multiplicity (a) and HT in the presence of at least 4 jets (b). The lower panel
displays the ratio of the prediction over data. The gray and hashed bands in (a) indicate the
fractional size of detector level systematic and data statistics, respectively. The uncertainties
in the ratio in (b) are determined via error propagation from the numerator and denominator
uncertainties, treating them as uncorrelated. The ratio in (b) is fitted with a constant. For
more details see Section 5.3 [2].
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shows the estimated fraction of the number of background events compared to signal events

generated from Monte Carlo, as well as the estimates using data-driven methods for the MJ

background and tt̄ background.

No jets 1 jet 2 jets 3 jets 4 jets 5 jets 6 jets 7 jets 8 jets 9 jets 10 jets

WW , WZ, ZZ <0.1 0.4 1.0 1.1 0.8 0.5 0.3 0.2 <0.1 <0.1 <0.1

Single t <0.1 0.2 0.8 1.3 1.7 1.8 1.9 1.4 3.1 2.8 0.9

tt̄ <0.1 0.2 1.3 6.4 16.3 26.6 35.9 42.8 46.2 55.1 57.8

Z → ττ 0.1 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5 <0.1

Z → ee 0.3 2.6 4.5 5.7 5.9 5.7 5.5 5.4 4.6 3.6 4.2

W → τν 1.8 2.0 2.0 1.9 1.8 1.4 1.5 1.0 2.1 0.6 <0.1

Multi-jet 3.5 8.5 14.9 16.2 16.4 16.2 14.2 13.9 13.7 11.6 20.0

W → eν 94.4 86.1 75.3 67.1 56.8 47.4 40.5 35.0 30.0 25.8 17.2

Table 5.4: Fraction of the number of background, and W+jets signal events, expected from
MC simulation and from the data-driven method in the SR. The numbers are in % w.r.t.
the total SM prediction for the different exclusive jet multiplicities [2].
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Chapter 6

Detector Level Results

The yield of W+jets events is determined by subtracting the background estimates described

in Sections 5.2-5.4 from the event count in data. At this point, these detector level results can

be compared to Monte Carlo. The number of events are listed in Table 6.1 for each exclusive

jet multiplicity. Jet multiplicity is the number of jets in an event. Exclusive means there are

exactly some number n jets in an event, as opposed to inclusive jet multiplicity, which means

there are at least n jets in an event. A graphical representation of both the inclusive and

exclusive jet multiplicity distributions are shown in Figure 6.1 comparing the data to the

Monte Carlos Alpgen [36] and Sherpa [37]. The label Alpgen+Py6 refers to the fact that

Pythia6 [38] is used to shower the particles after Alpgen calculates the matrix elements.

More details about the Monte Carlo are discussed in Chapter 9. The gray uncertainty bands

are the detector level systematic uncertainties which are described in detail in Section 8.

Bins are divided by bin width to smooth out distributions and make it easier to compare

bins of different width. For this reason some data bins can have a fractional number of events

[2].
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65

No jets 1 jet 2 jets 3 jets 4 jets 5 jets

WW , WZ, ZZ 22 102 ± 76 31 894 ± 92 19 352 ± 71 5025 ± 36 1006 ± 16 163 ± 6.5

Single t 3549 ± 28 13 168 ± 56 16 243 ± 65 6443 ± 53 2030 ± 33 561 ± 18

tt̄ 2028 ± 12 11 678 ± 29 26 586 ± 44 30 415 ± 47 19 543 ± 38 8093 ± 25

Z → ττ 56 760 ± 270 15 030 ± 110 5642 ± 64 1510 ± 32 365 ± 15 96.7± 6.5

Z → ee 144 400 ± 690 194 890 ± 750 92 050 ± 470 27 250 ± 240 7106 ± 86 1732 ± 31

W → τν 954 900 ± 2800 148 960 ± 560 39 850 ± 250 9320 ± 110 2154 ± 45 437 ± 20

Multi-jet 1 876 900 ± 2700 643 500 ± 1200 304 490 ± 910 77 530 ± 460 19 710 ± 230 4940 ± 120

W→ eν 51 249 000 ± 22 000 6 552 700 ± 3700 1 533 800 ± 1400 321 150 ± 490 68 280 ± 190 14 422 ± 75

Total predicted 54 310 000 ± 22 000 7 611 700 ± 4000 2 038 000 ± 1700 478 640 ± 720 120 190 ± 320 30 450 ± 150

Data observed 56 342 232 7 735 501 2 070 776 486 158 120 943 29 901

Multi-jet/(W + jets) 0.037 0.098 0.199 0.241 0.289 0.343

6 jets 7 jets 8 jets 9 jets 10 jets

WW , WZ, ZZ 20 ± 2.3 2.8± 0.8 0.1± 0.1 0 ± 0 0 ± 0

Single t 138.6± 9.2 24.6± 3.4 12.3± 3.3 2.3± 1.3 0.1± 0.1

tt̄ 2670 ± 14 743.2± 7.5 182.5± 3.7 45.2± 1.9 8.5± 0.8

Z → ττ 20.8± 2.7 5.1± 2 1.4± 0.6 0.4± 0.3 0 ± 0

Z → ee 408 ± 11 93 ± 5.6 18.1± 1.7 3.0± 0.8 0.6± 0.4

W → τν 110 ± 10 18.2± 3.3 8.1± 3.7 0.5± 0.5 0 ± 0

Multi-jet 1057 ± 51 241 ± 12 54 ± 2.6 9.5± 0.5 2.9± 0.1

W→ eν 3007 ± 29 608 ± 13 118.7± 5.5 21.1± 2.2 2.5± 0.5

Total predicted 7430 ± 63 1735 ± 20 395.2± 8.9 82 ± 3.4 14.7± 1.1

Data observed 7204 1641 368 65 20

Multi-jet/(W + jets) 0.351 0.396 0.455 0.451 1.163

Table 6.1: Number of W + jets events expected from MC simulation and from data-driven methods, as well as the number of
events observed in data, for the different exclusive jet multiplicities. The uncertainties listed here are the statistical uncertainties
in the predictions only. The event counts have been rounded to 2 significant digits on the associated error, apart from very low
event counts where only 1 significant digit is given.
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Figure 6.1: Jet multiplicity distribution in the W+jets signal region, (a) exclusive and (b)
inclusive in the number of jets, for the SM prediction compared to data at the detector level.
The lower plot shows the ratio of the prediction over data, where the hashed band gives the
fractional size of the data statistical uncertainties, the gray band shows the fractional size
of the total uncertainty in the prediction (total systematic, luminosity and statistical) and
the error bars on the ratio indicate the fractional size of the statistical uncertainties in the
prediction only. For a list of the systematic uncertainties contained in the gray band see
Chapter 8.

A total of 67 million events in data pass cuts to make it into the signal region. About 16% of

these contain at last one jet. Of these events, the fraction of signal events ranges from 94%

in the events with no jets, down to 17% in the events with 10 jets. The multi-jet background

(Section 5.2) is the largest background at low jet multiplicities until the tt̄ background takes

over starting at the exclusive 5 jet bin (or the inclusive 4 jet bin).

Compared to a similar analysis done on 2011 data, the multi-jet background is lower for the

0 and 1 jet bin, but still slightly higher for 2 or more jets. This shows the success of the

suppression of the multi-jet background despite the increased pile-up in the 2012 run [16].
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6.1 Kinematic Distributions

In this section the differential distributions are shown for various kinematics. This is not a

complete list of the final distributions shown at particle level in Chapter 10, but they serve as

a benchmark in the analysis before performing the unfolding and calculating uncertainties.

Figure 6.2 shows the kinematics relating to the W -boson independent of the jet multiplicity:

• The transverse momentum of the electron from the W (Electron pT),

• The pseudorapidity of the electron (Electron η),

• The Emiss
T , which should correspond to the pT of the neutrino from the W ,

• The transverse mass of the W -boson (mT),

• The transverse momentum of the W (WpT),

• And the HT, the sum of the pT of all hard objects in the event.

The same distributions for the W -related kinematics as well as the jet-related distributions

for the events containing at least one jet are shown in Figures 6.3-6.4. The same for the

events containing at least 2 jets in Figures 6.5-6.7. The additional jet kinematics are:

• The transverse momentum of the jet with the highest pT (leading jet pT),

• The rapidity of the jet with the highest pT (leading jet y),

• The transverse momentum of the jet with the second highest pT (second leading jet
pT),

• The rapidity of the jet with the second highest pT (second leading jet y),

• The dijet invariant mass of the two leading jets (jet invariant mass m1,2),

• The ∆R separation between the two lead jets, where ∆R =
√

(∆φ)2 + (∆η)2 (Angular
separation ∆R1,2).
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Figure 6.2: Kinematic distributions at the detector level: Electron pT(a) and η(b), Emiss
T (c),

mT(d), the W pT(e) and HT(f), for any number of jets produced. The lower panels are
defined as in Figure 6.1.
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Figure 6.3: W -related kinematic distributions at the detector level: Electron pT(a) and η(b),
Emiss

T (c), mT(d) and the W pT(e), with at least 1 jet produced in association with the W
boson. The lower panels are defined as in Figure 6.1.
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Figure 6.4: Jet-related kinematic distributions at the detector level: Leading jet pT(a) and
rapidity y (b), as well as HT(c), and the symmetrized version of the leading jet rapidity, |y|,
with at least 1 jet produced in association with the W boson. The lower panels are defined
as in Figure 6.1.
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Figure 6.5: W -related kinematic distributions at the detector level: Electron pT(a) and η(b),
Emiss

T (c), mT(d) and the W pT(e), with at least 2 jets produced in association with the W
boson. The lower panels are defined as in Figure 6.1.
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Figure 6.6: Jet-related kinematic distributions at the detector level: Leading jet pT(a) and
absolute rapidity |y|(b), second leading jet pT(c) and absolute rapidity |y|(d), third leading
jet pT(e), with at least 2 jets produced in association with the W boson. The lower panels
are defined as in Figure 6.1.
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Figure 6.7: Further jet-related kinematic distributions at the detector level: Invariant mass
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Figure 6.1.
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The Alpgen+Pythia6 generator, using the CTEQ6L1 PDF set [39], describes the data

within uncertainties in most distributions. The Sherpa Monte Carlo however, does not

match well with the data at high jet rapidities, at high energies in the dijet invariant mass,

or at high angular separation between jets (see Figures 6.4b, 6.7b, and 6.7a respectively).

Because of this, Alpgen is chosen as the main W+jets event generator and is used for

unfolding (discussed in Chapter 7), but Sherpa is still used for cross-checks and comparisons.

In general, the cross section should not be dependent on detector effects. For this reason,

detector level results are corrected to particle level (discussed in Chapter 7), which is inde-

pendent of the detector effects. These distributions are described in greater depth in Chapter

10. Detector level distributions for the W+ and W− selections are shown in Appendix B.

74



Chapter 7

Unfolding

At this point the detector level results are unfolded to particle level. That is, the effects from

detector resolution and efficiencies are corrected to obtain the true kinematic distribution.

These distributions are more easily compared to theoretical predictions since detector effects

do not modify the observed distributions anymore.

In order to do this, an iterative Bayesian unfolding technique is performed to determine

this correction (discussed in Section 7.2). Before this is done however, the phase space for

theoretical predictions must first be defined.

7.1 The fiducial region

When applying selection cuts to Monte Carlo events more information is available compared

to the data. For example, the analysis can specify that the selected electron comes from the

W boson, and not worry about electrons from jets. As such, the following requirements are

used to define the phase space for theory predictions, also called the fiducial region. Note

that this is similar to, but not the same as, the event selection for data, detailed in Section

5.1.

• The electron must have come from the W boson and is required to have pT > 25 GeV

and |η| < 2.5. Photons within ∆R < 0.1 of the electron are added to it. This is called
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a dressed electron.

• The neutrino must also come from the W boson and is identified as Emiss
T .

• Jets are clustered from all stable final state particles using the anti-kT algorithm with

radius parameter R = 0.4. Jets can not overlap with an electron within a radius of

∆R < 0.2, and must have pT > 30 GeV and |y| < 4.4.

After objects are selected, events are vetoed if any of the following requirements are not

satisfied: the event must contain exactly one electron and must contain Emiss
T greater than

25 GeV. The transverse mass of the W must be greater than 40 GeV. There must not be a

jet within ∆R < 0.4 of an electron. The fiducial region is summarized in Table 7.1. This

can be compared to the event selection used for data in Table 5.1 (Note again that these are

not exactly the same). The goal of the unfolding is to correct from the signal region that is

at detector level, to this fiducial region. In contrast to the signal region, the fiducial region

has no b-jet veto, as well as no electron isolation. Additionally the accepted pseudorapidity

range of the electron is extended to 2.5 and has no gap. The pseudorapidity range in the data

selection corresponds to the LAr barrel and end-cap geometry, while the truth level selection

corresponds to the inner detector. This selection was kept general enough so that it can

be easily handled by many different Monte Carlo generators, which may handle particles

differently. If the muon channel were to be studied as well, the same selection could apply

by simply changing the electron cuts to muon cuts. Confining muons to the LAr geometry

would not make sense, since they generally do not interact with the EM calorimeter.
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W → eν fiducial region

Electron Exactly 1 electron with pT > 25 GeV and |η| < 2.5
Electron-jet distance ∆R(selected electron,truth jet) ≥ 0.4

Missing energy Emiss
T > 25 GeV

Transverse mass mT > 40 GeV

Table 7.1: Fiducial region for the cross section measurement of W → eν+jets

7.2 Unfolding method

The method used to correct from detector level (also referred to as reconstructed level) to

particle level (also called truth level) is an iterative Bayesian unfolding technique [40, 41],

named such because the algorithm is based on Bayes’ theorem. Consider a kinematic variable

like HT. It is possible that at the detector level, an event fills a particular bin, but at

the particle level there is slightly more (or less) HT and the event fills a different bin.

Bayes’ theorem states that the probability P (xT|xD) for a true measured value xT, given a

reconstructed or data value xD is:

P (xT|xD) ∝ P (xD|xT) · P (xT). (7.1)

P (xD|xT) is the probability that the value xD is reconstructed, when the true value xT

is generated. The measured values in this case are the discrete bins in the distributions.

P (xD|xT) is found from the response matrix discussed below. P (xT) is the prior, i.e. the

assumption for the probability of the true distribution prior to the unfolding. The true

distribution, obtained from Monte Carlo, is used as the initial prior.

The estimate of the unfolded distribution N̂(xT) is simply:

N̂(xT) ∝
∑
xD

N(xD) · P (xT|xD) (7.2)
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where N(xD) is the measured distribution. The measured distribution is of course deter-

mined by the background subtracted from the data, N(xD) = Ndata(xD)−Nbkgd(xD). The

sum in this case is a sum over the bins in the distribution.

Before the unfolding is performed, however, a correction must be applied to account for the

fact that not all events in the signal region come from the fiducial region. This fiducial

correction cfid(xD) is applied multiplicatively. Similarly, after unfolding, another correction

is applied to account for the reconstruction efficiency εreco(xT). This takes into account

that not all events in the fiducial region are reconstructed in the signal region. Details on

these corrections are given below.

The full estimate for the unfolded distribution is then given as:

N̂(xT) ∝ 1

εreco(xT)

∑
xD

[(
Ndata(xD)−Nbkgd(xD)

)
· cfid(xD)

]
· P (xT|xD). (7.3)

The choice of a prior can have a varying influence on the unfolding. In order to reduce

the influence of the prior, the unfolding can be iterated; the unfolded distribution of one

iteration can be used as the prior in the next iteration. However, each iteration increases

the statistical uncertainty, so these effects must be balanced. In this analysis, the use of 2

iterations was found to optimize these two effects.

7.2.1 Unfolding matrices

The response matrices (also called migration matrices) represent the relation between events

at the reconstructed level and truth level. Often, an event that fills a particular bin at the

reconstructed level, can fill a different bin at truth level. These matrices can be found by

generating Monte Carlo at truth and reconstructed level and then plotting a 2D histogram
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with one axis being the reconstructed bins and the other being the truth level bins. The off-

diagonal terms represent the migrations between bins. Events that populate these matrices

must pass both the signal region cuts from Section 5.1, as well as those defining the fiducial

region in Section 7.1. A perfectly diagonal histogram would correspond to there being no

correction from unfolding, truth level and reconstructed level distributions would be identical.

These bin migrations can occur across bins of a particular kinematic variable, like HT or

rapidity, but they can also occur across jet multiplicity. This is to say that an event may

have a different number of jets at reconstructed level and particle level. This is important

since distributions are shown for particular jet multiplicities. For this reason the migration

matrices must therefore be 4-dimensional, with two axes containing bins of the kinematic

variable and the other two axes containing bins of jet multiplicity. For example, the migration

matrix for HT contains one axis for each: the number of jets reconstructed N reco
jets , the number

of jets at truth level N truth
jets , the HT reconstructed Hreco

T , and the HT at truth level Htruth
T .

The exception to this is of course jet multiplicity itself, which is 2-dimensional.

The unfolding matrices used in this analysis are generated from Alpgen since it agrees better

with data than Sherpa. The unfolding matrix for the exclusive jet multiplicity distribution

is shown as an example in Figure 7.1. Here the x-axis shows the reconstructed level jet

multiplicity and the y-axis shows the same at truth level. The z-axis, represented by color,

shows the number of Monte Carlo generated events in each bin, which will be normalized

before being applied to Equation 7.3.

Figure 7.2 shows similar three-dimensional lego plots for several observables at their most

relevant jet multiplicities. These plots show the diagonal terms N truth
jets = N reco

jets = 1 in Figure

7.2a and 7.2d, and the same for the 2 jet multiplicity terms in Figure 7.2b. The x-axes now

show the reconstructed observable and the y-axes show the observable at truth level.
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Figure 7.1: The migration matrix for the exclusive jet multiplicity Njets determined from
Alpgen used in the unfolding of the 2012 data.

7.2.2 Reconstruction efficiency

The reconstruction efficiency is defined as the fraction of events in the fiducial phase space

(FR) which also pass the signal region (SR) requirements at reconstruction level.

εreco =
N events passing both SR and FR cuts

N events passing FR cuts
(7.4)

The efficiency is a function of the truth level observable and the jet multiplicity. The correc-

tions were done with Alpgen using Sherpa as a cross-check. The difference is considered as

a systematic uncertainty in the unfolding. Figure 7.3b shows the reconstruction efficiency for

inclusive and exclusive jet multiplicity, and Figures 7.4-7.5 show the efficiencies for several

observables at their most relevant jet multiplicities. In general the efficiency is around 50%.

The main loss in efficiency comes from the electron identification tight requirement in the

signal region. About 25% of events from the fiducial region are rejected in the reconstruction

due to this cut. This is expected based on efficiency studies done by ATLAS [1]. About

14% of the efficiency is lost due to the electron isolation and impact parameter cuts. 5% loss

comes from the tightened |η| requirement on the electron, and 7% from the reconstructed
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Emiss
T . These are the most significant losses. The remaining few percent come from other

signal requirements.
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Figure 7.3: Reconstruction efficiency εreco for the exclusive and inclusive jet multiplicity (a)
and (b). Predictions both from Alpgen and Sherpa are shown. The values on the x-axis
correspond to the values of the respective observable at the truth level.

7.2.3 The fiducial correction

The fiducial correction is defined as the fraction of reconstructed events that come from the

fiducial phase space.

cfid =
N events passing both SR and FR cuts

N events passing SR cuts
(7.5)

Since the fiducial region has generally looser cuts, the expectation would be that this fraction

is 1. A fiducial correction below 1 implies that events from outside the fiducial region are

able to pass the signal region cuts. These are often referred to as fakes. The fraction of fakes
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Figure 7.4: Reconstruction efficiency εreco for HT (a), W boson pT (b), and leading jet
pT and absolute rapidity |y| (c) and (d). Predictions both from Alpgen and Sherpa are
shown. εreco is given for the multiplicity Njets ≥ 1. The values on the x-axis correspond to
the values of the respective observable at the truth level.
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Figure 7.5: Reconstruction efficiency εreco for the second leading jet pT and absolute rapidity
|y| (a) and (b), and the invariant mass m1,2 and angular separation ∆R1,2 of the leading
two jets (c) and (d). Predictions both from Alpgen and Sherpa are shown. εreco is given
for the multiplicity Njets ≥ 2. The values on the x-axis correspond to the values of the
respective observable at the truth level.
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ffake is related to the fiducial correction by cfid = 1− ffake.

Analogous to the reconstruction efficiency, the fiducial correction is dependent on the bin of

the reconstructed observable and jet multiplicity. Again the correction is done with Alpgen

using Sherpa as a cross-check. Figure 7.6 shows the fiducial correction for the jet multiplicity

distributions. Figures 7.7-7.8 show the corrections to some of the observables at their most

relevant jet multiplicities.
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Figure 7.6: Fiducial correction cfid for the exclusive and inclusive jet multiplicity (a) and (b).
Predictions both from Alpgen and Sherpa are shown. The values on the x-axis correspond
to the values of the respective observable at the reconstructed level.

The corrections are generally high, greater than 0.75, except in the case where two jets are

involved. The fraction of reconstructed events drops low, below 0.5, especially in the region

of high jet rapidity where there are a lot of pile-up jets. This indicates there is a large

contribution from fake jets, likely from pile-up jets which are not present in true W + jets

events. The jump at |η| = 2.5 in Figures 7.7d and 7.8b, corresponds to the forward region

where tracking information is unavailable. This is likely a factor in the sharp increase of fake
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Figure 7.7: Fiducial correction cfid for HT (a), W boson pT (b), and leading jet pT and
absolute rapidity |y| (c) and (d). Predictions both from Alpgen and Sherpa are shown.
cfid is given for the multiplicity Njets ≥ 1. The values on the x-axis correspond to the values
of the respective observable at the reconstructed level.
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Figure 7.8: Fiducial correction cfid for the second leading jet pT and absolute rapidity |y|
(a) and (b), and the invariant mass m1,2 and angular separation ∆R1,2 of the leading two
jets (c) and (d). Predictions both from Alpgen and Sherpa are shown. cfid is given for the
multiplicity Njets ≥ 2. The values on the x-axis correspond to the values of the respective
observable at the reconstructed level.
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events.

7.3 Validation

Two major tests are performed to validate that the unfolding is done properly and they are

outlined here.

7.3.1 Closure test

Unfolding is performed on the same Monte Carlo that the inputs for unfolding are taken

from; in this case, Alpgen. Since the migration matrices, reconstruction efficiencies, and

fiducial corrections were all generated from these events, the result should be exactly the

particle level prediction from the same generator.

This closure test was performed on all unfolded distributions and the difference was found

to be exactly zero in all distributions except for the angular separation between the lead two

jets. The difference of a few percent occurs in the highest and lowest ∆R bins. This is likely

due to poor numerical conversion during phase-wrapping of separations greater than 2π (∆R

can be larger than 2π since it is dependent on ∆η which is not an angle) This difference is

mitigated by the jet radius being 0.4 as well as large uncertainties at high angular separation.

When the distribution is projected down to just the inclusive 2 jet multiplicity, the difference

is negligible (shown in Figure 7.9). This figure also shows that the statistical uncertainty

increases due to the process of unfolding. This behavior is expected since it is propagated.
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Figure 7.9: Closure test for the angular separation ∆R1,2 of the leading two jets Njets ≥ 2.
The true Alpgen distribution for the corresponding jet multiplicity is compared to the
unfolded Alpgen distribution. The MC inputs in the unfolding are taken from Alpgen as
well. The lower panels show the ratios of the unfolded to the true distribution. The hashed
band indicates the fractional uncertainty in the true prediction, the error bars the fractional
uncertainty in the unfolded result.

7.3.2 Bias in unfolding

This analysis uses Alpgen to construct all the relevant corrections in the unfolding proce-

dure, that is: the reconstruction efficiency, the fiducial correction, and the migration matri-

ces. This introduces a potential bias in these corrections based on how well Alpgen models

reconstruction and truth level events. If Sherpa is used, these corrections may be slightly

different.

The differences in reconstruction efficiency and fiducial correction between Alpgen and

Sherpa have already been studied in Section 7.2.2 and 7.2.3, and provide one source of

uncertainty in the unfolding. It has also been discussed that the influence of the prior falls

off quickly with the number of iterations. The impact on the migration matrix, must still

be discussed, however.
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Ultimately, the bias is evaluated by reweighting the migration matrix such that the projection

of the reconstructed distribution agrees better with data. These weights are applied to the

truth axis of the migration matrix. The weights used to achieve this, are the ratio of data to

Alpgen at the detector level. Figures 7.10 - 7.12 show the difference between the unfolding

done with the reweighted migration matrices and the nominal unfolding. The differences

are generally small. Note that most discontinuities in the slope are due to the change in

bin width. Statistically significant differences are considered as systematic uncertainties, but

their impact is close to negligible.
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Figure 7.11: Result of the unfolding of data as a function of HT (a), W pT (b), leading jet
pT (c) and leading jet absolute rapidity (d) in the presence of at least 1 jet, using either
the nominal Alpgen matrix (black) or the Alpgen matrix reweighted for better agreement
with data at detector level (pink). The lower panel gives the ratio w.r.t. the nominal data
unfolding, with the errors indicating the statistical uncertainty in the unfolded distribution.
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Figure 7.12: Result of the unfolding of data as a function of the second leading jet pT (a)
and absolute rapidity (b), and the invariant mass m1,2 (c) and angular separation ∆R1,2 of
the leading two jets (d) in the presence of at least two jets, using either the nominal Alpgen
matrix (black) or the Alpgen matrix reweighted for better agreement with data at detector
level (pink). The lower panel gives the ratio w.r.t. the nominal data unfolding, with the
errors indicating the statistical uncertainty in the unfolded distribution.
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Chapter 8

Systematic Uncertainties

There are systematic uncertainties that affect distributions starting at the reconstruction

level and those that arise afterwards during unfolding. This chapter outlines the systematics

considered in this analysis, how they are estimated, and how they are propagated through

to the final cross sections.

8.1 Detector level systematic uncertainties

There are systematic uncertainties associated in the reconstruction of all physics objects

in the detector including jets, electrons, and Emiss
T . Additionally, there are uncertainties

resulting from the reweighting of Monte Carlo in order to match the average number of

interactions per bunch crossing 〈µ〉, and from the estimates of backgrounds. To determine

these uncertainties, calibrations are varied in Monte Carlo according to the prescription of

the specific uncertainty. These variations are propagated through the data-driven multi-jet

estimate (Section 5.2) and unfolding procedures (Chapter 7) and the difference in the result

from nominal is the systematic uncertainty due to the specified source. The upwards and

downwards uncertainties from each source are propagated through individually, but the final

results are averaged and taken as a symmetric uncertainty.

∆sys =
1

2

(
∆sys,up + ∆sys,down

)
(8.1)
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In doing so this helps reduce statistical fluctuations in the uncertainties. The total systematic

uncertainty is simply the individual contributions summed in quadrature.

8.1.1 Jet uncertainties

Jet systematic uncertainties are split up into those associated with the jet energy scale (JES),

the jet energy resolution (JER), and other jet uncertainties.

8.1.1.1 Jet energy scale uncertainty

The jet energy scale uncertainty is the uncertainty associated with how well-understood

the calorimeter’s response is to a particle of a given energy level. This uncertainty is de-

pendent on transverse momentum and pseudorapidity. There are originally 68 different

individual sources that comprise the JES uncertainty deriving from sources such as: in-situ

measurements of the JES, pseudorapidity calibrations, pile-up corrections, flavor response,

punch-through, and more. In order to reduce the number of uncertainties considered, the

covariance matrix of many of these uncertainties can be diagonalized. The most impactful

eigenvectors are kept and the rest are discarded. This reduces the 56 uncertainties related to

the in-situ measurements of the JES, to 6 uncertainties. For more information see Reference

[42]. There are 12 remaining uncertainties that cannot be diagonalized. In this way the

number of relevant sources is reduced to 18, while losing very little information about the

uncertainties. For the total JES uncertainty, the differences determined from these varia-

tions are added in quadrature. This has been done according to the recommendation of an

internal ATLAS study [43].
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8.1.1.2 Jet energy resolution uncertainty

The jet energy resolution uncertainty is the uncertainty in how precisely the energy of a

jet is measured. This is estimated through in-situ measurements, and includes estimates

for electronic noise, and pile-up. The procedure for propagating the systematic uncertainty

comes from the ATLAS recommendation for 2012 data [44]. Jets from Monte Carlo are

smeared by +1σ of the estimated JER uncertainty. That is, the transverse momentum of

each jet is varied by a positive factor drawn randomly from a Gaussian with σ equal to the

JER uncertainty.

To limit the statistical uncertainty, each jet is smeared several times per event. That is, for

each smearing, the event was counted but with the randomly smeared jet pT. To correct for

the double counting of events, the distribution is divided by the number of smearings per

jet. The uncertainty is then the difference in the cross section between the smeared events,

and the nominal. The JER uncertainty was investigated with 1, 10, and 50 smearings per

jet. The difference was found to be minimal. To balance the statistical impact and run-time,

the systematic uncertainty for the final cross sections was calculated with 10 smearings.

8.1.1.3 Other jet uncertainties

There are two other types of uncertainties associated with jets. The first is the uncertainty

that stems from the jet vertex fraction cut (see Section 4.4.4). The systematic uncertainty

for this cut is found by varying the cut as a function of jet pT and η according to the

recommendation from Reference [45].

The second uncertainty comes from the scale factors applied as a correction to the b-jet

veto (see Section 4.4.6). b-tagging, c-tagging, and light-jet mistag scale factors are applied

to correct the Monte Carlo predictions to data in the signal region where the b-jet veto
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is applied, as well as in the tt̄ validation region where a b-jet is required. The effect of

these scale factors is estimated by varying these three scale factors independently by their

uncertainties. These scale factors are only derived in a limited energy range up to a certain

pT, but are extrapolated to higher energies. This extrapolation introduces an additional

uncertainty which is varied independently. These scale factors, their uncertainties, and the

extrapolation and its uncertainty are all taken from Reference [46]. The total uncertainty

from these scale factors and their extrapolation is their sum in quadrature.

8.1.2 Electron uncertainties

Similarly as for jets, there are systematic uncertainties for the electron energy scale and

electron energy resolution. Additionally, electrons have scale factor corrections to correct

for the efficiencies of reconstruction, identification, triggering, isolation cuts, and charge

misidentification.

8.1.2.1 Electron energy scale and resolution uncertainties

The electron energy scale uncertainty comes from three components. The first is the un-

certainty in the energy scale measurement which is based on Z → ee events. Second is

uncertainty in the calibration which is dependent on the calorimeter presampler energy.

Last is the uncertainty from calibration which is dependent on the ratio of the calorimeter

energy in layer-1 to layer-2. This last calibration is intended to help correct for the detector

material in front of the calorimeter. These three components are varied separately and then

the outcomes are added in quadrature.

To estimate the uncertainty of the electron energy resolution, the width of the Gaussian used

for electron energy smearing in Monte Carlo is varied. These uncertainties are taken from
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and are detailed in Reference [47].

8.1.2.2 Other electron uncertainties

There are scale factors used to correct for the efficiencies of electron reconstruction, iden-

tification, triggering and isolation in Monte Carlo to values measured in data. To find the

systematic uncertainty in these scale factors, the scale factors themselves are varied by their

uncertainties to measure their effects on the W + jets measurement. The scale factors for

reconstruction and identification and their uncertainties are taken from the ATLAS electron

efficiency study detailed in Reference [1]. The scale factors for the electron triggers and

electron isolation are taken from Reference [48].

The uncertainty due to misidentifying the electron charge is only relevant to the W+ and

W− cross sections but is found the same way by varying the corresponding scale factors by

their uncertainties and re-evaluating the W+ and W− cross sections.

8.1.3 Missing transverse momentum uncertainties

Recall from Section 4.5 that the Emiss
T is reconstructed based on the energies of the hard jets

and electrons in the event, as well as the energy not associated with reconstructed objects

(soft terms). The ~Emiss
T can be divided into a hard component (the part derived from the

vector sum of the hard jets and electrons), and soft component (the part derived from the soft

terms). The uncertainty from the hard component is contained within the jet and electron

uncertainties described above. The uncertainties from the soft terms must still be considered

however.

The soft component is split into subcomponents parallel to the hard component and trans-

verse. The advantage of doing this is that the parallel term is sensitive to both the energy
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scale and resolution of the soft term, but the transverse term is only affected by the energy

resolution. To find the systematic uncertainty of the soft term energy resolution, the reso-

lution is smeared once for the parallel and transverse soft term components separately, and

once simultaneously. For almost all distributions, the sum in quadrature of the individual

smearings was larger than the simultaneous smearing. So the sum in quadrature was taken

as the systematic uncertainty for the soft term energy resolution. These uncertainties are

derived from a Z → µµ study, detailed in Reference [49]. The soft term energy scale is varied

in Monte Carlo by its uncertainty in order to obtain the systematic uncertainty on the final

cross section.

8.1.4 Pile-up rescaling uncertainties

In order to best account for the underlying event, the average number of interactions 〈µ〉 is

scaled by a factor of 1.09 in Monte Carlo to better match data. The systematic uncertainty

is found by varying this factor by ±0.04, and repeating the full analysis. The scale factor

and its uncertainty are taken from the ATLAS recommendation for 2012 data and Monte

Carlo [50].

8.1.5 Background uncertainties

The background systematic uncertainties are broken up into the same backgrounds discussed

in Chapter 5.

8.1.5.1 Multi-jet uncertainties

See Section 5.2 for the description of how the multi-jet estimate was performed. The following

systematics uncertainties are considered for the multi-jet background:
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• The statistical uncertainty of the fit itself.

• The choice of the fit range. The fit was performed in the range of 15-75 GeV. The

upper and lower fit boundaries were varied individually by ±5 GeV. This counts as

two uncertainties, one for the upper boundary and one for the lower boundary.

• The choice of the control region. Two alternate control regions were used to check the

effect of the reverted electron ID, and the effect of the anti-isolation used in the multi-

jet control region. The first alternate control region uses a different reverted electron

ID, and the second uses an alternative anti-isolation. These were varied independently

and count as two separate uncertainties.

• The choice of Monte Carlo. To check against the possible bias in using Alpgen, the

multi-jet fit was performed again using Sherpa instead.

• The choice of binning. The binning in the fit was changed from bins of 5 GeV to 10 GeV.

For each variation, the difference between the variation and the nominal is taken as the

systematic uncertainty. Results from the multi-jet systematics are outlined in Table 8.1.

More information can be found about the fit and its uncertainties in Reference [2].

8.1.5.2 tt̄ uncertainties

Recall in Section 5.3, that the top background is modeled with Monte Carlo and a normal-

ization factor is applied to correct to the data in the validation region. This normalization

is removed, and the difference is taken as a systematic uncertainty. The potential bias from

choice of Monte Carlo (in this case Powheg [51]) is explored by comparing to an alter-
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No jets 1 jet 2 jets 3 jets 4 jets 5 jets ≥ 6 jets

Statistical 0.40 0.48 0.79 1.60 3.16 6.61 13.46

Lower fit range 0.66 7.84 3.38 3.25 4.50 4.62 5.24

Upper fit range 0.05 0.98 0.48 0.74 1.02 4.22 4.90

Anti-isolation in MJ-CR 1.54 1.07 0.47 0.66 1.03 1.14 5.18

Reverted electron ID in MJ-CR 13.33 3.82 7.99 7.40 2.82 5.05 1.18

W + jets MC generator 5.26 3.53 2.89 6.55 2.71 2.46 5.10

Modified binning 0.12 0.14 0.17 0.16 0.07 0.48 11.21

Multi-jet fit 14.43 9.53 9.21 10.58 6.90 10.77 20.31

Table 8.1: Systematic uncertainties in the multi-jet prediction in % from the MJ fit for the
different jet multiplicities.

nate prediction using MC@NLO+Herwig [52]. The effect was found to be minimal and no

additional uncertainty was added due to this bias.

8.1.5.3 Monte Carlo cross section uncertainties

When using Monte Carlo, there is a theoretical uncertainty on the cross section generated

which must be accounted for. To evaluate the systematic uncertainty, the cross section

generated from Monte Carlo is varied by its uncertainty and the final background estimate

is re-evaluated, including the re-fitting of the multi-jet background. The systematic un-

certainty for tt̄ and single top quark production are found by simultaneously varying their

cross sections by their uncertainties, ±6.8 % [53, 54, 55, 56]. For single Z production, the

uncertainty is ±5 % [57], and for diboson production (WW , WZ, ZZ) the cross sections

are varied together by ±7 % [58]. The uncertainties for Z boson, diboson, and single top

quark production are small compared to other uncertainties. The tt̄ uncertainty becomes

significant in jet multiplicities greater than 5, where tt̄ production is large in comparison to

other cross sections.
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8.1.6 Heavy flavor uncertainties

In addition to experimental uncertainties from b-jet tagging efficiencies, there is an additional

theoretical uncertainty associated with the modeling of the b and c jets. There is a small

mis-modeling observed in comparisons of data to Monte Carlo in phase spaces rich with

heavy jets, such as the tt̄ validation region. A mis-modeling may have a small effect when

making extrapolations of the signal region (containing a b-jet veto) to the fiducial region

(having no veto). This can be estimated by applying a scale factor of 1.8 to the W + c

jet contribution, and a scale factor of 0.5 to the W + cc̄ and W + bb̄ jet contributions [2].

This correction is not applied in the main analysis, but its impact on the final cross section

compared to the nominal is taken as a systematic uncertainty.

8.1.7 Luminosity uncertainty

The integrated luminosity of the data taken in 2012 is Lint = 20.2(4) fb−1 [59]. This corre-

sponds to a relative uncertainty of 1.9 %. This uncertainty is applied to all signal predictions

and background estimates from Monte Carlo.

8.1.8 Smoothing of systematic uncertainties

To reduce statistical fluctuations in systematic uncertainties, a smoothing procedure based

on rebinning is used. The statistical error in the systematic difference (the difference between

the systematically varied result and the nominal), is calculated from the statistical error in

the nominal and systematically varied distributions, taking the correlation between the two

into account. The fractional difference between the nominal and the systematically varied

result, is calculated for each bin for each observable, i.e., HT, pT, rapidity etc.. Based on its
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error, the fractional difference between the nominal and varied distribution is then rebinned

starting from the highest value of the observable.

For each rebinning, the weighted mean of the factional difference fsyst is calculated:

f̄syst =

(∑
bins i

fsyst,i · wi

)
/

(∑
bins i

wi

)
, (8.2)

where wi = 1/(∆f stat
syst,i)

2 is the inverse of the squared statistical error in the fractional

systematic difference. If this weighted mean of the fractional difference is larger than twice

the weighted standard deviation σfsyst
= 1/

√∑
bins iwi, then the fractional systematic

difference is considered as significant. Else, the calculation of the values is repeated including

the next bin at lower observable values, until it reaches a significant value. All insignificant

bins used are then combined. Typically, this results in a combination of several bins at large

energy scales, while at low energy scales the systematic difference is already significant in

each bin and remains unchanged.

The correlation between the nominal and varied distributions is used as a parameter in

the smoothing process. For most distributions it is set to 70 %. For the uncertainty in

choice of Monte Carlo (discussed later in Section 8.2.2.2), there is no correlation since the

difference is the result of two different generators. Similarly, the correlation is set to zero

for the uncertainty from reweighting of data (discussed later in Section 8.2.2.3), in order

to get strong rebinning which helps suppress the large statistical fluctuations. In all other

cases, the impact of the correlation was found to be small, justifying one global default. The

smoothing is done separately for each jet multiplicity. Two examples are shown in Figure

8.1 displaying the effect of the smoothing and the impact of varying the correlation for the

lead jet pT distribution. The rebinning nicely smoothes the statistical fluctuations observed

102



at higher values of pT.
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(b) JER, 10 iterations

Figure 8.1: Smoothing of the systematic uncertainties in the leading jet pT in the presence
of at least 1 jet for the JES, effective component 1 (a) and the JER uncertainty (b). The
hashed area shows the uncertainty that is further used in the analysis, the lines display the
unsmoothed systematic uncertainty and four smoothed versions with different correlation
assumptions. The symmetrized and with 70 %-correlation smoothed systematic difference
determines the hashed area. For the JES, both up- and down variations are displayed, for
the JER, the version where each jet is smeared 10 times is displayed. The plots here are
done with uncertainties in the cross section, but the same applies for uncertainties at the
detector level.

Several uncertainties are not smoothed. The uncertainty due to limited Monte Carlo statis-

tics is left unchanged since it is itself a statistically driven uncertainty. Also, the uncertainties

found from scaling the nominal distribution by a scaling factor are exempt since they are

global across bins. These include the background cross section uncertainties, the heavy flavor

jet cross section uncertainties, tt̄ normalization uncertainties, most multi-jet uncertainties,

and the uncertainty from the integrated luminosity.
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8.1.9 Combined systematic uncertainties at detector level

The systematic uncertainties are estimated as described above for the total Standard Model

prediction and then summed in quadrature. The jet, electron, Emiss
T , pile-up, background,

and heavy flavor uncertainties, are given in Tables 8.2-8.3 as their fraction of the total

Standard Model prediction (∆nevts/nevts).

For events with at least one jet, the jet systematic uncertainty dominates. This is expected

and has historically been the case [60]. The main sources for the jet uncertainty are from

the jet energy scale (JES) and the jet energy resolution (JER) at lower jet multiplicities,

and just the JES at higher jet multiplicities.

No jets 1 jet 2 jets 3 jets 4 jets 5 jets 6 jets 7 jets 8 jets 9 jets 10 jets

Jet 1.01 7.83 8.59 10.58 11.43 12.80 15.09 18.50 18.28 20.86 23.41

Electron 1.02 1.16 1.02 0.96 0.90 0.92 0.92 0.92 0.92 0.92 0.92

Emiss
T 0.91 1.64 2.65 3.14 3.44 3.24 3.97 3.46 3.46 3.46 3.46

Pileup 0.36 0.32 0.40 0.35 0.20 0.20 0.20 0.20 0.20 0.20 0.20

Multi-jet bkg 0.50 0.81 1.38 1.71 1.14 1.61 2.83 2.77 2.72 2.34 3.94

tt̄ 0.00 0.01 0.13 0.63 1.58 2.50 3.29 3.82 4.08 4.73 5.20

Other background 0.00 0.06 0.21 0.67 1.50 2.29 2.96 3.39 3.73 4.26 4.55

W+heavy flavor jets 1.72 5.11 4.24 2.55 1.17 0.41 0.24 0.71 1.23 0.81 0.80

Total systematic 2.49 9.60 10.10 11.54 12.28 13.76 16.50 19.73 19.66 22.24 25.00

Table 8.2: Systematic uncertainties in the total SM prediction at the detector level in % for
exclusive jet multiplicities. The uncertainty contributions from jet, electron, Emiss

T , pileup,
background and W+heavy flavor jet related systematic uncertainties are listed and the total
is the sum in quadrature.
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Inclusive ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets ≥ 5 jets ≥ 6 jets ≥ 7 jets ≥ 8 jets ≥ 9 jets ≥ 10 jets

Jet 0.56 8.14 9.10 10.84 11.88 13.53 15.89 18.49 18.83 21.55 27.76

Electron 1.03 1.12 1.00 0.94 0.90 0.91 0.91 0.91 0.91 0.91 0.91

Emiss
T 1.06 1.94 2.78 3.21 3.43 3.38 3.84 3.56 3.56 3.56 3.56

Pileup 0.25 0.34 0.38 0.31 0.20 0.20 0.20 0.20 0.20 0.20 0.20

Multi-jet bkg 0.49 0.91 1.39 1.52 1.15 1.76 2.81 2.75 2.69 2.52 3.42

tt̄ 0.02 0.09 0.32 0.94 1.87 2.72 3.43 3.91 4.23 4.83 5.33

Other background 0.02 0.13 0.37 0.94 1.74 2.48 3.08 3.49 3.85 4.32 4.65

W+heavy flavor jets 2.21 4.76 3.74 2.15 0.93 0.22 0.35 0.74 0.83 0.79 0.69

Total systematic 2.77 9.74 10.39 11.72 12.75 14.56 17.24 19.78 20.22 22.96 29.09

Table 8.3: Systematic uncertainties in the total SM prediction at the detector level in % for
inclusive jet multiplicities. The uncertainty contributions from jet, electron, Emiss

T , pileup,
background and W+heavy flavor jet related systematic uncertainties are listed and the total
is the sum in quadrature.

8.2 Systematic uncertainties in unfolding

The systematic uncertainties in the final unfolded distributions have two contributions. The

first is from the detector level uncertainties described above, which are propagated through

the unfolding. The second is from the uncertainties from the unfolding itself.

8.2.1 Propagating systematic uncertainties through unfolding

The detector level uncertainties are propagated through unfolding by varying the input, and

repeating the unfolding. The difference between the unfolded distribution with the varied

input and nominal unfolding is taken as the systematic uncertainty. The detector level

uncertainties are separated into three categories:

1. Uncertainties in the particle calibrations, like the electron, Emiss
T , and jet uncertainties,

as well as pileup uncertainties, which influence both the background estimate and the

unfolding matrix.

2. Uncertainties in the background estimate like the Monte Carlo cross section and multi-
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jet fit uncertainties, which only impact the background estimate.

3. Uncertainties in the cross section normalization of the W+ heavy flavor jets which only

impact the unfolding matrix.

For uncertainties which affect the unfolding matrix (cases 1 and 3), a new matrix is deter-

mined by applying the systematic shift in the particle, Monte Carlo description, or W+ heavy

flavor jet cross section and re-evaluating the matrix. The reconstruction efficiency εreco and

the fiducial correction cfid are also re-evaluated using the shifted result. For uncertainties

affecting the background estimate (cases 1 and 2), the difference Ndata(xD)−Nbkgd(xD) is

re-evaluated using the shifted background and unfolded using the nominal unfolding matrix

(case 2) or the new matrix (case 1).

The systematically varied unfolded event estimate is therefore given by:

N̂syst(xT) ∝
∑
xD

(
Ndata(xD)−N syst

bkgd(xD)
)
· P syst(xT|xD) (8.3)

which can be compared to Equation 7.2 [2]. The systematic uncertainty in the unfolded

result is then:

∆N̂ syst(xT) = −
(
N̂ syst(xT)− N̂(xT)

)
(8.4)

The negative sign here is put in by hand as a convention to provide consistency in sign with

other ATLAS approaches for propagating uncertainty.

8.2.2 Systematic uncertainties in the unfolding procedure

There are three sources of uncertainty in the unfolding procedure that are considered:
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1. The uncertainty due to limited statistics of the Monte Carlo in the inputs generated

from Monte Carlo.

2. The uncertainty due to the choice of Monte Carlo in the inputs generated from Monte

Carlo.

3. The uncertainty due to a potential bias of the reweighting from the data distributions.

8.2.2.1 Uncertainty due to limited Monte Carlo statistics

The number of events generated in Monte Carlo is what determines the statistical uncertainty

in the generated distributions that are used for constructing the reconstruction efficiency,

the fiducial correction and the migration matrix. Bins of higher energy and higher jet

multiplicity are especially sensitive, since the differential cross section is low and these bins

are less populated.

The impact of the finite Monte Carlo statistics is estimated by varying unfolding inputs

and repeating the unfolding procedure. For this, the number of events in each bin of the

migration matrix (which pass both the SR and FR selections), the missed events (which pass

FR, but not SR selections), and the fake events (which pass SR, but not FR selection) are

varied. The events are varied using a Gaussian with the bin entry as the mean, and the bin

uncertainty as Gaussian σ. To prevent matrices with negative values, the content of the bin

matrix is required to be three times the bin uncertainty, else a Poisson variation is used. The

variations in the missed and fake events are used to redetermine the reconstruction efficiency

and fiducial correction.

For each variation, a new migration matrix, reconstruction efficiency, and fiducial correction

is produced and the unfolding procedure is applied to the detector level results. This is
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repeated 300 times to create 300 final cross section distributions. The RMS of the central

90 % of the result is taken as the systematic uncertainty due to limited Monte Carlo statistics

for each bin. This uncertainty is considered uncorrelated between bins, so to calculate

uncertainty in inclusive jet multiplicity bins (e.g. bins containing ≥ 1 jet), the uncertainties

from the summed multiplicities can simply be added in quadrature.

8.2.2.2 Uncertainty due to choice of Monte Carlo

The reconstruction efficiency, fiducial correction, prior, and migration matrix are all cal-

culated from Alpgen. Any modeling attributes unique to Alpgen introduce a potential

bias due to the choice of using this generator. To estimate the uncertainty introduced by

this bias, the unfolding is repeated with all inputs calculated from Sherpa instead. The

difference between the result from Sherpa and the nominal result is taken as the systematic

uncertainty in choice of Monte Carlo.

8.2.2.3 Uncertainty due to bias from data distributions

Although Alpgen provides a very reasonable description of the data, any differences between

Alpgen and the data distribution introduces a potential bias. To estimate the uncertainty

introduced by this bias, a reweighting scheme is used.

This reweighting scheme is used to reweigh the Alpgen migration matrix, and is described

in detail in Section 7.3.2. The difference in the resulting cross section between the nominal

result and the result from using the reweighted matrix is taken as the systematic uncertainty.

This uncertainty is negligible except in only a few bins.
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8.3 Combined unfolded systematic uncertainties

The systematic uncertainties are estimated as described above and combined in quadrature

for the total systematic uncertainty. The fractional size of the detector level uncertainties

propagated through unfolding, as well as the unfolding systematic uncertainties are listed in

Tables 8.4 and 8.5.

Inclusive ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets ≥ 5 jets ≥ 6 jets ≥ 7 jets

Jet 0.51 11.63 14.23 18.53 24.60 34.89 49.97 70.21

Electron 1.11 1.41 1.42 1.52 1.80 2.14 2.14 2.14

Emiss
T 1.11 2.61 4.24 5.54 7.07 8.80 12.22 13.20

Pileup 0.27 0.55 0.63 0.53 0.41 0.41 0.41 0.41

Multi-jet background 0.51 1.26 2.13 2.56 2.46 4.72 8.84 11.89

tt̄ background 0.02 0.14 0.55 1.81 4.22 7.61 11.66 16.79

Other background 0.02 0.20 0.62 1.77 3.90 6.83 10.30 14.71

W+heavy flavor jets 0.07 0.24 0.75 0.96 1.37 1.92 1.44 1.53

Unfolding 4.71 4.14 4.86 4.36 4.03 5.10 5.19 5.58

Total systematic 5.03 12.77 15.88 20.23 26.75 38.16 54.77 76.04

Table 8.4: Systematic uncertainties in the measured cross sections in % for inclusive jet
multiplicities. The total is the sum in quadrature of the separately listed sources.

The jet uncertainties dominate in jet multiplicities greater than or equal to one. In the zero

jet bin it is the unfolding systematic uncertainties that dominate. For events with exactly

1 jet, the total systematic uncertainty is about 12 %, most of which is the combined jet

uncertainty. As the jet multiplicity rises, the contribution from the soft contributions of the

Emiss
T uncertainty, and the uncertainty from the various background estimates rise, but still

remain well below the jet uncertainty.

One uncertainty that is significantly reduced after unfolding is the uncertainty from the W+

heavy flavor jets cross section. Since the uncertainty only propagates through the migration
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No jets 1 jet 2 jets 3 jets 4 jets 5 jets 6 jets 7 jets

Jet 1.00 10.89 13.19 17.11 22.19 31.18 45.08 65.73

Electron 1.07 1.41 1.40 1.46 1.76 1.76 1.76 1.76

Emiss
T 0.94 2.13 3.91 5.14 6.64 8.06 11.76 11.76

Pileup 0.37 0.53 0.66 0.57 0.39 0.39 0.39 0.39

Multi-jet background 0.50 1.10 2.05 2.73 2.24 3.98 8.13 11.30

tt̄ background 0.01 0.03 0.24 1.18 3.38 6.66 10.56 15.45

Other background 0.00 0.09 0.34 1.22 3.16 5.98 9.28 13.44

W+heavy flavor jets 0.05 0.10 0.69 0.85 1.23 2.04 1.41 1.47

Unfolding 5.77 3.94 4.99 4.46 3.85 4.73 4.85 5.25

Total systematic 6.06 11.93 14.88 18.78 24.13 34.10 49.63 70.98

Table 8.5: Systematic uncertainties in the measured cross sections in % for exclusive jet
multiplicities. The total is the sum in quadrature of the separately listed sources.

matrix, only shape differences between W+ light flavor and heavy flavor jets have an impact,

but not normalization. The shape differences are small, so the uncertainty is reduced.

8.3.1 Systematic uncertainties in the W+ and W− cross sections

Systematic uncertainties for the W+ and W− cross sections are determined in the same

way as for the charge insensitive cross section. The only difference is that there is one

additional uncertainty from the possibility of misidentifying the charge of the electron. The

misidentification is corrected for by using a scale factor, the uncertainty of which is small

and included in the electron uncertainty.

The fractional size of the combined uncertainties for the W+ and W− cross sections are

listed in Tables 8.6 and 8.7 for the inclusive and exclusive jet multiplicities separately. The

uncertainties for the charge sensitive distributions are only carried out to jet multiplicities

of 6 jets. At 7 jets, the uncertainty exceeds 100 % and is therefore not given.
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Inclusive ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets ≥ 5 jets ≥ 6 jets

W+

Jet 0.46 11.33 13.37 16.98 22.26 30.65 45.32

Electron 1.14 1.39 1.40 1.50 1.75 1.75 1.75

Emiss
T 1.15 2.28 3.53 4.50 5.64 6.79 10.62

Pileup 0.28 0.51 0.56 0.47 0.37 0.37 0.37

Multi-jet background 0.40 0.96 1.45 1.64 2.85 7.43 18.64

tt̄ background 0.02 0.12 0.46 1.47 3.34 5.90 9.69

Other background 0.02 0.17 0.53 1.45 3.10 5.30 8.43

W+heavy flavor jets 0.08 0.21 0.62 0.83 1.32 2.15 1.80

Unfolding 4.94 4.26 4.97 4.04 3.93 5.11 5.24

Total systematic 5.24 12.45 14.87 18.30 24.01 33.73 52.09

W−

Jet 0.58 12.05 15.51 20.89 28.48 43.62 67.46

Electron 1.06 1.43 1.43 1.54 2.08 2.08 2.08

Emiss
T 1.06 3.09 5.36 7.23 9.33 12.01 15.97

Pileup 0.26 0.61 0.74 0.63 0.42 0.42 0.42

Multi-jet bkg 0.68 1.90 3.65 4.32 4.87 10.68 15.39

tt̄ background 0.02 0.18 0.70 2.35 5.70 10.88 17.59

Other background 0.03 0.23 0.76 2.26 5.20 9.63 15.42

W+heavy flavor jets 0.04 0.34 1.02 1.24 1.40 1.45 1.02

Unfolding 4.42 3.89 4.57 4.66 4.38 4.46 4.72

Total systematic 4.76 13.27 17.55 23.32 31.73 48.98 74.95

Table 8.6: Systematic uncertainties in the measured cross sections in % for inclusive jet
multiplicities for the W+ and W− selections separately. The total is the sum in quadrature
of the separately listed sources.

111



Uncertainties behave the same way for the W+ and W− cross sections as for the charge

independent cross section. The jet energy scale and jet energy resolution still dominate for

events with at least one jet, and scale similarly with jet multiplicity. Additionally the unfold-

ing is dominant in the presence of no jets. Uncertainties are larger for the W− production

due to the process having less cross section overall at a proton-proton collider.

8.3.2 Systematic uncertainties in the W+ / W− ratio

Systematic uncertainties in the W+ / W− ratio are calculated from the W+ and W−

systematic uncertainties. The uncertainties for the ratio are split into correlated and un-

correlated uncertainties. Correlated uncertainties are calculated by re-evaluating the ratio

r with the systematic variations applied to the numerator and denominator together rsyst.

The uncertainty is then simply ∆r = |rsyst − r|.

The uncorrelated uncertainties are propagated in the traditional way by adding the relative

uncertainties from the numerator and denominator in quadrature:

∆runcorr = r ·

√√√√(∆σuncorr
W+

σW+

)2

+

(
∆σuncorr

W−
σW−

)2

. (8.5)

The uncorrelated uncertainties are those that result from statistical sources i.e. statisti-

cal uncertainty from the multi-jet fit, statistical uncertainty in the background estimates,

and the unfolding uncertainty due to limited Monte Carlo statistics. All other systematic

uncertainties are treated as correlated.

The systematic uncertainties for the W+ / W− ratio are listed in Tables 8.8 and 8.9 for the

inclusive and exclusive jet multiplicities. There is a large amount of cancellation in many

of the uncertainties in the ratio. In the presence of at least one jet the total systematic
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No jets 1 jet 2 jets 3 jets 4 jets 5 jets 6 jets

W+

Jet 0.99 10.75 12.46 15.66 20.17 27.41 41.06

Electron 1.11 1.39 1.38 1.46 1.65 1.65 1.65

Emiss
T 1.03 1.91 3.27 4.19 5.33 6.40 8.68

Pileup 0.37 0.49 0.58 0.50 0.38 0.38 0.38

Multi-jet bkg 0.38 0.88 1.52 1.82 2.16 5.36 17.08

tt̄ background 0.01 0.04 0.21 0.97 2.69 5.13 8.84

Other background 0.00 0.08 0.30 1.00 2.51 4.60 7.58

W+heavy flavor jets 0.06 0.09 0.57 0.70 1.09 2.23 1.59

Unfolding 6.02 4.06 5.22 4.08 3.71 4.87 5.04

Total systematic 6.31 11.78 14.08 16.96 21.71 30.00 47.11

W−

Jet 1.01 11.11 14.27 19.31 25.26 38.33 60.69

Electron 1.02 1.43 1.42 1.44 1.94 1.94 1.94

Emiss
T 0.83 2.45 4.90 6.72 8.72 11.16 15.70

Pileup 0.37 0.58 0.77 0.68 0.40 0.40 0.40

Multi-jet bkg 0.72 1.53 3.50 4.54 3.74 9.69 14.66

tt̄ background 0.01 0.05 0.31 1.56 4.55 9.48 15.94

Other background 0.00 0.11 0.40 1.56 4.19 8.34 13.94

W+heavy flavor jets 0.01 0.15 0.96 1.20 1.39 1.54 1.22

Unfolding 5.43 3.70 4.55 4.86 4.08 4.19 4.52

Total systematic 5.74 12.16 16.26 21.70 28.08 43.26 67.96

Table 8.7: Systematic uncertainties in the measured cross sections in % for exclusive jet
multiplicities for the W+ and W− selections separately. The total is the sum in quadrature
of the separately listed sources.
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uncertainty reduces from 11-13 % in the W+ and W− cross sections down to only 1.5 % in

the ratio. Most of this is due to the reduction in the combined jet uncertainties from 11-12 %

in the individual cross sections down to less than 1 % in the ratio.

Inclusive ≥ 1 jet ≥ 2 jets ≥ 3 jets ≥ 4 jets ≥ 5 jets ≥ 6 jets

Jet 0.13 0.74 2.08 3.83 6.72 14.85 27.30

Electron 0.09 0.14 0.13 0.08 0.47 0.47 0.47

Emiss
T 0.09 0.82 1.87 2.80 3.84 5.52 6.16

Pileup 0.02 0.10 0.18 0.16 0.06 0.06 0.06

Multi-jet bkg 0.32 1.24 2.85 3.21 5.90 14.66 27.09

tt̄ background 0.02 0.08 0.28 0.96 2.61 5.88 10.23

Other background 0.01 0.06 0.23 0.81 2.12 4.38 7.20

W+heavy flavor jets 0.03 0.13 0.39 0.40 0.09 0.70 0.78

Unfolding 0.55 0.50 0.61 0.74 1.27 1.81 2.65

Total systematic 0.66 1.75 4.09 5.93 10.38 22.88 41.01

Table 8.8: Systematic uncertainties in the measured W+/W− cross section ratio in % for
inclusive jet multiplicities. The total is the sum in quadrature of the separately listed sources.

Most detector related uncertainties see high cancellation except the multi-jet fit uncertainty

(Section 8.1.5.1). At low jet multiplicities this is dominated by the potential Monte Carlo bias

uncertainty, where there is a difference in how Sherpa and Alpgen model the individual

W+ and W− cross sections which causes imperfect cancellation in the ratio. At higher

multiplicities the uncertainty from the choice of reverted electron ID in the control region

dominates because it suffers from low statistics. Additionally the statistical uncertainty

on the multi-jet fit itself is treated as uncorrelated and thus does not benefit from the

cancellation in the ratio, and so this also becomes significant at high jet multiplicities. In

general, the systematic uncertainties are larger than the statistical uncertainties in the data,
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Exclusive 1 jet 2 jets 3 jets 4 jets 5 jets 6 jets

Jet 0.07 0.45 1.75 3.50 5.39 12.42 23.53

Electron 0.10 0.14 0.16 0.11 0.41 0.41 0.41

Emiss
T 0.20 0.54 1.66 2.59 3.51 5.01 8.46

Pileup 0.01 0.08 0.19 0.19 0.06 0.06 0.06

Multi-jet bkg 0.40 0.83 2.84 3.20 3.79 12.19 25.36

tt̄ background 0.02 0.05 0.18 0.69 2.10 5.24 9.42

Other background 0.00 0.03 0.11 0.56 1.68 3.78 6.52

W+heavy flavor jets 0.05 0.07 0.39 0.49 0.30 0.68 0.37

Unfolding 0.63 0.67 0.91 1.00 1.18 1.82 2.80

Total systematic 0.79 1.30 3.87 5.60 8.04 19.33 37.52

Table 8.9: Systematic uncertainties in the measured W+/W− cross section ratio in % for
exclusive jet multiplicities. The total is the sum in quadrature of the separately listed sources.

but of the same order.
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Chapter 9

Theoretical predictions

With the unfolding completed, data can now be easily compared to theoretical predictions,

both from fixed order theory and from parton shower Monte Carlo. Predictions can be

generally categorized into the order in αs that the matrix element is calculated to using

perturbative QCD. In general, higher orders are more difficult to calculate and require dras-

tically more computation time. Each additional jet introduces an additional vertex and

another order of αs. As such, this analysis compares predictions from a number of fixed

order, including those calculated to leading order (LO), next to leading order (NLO), and

next to next to leading order (NNLO). These fixed order predictions can either be used to

produce their own predictions at the parton level, or be used as inputs to parton shower

Monte Carlo programs. These predictions are briefly outlined in this chapter and shown in

comparison to data in Chapter 10.

Monte Carlo predictions shower the final state partons to particle level and then hadronize

them. Showered partons can sometimes form new jets, and so, events may include more jets

than are calculated by the matrix element as described above. Often one program is used

to calculate the matrix element, and another program is used to shower the resultant final

state partons. Table 9.1 summarizes the predictions that are compared to data in Chapter

10.

There are a few remaining effects not taken into account by the unfolding that must be
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investigated. The corrections from the underlying event and hadronization cannot be mod-

eled using perturbative QCD. These are categorized as non-perturbative corrections. Parton

shower Monte Carlos model them, but fixed order predictions do not and an independent

correction must be applied. Additionally, while the prediction is calculated to a specified

order in αs, some corrections from QED are not taken into account in general. This effect

is also discussed below along with the effect of “dressing” the electrons.

Program Order in αs Nmax
partons

at highest
order

PDF set PS NPC Comments

Njetti NNLO 1 CT14 X Not shown for
Njets, ∆Rjet1,jet2,
and mjet1,jet2

Blackhat+Sherpa NLO 1, 2, or 3 CT10 X

MCFM 6.8 NLO 1 CT10+ 3
more

X Figure 10.6 only

Powheg+Pythia8 NLO 1 CT10 X Figure 10.6 only

Sherpa 2.2.1 NLO 2 NNPDF
3.0 NNLO

X Including NLO
EW corrections
in Figure 10.6

Sherpa 2.2.1 LO 3 NNPDF
3.0 NNLO

X

Alpgen+Pythia6 LO 5 CTEQ6L1
(LO)

X

Alpgen+Herwig LO 5 CTEQ6L1
(LO)

X

Sherpa 1.4.1 LO 4 CT10 X

Table 9.1: Summary of W +jets predictions which are compared to the measured differential
W+jets cross sections. Included is the order in αs, the maximum number of partons included
in the matrix element calculation, which PDF set is used, whether the parton shower (PS)
is included, and whether the non-perturbative corrections (NPC) (see Section 9.5 below) are
applied.
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9.1 Theoretical uncertainty

There are two main uncertainties associated with theoretical predictions. The first is the

uncertainty from the PDF used, which is outlined in Section 2.2. The second is the scale

uncertainty. When calculating the cross section, an appropriate scale must be chosen for

factorization and renormalization. An all-orders calculation would be insensitive to the

values of these scales, but predictions to finite order retain a sensitivity, which decreases as

the order of the calculation increases. More can be read about this subject in reference [19].

A good choice of scale, related to the physical process, will lead to a more reliable prediction.

The ATLAS prescription for this analysis is to use a dynamic scale of HT/2. In order to

find the scale uncertainty, the scales are varied individually up and down by a factor of two,

and the envelope of the variation is taken as the uncertainty.

9.2 LO predictions

The leading order predictions used in this analysis are Alpgen v2.14 and Sherpa v1.4.1.

Alpgen events were produced with up to 5 partons in the final state and showered with

Pythia v6.426 (abbreviated as Alpgen+PY6 in the figures). Pythia also models the

hadronization and underlying event, so no non-perturbative corrections need to be applied.

Electromagnetic final state radiation is modeled using Photos [61] and Tauola [62], and

the PDF set CTEQ6L1 is used to model the proton structure. Alpgen is also shown using

an alternate parton showering model from Herwig [63] with Jimmy [64].

Sherpa events were generated with up to 4 partons in the final state. Sherpa does its

own modeling of the parton shower along with the hadronization, underlying event, and

electromagnetic final state radiation.
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9.3 NLO predictions

NLO predictions are generated with BlackHat+Sherpa [65] (abbreviated BH+S in the

figures). Often a prediction is referred to as the generator that does the matrix element cal-

culation “+” the generator that does the showering, e.g. Alpgen+Pythia6. In this case

however, BlackHat provides the NLO virtual matrix element corrections and Sherpa cal-

culates the tree-level diagrams and provides the phase-space integration. Tree-level diagrams

are the LO parts of the cross-section calculation, and the virtual matrix element corrections

are the higher order terms. Although BlackHat+Sherpa provides predictions with up to

5 jets at NLO, only W + 1, 2, and 3 jets are used in this analysis as it focuses on 1 and 2 jet

differential cross-sections. The proton structure is modeled using the PDF set CT10 NLO.

In addition to the vanilla BlackHat+Sherpa predictions, the exclusive sum approach is

also shown for the W +1 jet predictions. The exclusive sum adds the NLO correction for the

W + 2 jet prediction to the full W + 1 jet inclusive prediction. This has the advantage over

the standard fixed order prediction of containing information about additional partons, but

lacks complete theoretical rigor. This is useful in observables that are sensitive to additional

jets such as inclusive lead jet pT or HT.

The MCFM generator [66] is also used in this analysis to model one jet at NLO and 2 jets at

LO. Four choices of PDF are shown for MCFM: CT10 [67], HERAPDF 1.5 [68], MSTW

2008 [69], and NNPDF 2.3 [70].

As mentioned above, Sherpa 1.4.1 is used for LO predictions. The later release of Sherpa

2.2.1 gives us NLO predictions as well. Sherpa 2.2.1 calculates the matrix element with up

to 2 partons in the final state at NLO and also 3 partons at LO. Sherpa provides its own

modeling of the parton shower, hadronization, the underlying event. The PDF set CT10 was
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used to model the proton structure. The LO prediction is shown as well but the theoretical

uncertainty is left out of the figures.

Finally the NLO W + 1 jet cross sections are also calculated using Powheg r2129 showered

with Pythia 8 (abbreviate PWHG+PY8 in the figures). The CT14 PDF set is used for

the Powheg calculation, and CTEQ6L1 is used for the parton shower. The Powheg cross

sections are scaled by a factor of 1.1 for events with at least 1 jet to match the integrated

number of events in the data. Only statistical uncertainties are shown.

9.4 NNLO predictions

The Njetti [71] [72] program is capable of calculating the W+jets cross section at NNLO. It is

named after the N-jettiness subtraction technique it uses to control the infrared singularities

of final state partons. This sample was generated using the CT14 NNLO PDF set. The

kinematic selection defined for theory predictions in Table 7.1 is used with the exception

of the jet rapidity cut. This sample was generated requiring |y| < 2.5 instead of 4.4. This

stricter rapidity cut was necessary due to the inherent larger uncertainties of the technique

when dealing with higher rapidity jets. In order to make comparisons to data and the other

samples, a correction is applied. The correction was estimated using Alpgen+Pythia6. A

straight forward bin by bin ratio is taken of events generated using the |y| < 4.4 cut to the

events generated using the |y| < 2.5 cut. This is done separately for all observables. The

effect of this correction is about 10 to 15 % at low transverse momentum of the W boson,

jets, and HT, and decreases to 0 at higher energies. The systematic uncertainty for the

correction is taken as the statistical uncertainty from the Alpgen+Pythia sample as well

as the potential bias from Monte Carlo sample. This is estimated by repeating the correction
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with Sherpa 1.4.1 and taking the difference as the uncertainty.

9.5 Non-Perturbative Corrections

There are two corrections that must be applied that cannot be calculated from perturbative

QCD. The first is from hadronization, the process where colored partons turn into colorless

jets. Some of the energy from hadronization is deposited outside of the jet cone and thus

is lost. The second correction is from the underlying event. When the partons collide the

remnants of the protons are unaccounted for but will inevitably deposit some additional

energy into the detector. This is called the underlying event. It is by happy coincidence

that these two effects directly oppose each other for the R = 0.4 jet size used, and are of

approximately the same order. As a result the combined non-perturbative correction (NPC)

is small.

The non-perturbative corrections are determined with Sherpa 2.2.1 at leading order. The

matrix element calculation is carried out with emissions of up to 2 jets using the default

PDF NNPDF 3.0 NNLO. The generated events are selected using the same criterion as the

nominal analysis from Table 7.1.

Four samples are generated for the NPC:

1. Parton level with no hadronization (Had) or underlying event (UE) (Fragmentation

off for hadronization, multiple parton interactions off and intrinsic transverse beam

momentum off for underlying event).

2. Particle level with non-perturbative effects on.

3. With hadronization on and the underlying event off.
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4. With hadronization off and the underlying event on.

The corrections are done separately on a bin-by-bin basis and are defined as:

δhad =
Had On, UE Off

Had Off, UE Off
and δUE =

Had Off, UE On

Had Off, UE Off
(9.1)

Or with the two corrections combined:

δcomb =
Had On, UE On

Had Off, UE Off
(9.2)

100 million events are generated for each sample which provides adequate statistics in the

low energy regions where the individual corrections are large. In the higher energy bins, low

statistics can create large ratios between samples despite this being the region where the

corrections should be closest to one. To compensate for this, high energy bins are merged

together and the ratio of each sub-bin is fixed to the ratio of the merged bin. The merging

is done iteratively until the fractional statistical uncertainty of the merged bin is less than

2%.

The systematic uncertainties of the NPC are determined by taking the envelope of the

following varied parameters: the starting scale of the parton shower, the recoil scheme, the

mode of shower evolution, and the number of emitted partons from the matrix element. Each

of these samples are generated separately. More can be read about these shower parameters

in References [73] and [74]. The statistical and systematic uncertainties are added to the

theoretical uncertainty in the predictions they are applied to.

The non-perturbative corrections are shown for the charge-insensitive distributions in Figures

9.1 - 9.5. The top half of the figures show the four samples generated and the bottom half

122



0 2 4 6 8 10

E
ve

nt
s 

pe
r 

bi
n

1

10

210

310

NPC

Had Off, UE Off

Had On,  UE Off

Had Off, UE On

Had On,  UE On

Exclusive Jet Multiplicity

0 2 4 6 8 10

C
or

re
ct

io
n

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

NPC

Hadronization

Underlying Event

Combined

(a) Exclusive Jet Multiplicity

0 2 4 6 8 10

E
ve

nt
s 

pe
r 

bi
n

1

10

210

310

410
NPC

Had Off, UE Off

Had On,  UE Off

Had Off, UE On

Had On,  UE On

Inclusive Jet Multiplicity

0≥ 1≥ 2≥ 3≥ 4≥ 5≥ 6≥ 7≥ 8≥ 9≥ 10≥

C
or

re
ct

io
n

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

NPC

Hadronization

Underlying Event

Combined

(b) Inclusive Jet Multiplicity

Figure 9.1: The hadronization and underlying event corrections for the exclusive and inclu-
sive jet multiplicity.
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(b) W pT ≥ 1 jet

Figure 9.2: The hadronization and underlying event corrections for the HT and W boson
transverse momentum.
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(b) Lead jet rapidity ≥ 1 jet

Figure 9.3: The hadronization and underlying event corrections for the lead jet pT and
rapidity.
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Figure 9.4: The hadronization and underlying event corrections for the second leading jet
pT and rapidity.
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Figure 9.5: The hadronization and underlying event corrections for the angular separation
of the two lead jets, and the invariant mass of the two lead jets.

show the corrections defined in Equations 9.1 and 9.2. The corrections are in general on

the order of 2-3%. Unsurprisingly, the corrections grow with the number of jets as seen in

Figure 9.1. More jets means that there are more opportunities for energy to be lost from

hadronization and gained from the underlying event.

9.6 Electroweak Corrections

In general, calculations are referred to by their order in αs; however this doesn’t include

higher order calculations of the electroweak coupling αEW. Sherpa 2.2.1 has the capability

of including these NLO electroweak terms in the cross section calculation. These extra

terms can have a significant impact especially on certain observables such as the transverse

momentum of the W boson [75].

Having these corrections available makes it possible to study the impact of these additional
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Figure 9.6: The electroweak corrections for the inclusive and exclusive jet multiplicity gen-
erated with Sherpa 2.2.1 using the cuts from Table 7.1

terms on W + jets kinematics. This is done in a straight forward manner, simply running

Sherpa with and without these terms included with all other parameters the same as for

the nominal analysis. Figures 9.6 - 9.10 show the impact of these corrections.

The impact in general grows with energy. Energy related distributions like HT and lead jet

pT are impacted minimally at low energies and grow to 20-30% at higher values. Angular

distributions remain mostly unaffected. The largest impact is on the transverse momentum

of the W boson (Figure 9.7b) which quickly grows to tens of percent.

The electroweak corrections are included in the distributions shown for Sherpa 2.2.1 at

NLO, but are not applied to the other Monte Carlo predictions.

126



0 500 1000 1500 2000 2500

E
ve

nt
s 

pe
r 

bi
n

2−10

1−10

1

10

210

310

410

EWC

QCD

QCD+EW

 [GeV]TH

0 500 1000 1500 2000 2500

E
W

/Q
C

D

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

(a) HT ≥ 1 jet

0 200 400 600 800 1000 1200 1400

E
ve

nt
s 

pe
r 

bi
n

2−10

1−10

1

10

210

310

410
EWC

QCD

QCD+EW

 [GeV]
T

W p

0 200 400 600 800 1000 1200 1400

E
W

/Q
C

D

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

(b) W pT ≥ 1 jet

Figure 9.7: The electroweak corrections for HT and W boson transverse momentum gener-
ated with Sherpa 2.2.1 using the cuts from Table 7.1
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(a) Lead jet pT ≥ 1 jet
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(b) Lead jet rapidity ≥ 1 jet

Figure 9.8: The electroweak corrections for lead jet transverse momentum and rapidity
generated with Sherpa 2.2.1 using the cuts from Table 7.1

128



0 200 400 600 800 1000 1200 1400

E
ve

nt
s 

pe
r 

bi
n

3−10

2−10

1−10

1

10

210

310

410

EWC

QCD

QCD+EW

 [GeV]
T

Second jet p

0 200 400 600 800 1000 1200 1400

E
W

/Q
C

D

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

(a) Second leading jet pT ≥ 2 jet
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(b) Second leading jet rapidity ≥ 2 jet

Figure 9.9: The electroweak corrections for second lead jet transverse momentum and ra-
pidity generated with Sherpa 2.2.1 using the cuts from Table 7.1
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Figure 9.10: The electroweak corrections for dijet invariant mass and the angular separation
between the two lead jets generated with Sherpa 2.2.1 using the cuts from Table 7.1
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9.7 Dressed electron corrections

The final effect to consider is dressing the electron. High energy electrons tend to radiate

energy through photon emissions. This creates a showering effect similar to the way that

quarks radiate gluons. This radiation is called electromagnetic final state radiation. Mod-

eling these emissions and summing their energy back into the electron is called dressing the

electron. For keeping track of the nomenclature, the electron before radiation is called the

Born level electron, and the electron after is called the dressed electron.

Sherpa 2.2.1 is used for the making the correction from Born level to the dressed. Similar

to the electroweak correction, events are generated both with the radiation and without, and

the ratio of the Born level to dressed level is used as the bin by bin correction. The effect

is shown for the charge insensitive observables in Figures 9.11 - 9.15. The impact is very

small (generally less than 1%) and was not applied to the predictions in favor of not adding

an additional systematic uncertainty. The same smoothing using for the non-perturbative

corrections is used here to smooth the low statistics bins.
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(b) Inclusive Jet Multiplicity

Figure 9.11: The Born to dressed level corrections for the inclusive and exclusive jet multi-
plicity generated with Sherpa 2.2.1 using the cuts from Table 7.1
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(b) W pT ≥ 1 jet

Figure 9.12: The Born to dressed level corrections for HT and W boson transverse momen-
tum generated with Sherpa 2.2.1 using the cuts from Table 7.1

133



0 200 400 600 800 1000 1200 1400

E
ve

nt
s 

pe
r 

bi
n

1

10

210

310

410 born to dressed

dressed

born

 [GeV]
T

Lead jet p

0 200 400 600 800 1000 1200 1400

dr
es

se
d/

bo
rn

   

0.9
0.92
0.94
0.96
0.98

1
1.02
1.04
1.06
1.08

1.1

(a) Lead jet pT ≥ 1 jet
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(b) Lead jet rapidity ≥ 1 jet

Figure 9.13: The Born to dressed level corrections for lead jet transverse momentum and
rapidity generated with Sherpa 2.2.1 using the cuts from Table 7.1
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(a) Second leading jet pT ≥ 2 jet
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(b) Second leading jet rapidity ≥ 2 jet

Figure 9.14: The Born to dressed level corrections for second lead jet transverse momentum
and rapidity generated with Sherpa 2.2.1 using the cuts from Table 7.1
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(b) Angular separation ∆Rjet1,jet2

Figure 9.15: The Born to dressed level corrections for dijet invariant mass and the angular
separation between the two lead jets generated with Sherpa 2.2.1 using the cuts from Table
7.1
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Chapter 10

Cross Section Results

This chapter presents the measured cross sections for W → eν production and the ratio of

the W+ to W− cross sections, calculated from the W+ and W− cross sections measured

separately. For the W+ and W− distributions themselves, see Appendix C. The data are

compared to the theoretical predictions outlined in Chapter 9. The observables discussed

are separated into the jet multiplicity distributions, the inclusive W+ ≥ 1 jet distributions,

and the inclusive W+ ≥ 2 jets distributions.

10.1 Jet multiplicity distribution

The inclusive jet multiplicity cross sections are shown in Figure 10.1 for inclusive W pro-

duction and the W+/W− ratio. The fixed order calculations are compared to each other;

BlackHat+Sherpa using the CT10 PDF set is NLO for 1, 2 and 3 jets, and Njetti using

the CT14 PDF set is NNLO for 1 jet. Table 9.1 can be reviewed to reference the order in

αs, the PDF used, and the number of partons calculated in the matrix element for all the

predictions shown. The fixed order calculations demonstrate the current understanding of

perturbative QCD, and have the lowest theoretical uncertainties. Overall there is agreement

between the predictions and the data. Both LO Sherpa predictions start to diverge at

high jet multiplicity but the NLO Sherpa predictions provide a much better description of

the data. There are two parton shower models shown for Alpgen, both of which provide
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Figure 10.1: Cross section for the production of W bosons (left) and the W+/W- ratio
(right) for different inclusive jet multiplicities. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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consistent predictions within experimental uncertainties. The theoretical uncertainties for

the LO predictions (which are large due to the LO nature of the calculation) are not shown.

In general, the trends for W+ and W− production are the same. Taking the ratio improves

agreement between data and prediction indicating there is cancellation of some systematic

effects, both theoretical and experimental. For example, scale uncertainties will mostly

cancel in the ratio.

10.2 Distributions for Njets ≥ 1

Figure 10.2 shows the differential cross section of W production and the W+/W− ratio

for Njets ≥ 1 as a function of the pT of the W boson. This is one of the more difficult

distributions to model, as at high pT the electroweak corrections become significant (see

Section 9.6). Sherpa 2.2.1 does not do as well as 1.4.1 at either LO or NLO, but it should

be noted that Sherpa 1.4.1 includes up to 4 partons in the matrix element calculation, and

Sherpa 2.2.1 at LO includes up to 3 partons, while Sherpa 2.2.1 at NLO includes only

up to 2 partons. Sherpa 2.2.1 does benefit by having smaller theoretical uncertainty, and

as noted before, the theory uncertainties at LO are typically much larger. Thus, the better

agreement at LO can not be considered that significant. For the fixed order predictions,

Njetti does much better than BlackHat+Sherpa. This is unsurprising since at high W

pT, dijet production with a W emission becomes dominant, which is described better by

Njetti, being NNLO in inclusive W + 1 jet production. The W+/W− ratio has much greater

experimental precision. Most predictions with the exception of Njetti and Sherpa 1.4.1

overestimate the cross section by one to nearly four times the uncertainty. Alpgen has the

greatest overestimation, which is consistent with the mismodeling seen in Figure 10.1b.
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The distributions of the pT of the lead jet for events with Njets ≥ 1 is shown in Figure

10.3. The Njetti, Alpgen, and LO Sherpa 1.4.1 describe well both the W production

and the W+/W− ratio. Sherpa 2.2.1 LO and NLO, as well as the BlackHat+Sherpa

predictions tend to underestimate the cross section. This is in contrast to what was seen

in W+dijet production [76] where the predictions overestimated the cross section. In the

W+dijet analysis, the event selection required a larger leading jet pT as well as a dijet

invariant mass of at least 500 GeV. This shows how different phase spaces can effect the

predictions.

The distribution of lead jet rapidity is shown in Figure 10.4. At forward rapidity, there

is a sharp drop off in the data at |y| ≈ 3.6, compared to the smoothly falling predictions.

In this region there is also a large experimental uncertainty from the uncertainty due to

Monte Carlo bias in the unfolding, which stems from a difference in how Alpgen and

Sherpa model this region. This combined with the large uncertainty in JES and JER as

well, cover the discrepancy between data and the theoretical predictions (see Chapter 8 for

a description of systematic uncertainties). Overall, most predictions overestimate the cross

section in the forward region but remain within 1-2 times the experimental uncertainty.

The showering model seems to have a significant effect which can seen in the comparison of

Alpgen+Herwig to Alpgen+Pythia 6. This mismodeling in the forward region largely

cancels out in the W+/W− ratio.

The differential cross section for W production and the W+/W− ratio for Njets ≥ 1 is

shown as a function of HT in Figure 10.5. The leading order predictions, Sherpa and

Alpgen describe the data best. These predictions benefit from having multiple partons

in the matrix element calculation (see Table 9.1), which is important especially in the HT

distribution. In general higher energies are more sensitive to the higher multiplicity matrix
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Figure 10.2: Differential cross sections for the production ofW bosons (left) and theW+/W−

ratio (right) as a function of the transverse momentum of the W boson for events with
Njets ≥ 1. The last bin in the left figure includes values beyond the shown range. For the
data, the statistical uncertainties are indicated as vertical bars, and the combined statistical
and systematic uncertainties are shown by the hatched bands. The uppermost panel in
each plot shows the differential cross sections, while the lower panels show the ratios of the
predictions to the data. The theoretical uncertainties on the predictions are described in the
text. The arrows on the lower panels indicate points that are outside the displayed range
[12].

element contributions. The BlackHat+Sherpa predictions underestimate the data at

high HT, which is expected since the additional jets are important in this region. The

BlackHat+Sherpa using the exclusive sum approach and the Njetti prediction both do

better benefiting from higher order jet corrections in the matrix element calculation, either

approximate for the case of the exclusive sum, or exact for the case of Njetti. Statistics

decrease at larger values of HT where the cross section is small and so the uncertainty

increases. In the ratio, systematic uncertainties also increase in the same region where there

is imperfect cancellation.
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Figure 10.3: Differential cross sections for the production ofW bosons (left) and theW+/W−

ratio (right) as a function of the lead jet pT for events with Njets ≥ 1. The last bin in the
left figure includes values beyond the shown range. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure 10.4: Differential cross sections for the production ofW bosons (left) and theW+/W−

ratio (right) as a function of the lead jet rapidity for events with Njets ≥ 1. The last bin in the
left figure includes values beyond the shown range. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure 10.5: Differential cross sections for the production ofW bosons (left) and theW+/W−

ratio (right) as a function of HT for events with Njets ≥ 1. The last bin in the left figure
includes values beyond the shown range. For the data, the statistical uncertainties are
indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure 10.6 shows the differential cross sections of the W+/W− ratio for the above four

observables again but compared to the MCFM predictions with four different PDF sets.

The PDF sets compared are CT10, HERAPDF 1.4, MSTW 2008, and NNPDF 2.3,

which are all NLO PDF sets (MCFM is also NLO). The PDF uncertainties shown are for

the CT10 PDF set. As can be seen from the comparisons, the PDF set can have a non-trivial

effect on the prediction. The most significant effects are for the pT of the W boson, and in

the forward region of the jet rapidity.

Figure 10.6 also shows the predictions from Powheg+Pythia 8, the BlackHat+Sherpa

exclusive sum (both using the CT10 PDF set), and Sherpa 2.2.1 with and without the elec-

troweak corrections using the PDF set NNPDF 3.0 NLO. The predictions from Powheg+Pythia8

are comparable to the BlackHat+Sherpa exclusive sum method. The effect of the second

jet emission being calculated at NLO in BlackHat+Sherpa is similar in magnitude (but

smaller in uncertainty) to the correction provided by the parton showering in Pythia 8.

Also included in Figure 10.6 are the Sherpa 2.2.1 predictions with the NLO electroweak

corrections applied (these corrections are not applied in the other plots). Here in the ratio,

the EW corrections should cancel, but the effect on the W+ and W− distributions is also

shown individually in Figures C.7-C.14 of Appendix C. The electroweak corrections scale

larger with W boson and jet pT, and HT observables. The corrections can be quite large

(see Section 9.6) and have the effect of reducing the cross section such that there is larger

disagreement with the data. The electroweak correction is as large as 30-80% depending on

the observable, and largely cancels out with the NLO correction from αs.
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Figure 10.6: W+ to W− cross-section ratio as a function of HT (top left), W pT (top right),
leading jet pT (bottom left) and leading jet rapidity (bottom right) for events with Njets ≥ 1.
For the data, the statistical uncertainties are indicated as vertical bars, and the combined
statistical and systematic uncertainties are shown by the hatched bands. The uppermost
panel in each plot shows the differential cross sections, while the lower panels show the ratios
of the predictions to the data. The theoretical uncertainties on the predictions are described
in the text. The arrows on the lower panels indicate points that are outside the displayed
range [12].
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Figure 10.7: Differential cross sections for the production of W bosons as a function of the
second lead jet pT (left) and rapidity (right) for events with Njets ≥ 2. The last bin in the
left figure includes values beyond the shown range. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].

10.3 Distributions for Njets ≥ 2

The differential cross section for events with at least two jets is shown as a function of

second leading jet pT and second leading jet rapidity in Figure 10.7. The Njetti prediction

is NNLO for the first jet, and contains NLO matrix elements for the second jet. As such,

the BlackHat+Sherpa predictions, which are also NLO for the second jet, and the Njetti

predictions contain a similar level of agreement with respect to data. The second lead jet

is well modeled by all predictions up to a rapidity of |y| ≈ 2.5, after which the predictions,

with the exception of Alpgen tend to over predict the data.
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Figure 10.8 shows the differential cross section for W + 2 jet production as a function of

the angular separation between the two lead jets and the invariant mass of the two lead

jets. These observables are sensitive to hard parton radiation at large angles and the matrix

element/parton shower matching schemes of the predictions. BlackHat+Sherpa describes

both distributions well even at large dijet mass, only slightly overpredicting the data at

low invariant mass. This leads to a small offset in the ∆R angular separation, since it is

dominated by low dijet invariant mass. The Sherpa 1.4.1 generator predicts too large a cross

section at large angular separation and high dijet invariant mass. Sherpa 2.2.1 provides a

better description at both LO and NLO, especially for the dijet invariant mass. The Alpgen

prediction describes the large dijet invariant mass well, but less so for small and large angular

separations between the two lead jets. Additional distributions are provided in Appendix C
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Figure 10.8: Differential cross sections for the production of W bosons as a function of the
angular separation between the two lead jets and dijet mass of the two lead jets for events
with Njets ≥ 2. The last bin in the left figure includes values beyond the shown range.
For the data, the statistical uncertainties are indicated as vertical bars, and the combined
statistical and systematic uncertainties are shown by the hatched bands. The uppermost
panel in each plot shows the differential cross sections, while the lower panels show the ratios
of the predictions to the data. The theoretical uncertainties on the predictions are described
in the text. The arrows on the lower panels indicate points that are outside the displayed
range [12].
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Chapter 11

Conclusion

This thesis has presented the cross section measurement of W boson production accompanied

by jets as well as the W+ to W− ratio of those cross sections for the data collected by ATLAS

in 2012. During this time, the center of mass energy for the proton-proton collisions was

√
s = 8 TeV and the total integrated luminosity of this run was 20.2 fb−1. The differential

distributions shown are for observables that are sensitive to perturbative QCD, the modeling

of the parton shower, and parton structure of the proton. Taking the ratio of W+ to

W−production has the advantage that many systematic and theoretical uncertainties cancel

out, allowing for high precision measurements.

What was observed was that higher order predictions are able to describe data well, and

have improved accuracy and uncertainty in certain regions of phase space. However these

fixed order calculations often over or underestimate the data in regions of high transverse

momentum, high rapidity, or large angular separation. This is due to the lack of jets in

these regions which are needed to properly describe the data. Often the LO generators,

which include many partons in the matrix element, model the data better in these regions

thanks to the inclusion of additional jets. This comes at the cost of having larger theoretical

uncertainties, which makes definite conclusions difficult. None of the generators describe

all observables well, but many describe certain observables better than others. The hardest

observables to model are the HT, jet rapidity, and dijet invariant mass, suggesting that a
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better description of high energy and high rapidity jets is needed. In the W+/W− ratio,

increased sensitivity to the PDF is observed. In some cases the choice of PDF can modify the

prediction by as much as the experimental uncertainty. This indicates that the data can be

useful in providing additional information for parton distribution function fits, and in fact,

this data is being used thusly within the ATLAS collaboration. These distributions help

provide a better understanding of perturbative QCD, and the impact on parton distribution

functions. They can also serve as a reference for other analyses and future studies of W

production in association with jets.

151



APPENDICES

152



APPENDIX A

Cosmic Muon Analysis

Introduction

In order to earn authorship in the ATLAS collaboration, one must complete a service project

that contributes to maintenance or upgrade of the detector. This service project involved

using cosmic ray muons to help calibrate the hadronic calorimeter, TileCal. Cosmic ray data

has been used in the past to cross check the calibration as well to inter-calibrate the parts

of the TileCal. The goal of this study is to reproduce the distributions made in the past for

the 2008, 2009, and 2010, using the 2011 and 2012 data for side-by-side comparison.

Event selection

Muon trajectories were constructed from the Inner Detector using tracking information from

the silicon detectors (SCT and Pixel). The quality of the extrapolation is ensured by requir-

ing at least eight hits between the two detectors. A cut on the impact parameters is also

used to select paths with semi-projective geometry: the transverse component d0 ≤ 380 mm

and longitudinal z0 ≤ 800 mm.

In order to reduce the effect of muon radiative energy losses in the detector, an upper limit

of 30 GeV is placed on the momentum of the muon. Additionally, to reduce errors from

multiple scattering, a lower limit on the momentum is placed at 10 GeV, as well as a cut on
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the azimuthal angle of the path to be within the volume of the module (all of which have a

half width of ∆φ = 0.049):

|φtrack − φcell| < 0.045 (A.1)

The track path length dx is defined as the distance of the extrapolated track between where

it enters and where it exits a cell. In this analysis, only cells with a path length dx > 20 cm

are considered. To reduce noise contribution to the signal, cells are required to have an

energy of at least 60MeV.

Vertical tracks in the TileCal are poorly measured due to the vertical orientation of the

scintillating tiles (see Section 3.2.3). As such, it is required that the polar angle of the track

be greater than 0.13 radians measured from the vertical.

Cell energy response

Figure A.1 shows the cell response as a function of azimuthal angle phi for several of the

individual modules in the bottom of the detector in the BC layer. The response corresponding

to each module is shown in a different color and marker style and the total energy response

is superimposed as well in black with full circles. That is to say, a muon passing through the

detector at some angle, φ, may deposit energy in more than one module. For a reasonably

straight muon, most of the energy should be deposited in the module of the corresponding

φ value, but some energy will bleed into adjacent cells. More importantly, this distribution

should be uniform across modules, which is the case. All the requirements for event selection

mentioned in section A Event selection are applied here except for equation A.1 and the

additional requirement |d0| < 100 mm and |z0| < 300 mm were applied in order to obtain a

more projective track geometry.
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Figure A.1: The cell response in the BC layer as a function of φ in the central bottom region
of the calorimeter. The average cell response for each module is shown in a unique color and
marker style, and the total response is shown in full black circles. The nominal edges of the
modules are indicated by the dashed black lines

The cell response as a function of path length in BC layer can be found in Figure A.2. Here,

the requirement that the path length through the cell must be greater than 20 cm is ignored.

The gray is a scatter plot with each point corresponding to a cell in a single event. The red

circles indicate the average cell response for a particular path length bin and the solid black

line indicates the linear best fit of the average. The large number of events at the edge of

840 mm is a relic of the radial length of the BC layer; since most cosmic muons are vertical,

many tend to travel trough the entire radial length of the cells. The fact that cell response

scales linearly with path length tells us that the slope dE/dx is a good quantity for studying

inter-calibration of the detector.
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Figure A.2: Mean energy response as a function of path length in the BC layer. Red solid
line indicates linear best fit. Large statistics at 840 mm is a result of most muons crossing
the detector vertically and traveling the full radial length of the layer.

Results

Uniformity in cells

The uniformity in cell response is shown in Figure A.3 for each radial layer. For each cell

that meets the requirements, the truncated mean is evaluated and recorded across the given

layer. Because there is a 1% truncated mean as the estimator for this study, it is required

that each cell have at least 100 events in order to contribute to the figure. This severely

limits the number of measured cells that contribute, but still there are enough statistics to

at least say there is consistency between each of the layers.

Uniformity in pseudorapidity

To observe the uniformity of response in pseudorapidity, the normalized truncated mean is

calculated for each η bin. Results shown in Figure A.4 are separated by layer. This is useful
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Figure A.3: Distribution of the truncated mean of dE/dx of the cells in each of the separate
layers. At least 100 events per cell are required in order for the the cell to contribute to the
distribution.
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Figure A.4: Uniformity of the normalized truncated mean of dE/dx as a function of of
pseudorapidity η in each of the radial layers. Statistics are lower in large |η| due to vertical
orientation of most cosmic ray muons.
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since muons cross each layer at a slightly different η-coordinate as a result of cosmic rays not

being projective muons. Most cosmic muons tend to cross the detector vertically especially

from angles coming from the access shafts (see Figure 3.1), so statistics are best in the long

barrel, where variations are generally within 5% within each layer.

Uniformity in modules
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Figure A.5: Uniformity of the normalized truncated mean of dE/dx as a function of az-
imuthal angle φ in each of the radial layers. The gap around φ = 0 is from the lack of
horizontal cosmic rays.
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As was done for pseudorapidity, the normalized truncated mean for each φ bin was also

calculated. The results are shown in Figure A.5. All the same cuts were applied as mentioned

in Section A. Large variations near the horizontal modules around φ = 0, φ = ±π is likely

due to both poor statistics in the extended barrel as well as a difference in muon momentum

in events passing the selection criteria. That said, variance within the order of 5% for the

more vertically oriented modules, was seen.

Conclusion

The statistics for the 2011 and 2012 data are much worse than in previous studies. There

were 100k events that passed event selection in 2008 cosmic rays, where as in the 2011 and

2012 combined study there were only 10k. That said, the statement can still be made, that

the variation in the central regions of the detector where statistics are generally stronger are

generally within 5%. Additionally, for the plots shown, there is general consistency with the

those made in the past.
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APPENDIX B

Detector level distributions for W+

and W−

Below are the detector level distributions for W+ and W− selections. The corresponding

plots for the charge indiscriminant selection is in Chapter 6. Figure B.1 shows the exclusive

and inclusive jet multiplicities for W+ and W−. The W -related kinematic distributions for

the W+ are in Figure B.2 and for the W− in Figure B.3. The W+-related kinematics for

1 jet inclusive events are shown in Figure B.4 and the jet-related kinematics are in Figure

B.5. Similarly, the W−-related kinematics for 1 jet inclusive events are shown in Figure B.6

and the jet-related kinematics are in Figure B.7. Lastly, the jet-related kinematics for the 2

jet inclusive events for the W+ are shown in Figure B.8 and for the W− in Figure B.9.
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(c) W−, exclusive jet multiplicity
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Figure B.1: Jet multiplicity distribution in the W+jets signal region for the W+ (top) and
W− (bottom) selections, exclusive (left) and inclusive (right) in the number of jets, for the
SM prediction compared to data at the detector level. The lower panel and the uncertainties
are as in 6.1.
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Figure B.2: W -related kinematic distributions at the detector level for the W+ selection:
Positron (e+) pT(a) and η(b), as well as W+ pT(c), for any number of jets produced. The
lower panels are defined as in Figure 6.1.
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Figure B.3: W -related kinematic distributions at the detector level for the W− selection:
Electron (e−) pT(a) and η(b), as well as W− pT(c), for any number of jets produced. The
lower panels are defined as in Figure 6.1.
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Figure B.4: W -related kinematic distributions at the detector level for the W+ selection:
Positron (e+) pT(a) and η(b), as well asW+ pT(c), with at least 1 jet produced in association.
The lower panels are defined as in Figure 6.1.
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Figure B.5: Jet-related kinematic distributions at the detector level for the W+ selection:
Leading jet pT(a) and absolute rapidity |y|(b), as well as HT(c), with at least 1 jet produced
in association. The lower panels are defined as in Figure 6.1.
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Figure B.6: W -related kinematic distributions at the detector level for the W− selection:
Electron (e−) pT(a) and η(b), as well asW− pT(c), with at least 1 jet produced in association.
The lower panels are defined as in Figure 6.1.
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Figure B.7: Jet-related kinematic distributions at the detector level for the W− selection:
Leading jet pT(a) and absolute rapidity |y|(b), as well as HT(c), with at least 1 jet produced
in association. The lower panels are defined as in Figure 6.1.
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Figure B.8: Jet-related kinematic distributions at the detector level for the W+ selection in
the presence of at least two jets: Leading jet pT(a) and HT(b). The lower panels are defined
as in Figure 6.1.

 [GeV]
T

First Jet p

100 200 300 400 500 600 700 800 900 1000

E
ve

nt
s 

/ (
 G

eV
 )

-110

1

10

210

310

410

510

610

710

810  2jets≥) + ν - e→(-W
Data 2012

 (Sherpa 1.4)ν e→W
 (Alpgen+Py6)ν e→W

Multi-jet
ντ→W

 ee→Z
ττ→Z

tt
Single Top
WW, WZ, ZZ

Data stat
Pred syst

ATLAS Internal
-1 = 8TeV, 20.2fbs

 [GeV]
T

First Jet p

100 200 300 400 500 600 700 800 900 1000P
re

di
ct

io
n/

D
at

a

0.5

1

1.5  Alpgen+Py6  Sherpa 1.4

(a) Leading jet pT

 [GeV]TH

0 500 1000 1500 2000 2500

E
ve

nt
s 

/ (
 G

eV
 )

-110

1

10

210

310

410

510

610

710
 2jets≥) + ν - e→(-W

Data 2012
 (Sherpa 1.4)ν e→W
 (Alpgen+Py6)ν e→W

Multi-jet
ντ→W

 ee→Z
ττ→Z

tt
Single Top
WW, WZ, ZZ

Data stat
Pred syst

ATLAS Internal
-1 = 8TeV, 20.2fbs

 [GeV]TH

0 500 1000 1500 2000 2500P
re

di
ct

io
n/

D
at

a

0.5

1

1.5  Alpgen+Py6  Sherpa 1.4

(b) HT

Figure B.9: Jet-related kinematic distributions at the detector level for the W− selection in
the presence of at least two jets: Leading jet pT(a) and HT(b). The lower panels are defined
as in Figure 6.1.
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APPENDIX C

Additional cross section distributions

Distributions for events with Njets ≥ 2

The following section contains additional distributions not shown in Chapter 10 for W pro-

duction and the W+/W− ratio with at least 2 jets. The cross section is shown as a function

of HT (Figure C.1), W boson pT (Figure C.2), lead jet pT (Figure C.3).

Pseudorapidity of the electron

Figures C.4 and C.5 in this section show the W , W+, W−, and W+/W− ratio cross sections

as a function of the pseudorapidity of the electron for events with Njets ≥ 0 and Njets ≥ 1.

W+ and W− cross sections

This section contains all the distributions shown above and in Chapter 10 for W+ and W−

production separately. These are the distributions used to calculate the W+/W− ratio.

Figures C.6-C.10 show the default sets of distributions for Njets ≥ 1, while Figures C.11-C.14

show the same distributions generated using MCFM and different PDF sets. Finally, Figures

C.15-C.17 show the default set of predictions for events with Njets ≥ 2.
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Figure C.1: Differential cross sections for the production of W bosons (left) and the W+/W−

ratio (right) as a function of HT for events with Njets ≥ 2. The last bin in the left figure
includes values beyond the shown range. For the data, the statistical uncertainties are
indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.2: Differential cross sections for the production of W bosons (left) and the W+/W−

ratio (right) as a function of W pT for events with Njets ≥ 2. The last bin in the left figure
includes values beyond the shown range. For the data, the statistical uncertainties are
indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.3: Differential cross sections for the production of W bosons (left) and the W+/W−

ratio (right) as a function of lead jet pT for events with Njets ≥ 2. The last bin in the left
figure includes values beyond the shown range. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.4: Differential cross sections for the production of W bosons (top left), W+ (bottom
left), W− (bottom right) and the W+/W− ratio (top right) as a function of the electron η
for events with Njets ≥ 0. For the data, the statistical uncertainties are indicated as vertical
bars, and the combined statistical and systematic uncertainties are shown by the hatched
bands. The uppermost panel in each plot shows the differential cross sections, while the
lower panels show the ratios of the predictions to the data. The theoretical uncertainties on
the predictions are described in the text. The arrows on the lower panels indicate points
that are outside the displayed range [12].
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Figure C.5: Differential cross sections for the production of W bosons (top left), W+ (bottom
left), W− (bottom right) and the W+/W− ratio (top right) as a function of the electron η
for events with Njets ≥ 1. For the data, the statistical uncertainties are indicated as vertical
bars, and the combined statistical and systematic uncertainties are shown by the hatched
bands. The uppermost panel in each plot shows the differential cross sections, while the
lower panels show the ratios of the predictions to the data. The theoretical uncertainties on
the predictions are described in the text. The arrows on the lower panels indicate points
that are outside the displayed range [12].
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Figure C.6: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the inclusive jet multiplicity. For the data, the statistical uncertainties are
indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.7: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the HT for events with Njets ≥ 1. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.8: Differential cross sections for the production of W+ (left) and W− (right) as a
function of the pT of the W boson for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.9: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the pT of the lead jet for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.10: Differential cross sections for the production of W+ (left) and W− (right) as a
function of the rapidity of the lead jet for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.11: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the HT for events with Njets ≥ 1. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.12: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the pT of the W boson for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.13: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the pT of the lead jet for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.14: Differential cross sections for the production of W+ (left) and W− (right) as a
function of the rapidity of the lead jet for events with Njets ≥ 1. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.15: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the HT for events with Njets ≥ 2. For the data, the statistical uncertainties
are indicated as vertical bars, and the combined statistical and systematic uncertainties are
shown by the hatched bands. The uppermost panel in each plot shows the differential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical
uncertainties on the predictions are described in the text. The arrows on the lower panels
indicate points that are outside the displayed range [12].
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Figure C.16: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the pT of the W boson for events with Njets ≥ 2. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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Figure C.17: Differential cross sections for the production of W+ (left) and W− (right) as
a function of the pT of the lead jet for events with Njets ≥ 2. For the data, the statistical
uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the
differential cross sections, while the lower panels show the ratios of the predictions to the
data. The theoretical uncertainties on the predictions are described in the text. The arrows
on the lower panels indicate points that are outside the displayed range [12].
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