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ABSTRACT 

RUBY THIN FILM PRESSURE SENSORS 

By 

Eric M Straley 

 As the population rises, it is important that society adopts a more environmentally 

friendly energy landscape. Currently, solid oxide fuel cells (SOFCs) are a promising 

technology due to high energy efficiency, power density, and fuel flexibility. However, 

SOFCs are held back by high costs which are due, in part, to high operating 

temperatures. It is the principle research goal in the SOFC community to decrease these 

operating temperatures and current research studies suggest that strain engineering SOFC 

materials can help. Current studies are hamstrung by the lack of ability to determine 

stress in-situ thus performance improvements due to strain cannot be isolated. A method 

to easily measure non-hydrostatic stress is needed to make strain engineered SOFCs a 

reality. Fluorescent stress sensors have been used to measure non-hydrostatic stress, but 

the accuracy of these measurements have never been evaluated. The work here uses ruby 

thin films as non-hydrostatic, fluorescent stress sensors and uses curvature-determined 

stress to evaluate the accuracy of these new sensors. 

 Highly oriented ruby thin films were deposited onto single crystal sapphire and 

yttria-stabilized zirconia (YSZ) substrates using pulsed-laser deposition. The resulting 

ruby/YSZ samples achieved a fluorescence determined stress of ~1.9 GPa while the 

ruby/sapphire samples achieved ~0.05 GPa. Stress determination from sample curvature 

measurements confirmed the results of the fluorescence stress measurements, indicating 

that the ruby piezospectroscopic tensor, which had previously been experimentally 

validated up to 0.9 GPa, is accurate up to nearly 2 GPa. This work concludes that ruby 

thin films are an effective sensor for measuring biaxial stress; thus, strain engineering a 

variety of thin film devices is now a possibility. 
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CHAPTER 1 – MOTIVATION AND OVERVIEW 

1.1 SOLID OXIDE FUEL CELLS 

 As the world’s population continues to rise, reducing dependence on fossil fuels is 

critical to preventing further environmental damage. Solid oxide fuel cells (SOFCs) are an 

enticing technology as they can achieve efficiencies in excess of 85% in combined heat and 

power applications[1]. SOFCs also offer the highest volumetric power density and the second 

highest gravimetric power density, second only to large scale gas turbines, of any energy 

generation technology[2]. As such, SOFCs are a good technology to help improve efficiency 

of processes that consume fossil-fuels. SOFCs running on a variety of fuels have also been 

demonstrated[3] which suggests that SOFCs could remain an import energy generation 

technology in the future as natural gas and biofuels become more prevalent.  

 A solid oxide fuel cell is composed of three components: a cathode, an electrolyte, 

and an anode. A schematic of an SOFC can be seen in Figure 1, below.  

Hydrocarbon fuel is continuously fed to the anode side of the cell where the fuel is 

oxidized, pulling oxygen from the lattice of the anode. This reaction forms an oxygen 

vacancy, VO
**, water, and electrons which flow through an external circuit. The oxygen 

vacancy migrates through the electrolyte into the cathode where it is consumed at the 

surface of the cathode and replaced by an oxygen ion. In Kroger-Vink notation these half-

reactions look like: 

Figure 1: Solid oxide fuel cell schematic 
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Anode:  𝐻2 + 𝑂𝑂
𝑋 → 𝐻2𝑂 + 𝑉𝑂

∗∗ + 2𝑒′  (1) 

Cathode:  
1

2
𝑂2(𝑔) + 𝑉𝑂

∗∗ + 2𝑒′ → 𝑂𝑂
𝑋 (2) 

These surface reactions and the diffusion of charged species through a solid electrolyte 

require high temperatures to operate efficiently which contributes to industrial SOFCs 

having operating temperatures of 700-1000oC[1]. Such high operating temperatures 

necessitate the use of durable, expensive materials and reduce SOFC operating lifetimes. 

Therefore, the focus of much SOFC research is in reducing the operating temperatures in 

the hope of reducing cost and improving lifetime, thus gaining more industrial traction for 

SOFCs. 

 

1.2 STRAIN ENGINEERING  

 Applying strain to functional materials has been shown to improve performance in 

catalysts[4-8] and semiconductors[9, 10]. Similar experiments have been performed on SOFC 

materials and suggest that applying strain can improve the speed of both oxygen transport 

through the electrolyte [11-15] and surface exchange at the cathode surface [16-21] resulting 

in 100oC operating temperature reductions. Such a decrease is a huge step in the right 

direction, but the method these studies use to apply strain renders the results inconclusive. 

These studies deposit thin films on different substrate materials to induce various levels of 

lattice-mismatch strains on the films. This technique has several drawbacks: 1) depositing 

on different substrates can affect the film stress and/or structure which can have an impact 

on performance[22], thus the reported performance improvements may not only be due to 

strain, 2) many of these studies perform no in-situ measurement of stress on performance 

so the reported strains due to lattice mismatch may not accurately depict the stress that 

the film experiences, and 3) all of these studies are done on epitaxial thin films while real 

world SOFCs use polycrystalline electrodes; thus the strain effects on real SOFC materials 

cannot be examined using this technique. For these reasons, a new method of measuring 
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stress in-situ is needed so that stress and performance of SOFC materials can be properly 

studied.  

 

1.3 STRESS MEASUREMENT  

 Measuring the stress of a thin film can be easily accomplished by measuring sample 

curvature, a simple experiment that can be done in-situ[23-25], and using Stoney’s Equation 

[26] to calculate film stress. However, determining stress in this fashion can only be done 

on circular samples with a thin film deposited on a thick substrate which drastically limits 

the applicability of such experiments in the real-world where films are not always thin and 

abnormal geometries are commonly observed.   

 Stress measurement using fluorescent stress-sensors is an alternative method to 

measuring stress that has been commonly employed in the mineral physics and geology 

communities since the first calibration of ruby fluorescence peak shift in 1978[27]. Since 

then, different materials like diamond[28], Samarium doped yttria-aluminum garnet 

(Sm:YAG)[29], and doped tetraborate [30, 31] have all been calibrated as fluorescent 

pressure sensors. Each of these materials uses the same fundamental principle to measure 

stress: As stress is applied, the fluorescence peak position(s) of the material changes in a 

reproducible way. Once the change in peak position with stress is calibrated, fluorescence 

spectroscopy can be used to measure the peak position, and therefore stress, during 

experiments. 

 These fluorescence sensors are typically utilized in diamond anvil cells (DACs) under 

hydrostatic stress. For nonhydrostatic stresses, the usual peak shift-stress calibrations are 

not valid and the piezospectroscopic tensor of the stress sensing material must be used. For 

ruby, the piezospectroscopic tensor has been evaluated up to 0.9 GPa[32] which allows 

stresses applied in non-hydrostatic environments to be determined from fluorescence peak 

shift. However, the accuracy of stress measurements from this piezospectroscopic tensor 
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have not been evaluated so there remains a knowledge gap in measuring non-hydrostatic 

stress using fluorescent stress sensors.   

 

1.4 HYPOTHESIS AND AIM OF THIS WORK 

To improve SOFC performance through strain engineering, there is dire need for a 

way to measure non-hydrostatic film stress in-situ without relying on curvature 

measurements which are limited by the system geometry. Using ruby thin films as a 

fluorescent pressure sensor offers a promising option for measuring non-hydrostatic stress, 

but the accuracy of such measurements needs to be confirmed at stresses higher than 0.9 

GPa in order to enable strain engineering experiments at higher stresses. The hypothesis of 

this work is: Depositing ruby thin films onto thick substrates will allow wafer curvature 

determined stress measurements to confirm biaxial fluorescence stress measurements; thus, 

validating the ruby piezospectroscopic tensor to higher stress and enabling ruby thin films 

to be used as a novel in-situ stress sensor.  

Of the following chapters, Chapter 2 will outline the relevant literature of stress 

measurements from curvature and fluorescence, Chapter 3 will explain in detail the 

experimental techniques used in this work, Chapter 4 will use fluorescence and curvature 

measurements to study the stress of ruby thin films, and Chapter 5 will summarize the 

conclusions and future possibilities of this work.  
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CHAPTER 2 – LITERATURE REVIEW 

2.1 FILM/SUBSTRATE STRESS FROM CURVATURE 

2.1.1 Stoney’s Equation 

 For a thin film deposited onto a thick circular substrate, the famous Stoney Equation 

can be used to determine the average film stress[26]. The equation is as follows: 

 𝜎𝑓 =
ℎ𝑠

2𝑀𝑠𝜅

6ℎ𝑓
 (3) 

σf is the average film stress (GPa), hs is the substrate thickness (m), Ms is the substrate 

biaxial modulus (GPa), κ is sample curvature (m-1), and hf is the film thickness (m). Stoney’s 

equation assumes that both film and substrate exhibit linear-elastic deformation, stress in 

the sample plane is biaxial (i.e. stress in both x and y directions are equal) and the stress 

out-of-plane (denoted as z) is 0, and sample curvature is uniform. In circumstances where 

these assumptions are met, film stress can be easily calculated from film thickness, 

curvature, substrate thickness, and known substrate material properties. For discussions on 

film thickness and curvature measurements, see Chapters 3.1.2 and 3.2, respectively.  

 

2.1.2 Single Crystal Material Properties 

 As noted above in equation 3, the substrate biaxial modulus must be known in order 

to determine film stress. In general, biaxial modulus is calculated as: 

 𝑀 =
𝐸

1−𝜈
  (4) 

E is the Young’s Modulus (GPa) and ν is the Poisson’s ratio. For single crystals E and ν, 

and therefore M, are dependent upon the direction which the stress is applied relative to 

the crystal orientation. This is shown in the generic form of Hooke’s law:  

 𝜎𝑖𝑗 = 𝐶𝑖𝑘𝜀𝑖𝑗  (5) 
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σij is the stress acting in the j direction on the plane with normal direction i, 𝜀𝑖𝑗 is the strain 

in the j direction acting on the plane with normal direction i, and Cik is the elastic constant 

matrix. For a cubic material, like yttria-stabilized zirconia, the elastic constant matrix is: 

[
 
 
 
 
 
𝐶11 𝐶12 𝐶12 0 0 0
𝐶12 𝐶11 𝐶12 0 0 0
𝐶12 𝐶12 𝐶11 0 0 0
0 0 0 𝐶44 0 0
0 0 0 0 𝐶44 0
0 0 0 0 0 𝐶44]

 
 
 
 
 

 

For a trigonal material, like Al2O3, the matrix is: 

[
 
 
 
 
 
𝐶11 𝐶12 𝐶13 𝐶14 0 0
𝐶12 𝐶11 𝐶13 −𝐶14 0 0
𝐶13 𝐶13 𝐶33 0 0 0
𝐶14 −𝐶14 0 𝐶44 0 0
0 0 0 0 𝐶44 𝐶14

0 0 0 0 𝐶14 𝐶66]
 
 
 
 
 

 

 In a cubic material, Young’s modulus and Poisson’s ratio can be determined as a 

function of direction using the following equations[33]: 

 
1

𝐸ℎ𝑘𝑙
= 𝑆11 + 2(𝑆11 − 𝑆12 − 0.5 ∗ 𝑆44)(𝛼

2𝛽2 + 𝛼2𝛾2 + 𝛽2𝛾2)  (6) 

 𝜈 =
2 𝐶12(ℎ4+𝑘4+𝑙4)+(𝐶11+𝐶12−2∗𝐶44)(ℎ2𝑘2+ℎ2𝑙2+𝑘2𝑙2)

𝐶11(ℎ4+𝑘4+𝑙4)+2(𝐶12+2𝐶44)(ℎ2𝑘2+ℎ2𝑙2+𝑘2𝑙2)
  (7) 

Sij is a compliance value (the compliance matrix is calculated as the inverse of the elastic 

constant matrix: [Sij]=[Cij
-1]), Ehkl is the Young’s modulus in the hkl direction (indicated by 

the plane of the single-crystal substrate), and α, β, and γ are angles between the direction 

of the stress and the principle directions, x, y, and z. 

 For a trigonal material, calculating Young’s modulus and Poisson’s ratio is slightly 

more complicated[33, 34]. The quantities are calculated as: 

 𝐸 =
1

𝑆11
′   (8) 

 𝜈 = −
𝑆12

′

𝑆11
′  (9) 
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In this case, S’11 and S’12 are calculated as: 

𝑆11
′ = 𝑎11

4 𝑆11 + 𝐴11
2 𝑎12

2 (2𝑆12 + 𝑆66) + 𝑎13
4 𝑆33 + 𝑎13

2 (1 − 𝑎13
2 )(2𝑆13 + 𝑆44) + 2𝑎12𝑎13(3𝑎11

2 −

𝑎12
2 )𝑆14   (10) 

𝑆12
′ = (𝑎11

2 𝑎21
2 + 𝑎12

2 𝑎22
2 )𝑆11 + (𝑎21

2 𝑎12
2 + 𝑎11

2 𝑎22
2 )𝑆12 + [𝑎23

2 (𝑎11
2 + 𝑎12

2 ) + 𝑎13
2 (𝑎21

2 +

𝑎22
2 )]𝑆13 + [2𝑎21𝑎11(𝑎23𝑎12 + 𝑎13𝑎22) + 𝑎22𝑎23(𝑎11

2 − 𝑎12
2 ) + 𝑎12𝑎13(𝑎21

2 − 𝑎22
2 )]𝑆14 +

𝑎23
2 𝑎13

2 𝑆33 + [𝑎13𝑎22(𝑎12𝑎22 + 𝑎11𝑎21)]𝑆44 + 𝑎21𝑎22𝑎11𝑎12𝑆66  (11) 

The values of S are again compliances and aij is a directional cosine, calculated as: 

[−

cos(𝛼) cos(𝛽) sin(𝛼) sin(𝛽) sin(𝛽)

cos(𝛼) sin(𝛽) cos(𝛾) + sin(𝛼) sin(𝛾) − sin(𝛼) sin(𝛽) cos(𝛾) − cos(𝛼) sin(𝛾) sin(𝛽) cos(𝛾)

−cos(𝛼) sin(𝛽) sin(𝛾) + sin(𝛼) cos(𝛾) − sin(𝛼) sin(𝛽) sin(𝛾) + cos(𝛼) cos(𝛾) sin(𝛽) sin(𝛾)
]  

α, β, and γ have their previously defined meanings. Combining the definition of the 

directional cosine above with equations 10 and 11, then plugging into equations 8 and 9 will 

give the biaxial modulus of a trigonal crystal.  

 

2.2 FLUORESCENT PRESSURE SENSORS 

 As the name implies, the operating principle of fluorescent pressure sensors relies 

upon the phenomenon of fluorescence. Excitation, in this case caused by an incoming laser 

pulse, promotes electrons into higher energy shells. When the laser is turned off, the 

electrons collapse back into lower energy shells which causes the emission of a photon. 

Different materials have different characteristic wavelengths at which the fluorescent light 

is emitted, which is caused by crystal field splitting of d or f electron orbitals. For d electrons 

there are 5 possible electron orbitals, as shown in Figure 2 [35]. When a dopant atom exists 

on an atomic site, like Cr on an Al site in the Al2O3 lattice or Sm on the Y site of YAG, 

the bond lengths between the central metal atom and surrounding oxygen atoms is 

distorted. This distortion creates some higher energy d orbitals (those that have become 

closer to an O atom due to distortion, and thus have higher electron-electron repulsions) 
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and some with lower energy d orbitals (those that have become further from the neighboring 

O atom). 

 

As stress is applied bond distances within the material change which results in a 

change of the energy levels of the electron shells. Thus, as stress is applied the characteristic 

wavelengths changes. Calibrating the change in wavelength with stress is typically done 

using a diamond anvil cell (DAC). Fluorescence spectra are collected as hydrostatic pressure 

is applied to the stress sensing material, so the change in characteristic wavelength can be 

observed. Within the DAC is a standard, typically a simple metal. The specific volume of 

the standard is measured using X-ray diffraction (XRD) and equations of state are used to 

determine the pressure from the specific volume. Therefore, the change in characteristic 

wavelength of the fluorescent sensor is measured at the same time as the stress is determined 

from the standard, effectively calibrating the change in wavelength with stress in the 

fluorescent material. After calibrating a material, subsequent experiments only need the 

fluorescent sensor to be placed in the DAC and the stress can then be determined from the 

characteristic wavelength measured via fluorescence spectroscopy.   

 As alluded to in section 1.3, there are several different fluorescent pressure sensors 

that have been considered over the years. Ruby was the first fluorescent pressure sensor to 

be calibrated [27], followed by Sm:YAG [29], Sm doped strontium tetraborate [31, 36], 

Figure 2: Diagrams of the five d-electron orbitals [36]  
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Alexandrite [37] and diamond [28]. The ideal fluorescence sensor for this work must possess 

several desired characteristics: 1) high sensitivity of the characteristic wavelength to 

pressure changes, so that stresses down to 10 or 100 MPa can be resolved, 2) distinctive 

fluorescence peaks with high intensity so that peak fits give accurate positions, 3) the 

fluorescence sensor must be able to be deposited as a thin film, and 4) the sensor must have 

a known piezospectroscopic tensor in order to measure non-hydrostatic stresses (since a thin 

film sensor on a substrate will be subject to biaxial stress). A final criterion to be considered, 

especially for future work, is that the pressure sensor should be able to accurately measure 

pressure at high temperatures since future strain engineering experiments will need to be 

conducted at SOFC operating temperatures which can exceed 700oC.  

Table 1: Summary table of pressure sensor metrics for materials considered for this work, 
adapted from Raju et al [38] 

Sample λ0 
(nm) 

dλ/dP 
(nm/GPa) 

dλ/dT*10-3 
(nm/K) 

T-Range: 
Room T to 

Reference 

Ruby      
R1 694.25 0.348 7.7  [38] 
R1 694.28 0.365 7.3  [27], [39] 
R1 694.05  7.0 600 K [37] 
R2 694.7  7.8 600 K [38] 
R2 692.52  7.3  [37] 
Sm2+:SrB4O7      
S1 685.38 0.281 ~0 823 K [38] 
S1 685.4 0.255 ~0  [39] 
Alexandrite      
A1 680.47 0.321 8.9 823 K [38] 
A1 680.2  8.7 500 K [37] 
A2 678.55 0.519 8.1 823 K [38] 
A2 678.6  7.8 500 K [37] 
Sm3+:YAG      
Y1 617.9 0.292 0.55 823 K [38] 
Y1 617.75  0.17 823 K [40] 
Y2 616.47 0.249 -0.05 823 K [38] 
Y2 616.11  -0.06 823 K [40] 

 As seen in Table 1, above, doped tetraborate and Sm:YAG show low sensitivity of 

the characteristic wavelength to pressure, making them unideal for this work since the 

resolution of these sensors is not good enough to accurately measure stress in the MPa 

range. However, both materials show little or no change in peak position with temperature, 
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making them possibilities for strain engineering experiments at SOFC operating 

temperatures. Ruby exhibits good sensitivity and Alexandrite exhibits excellent sensitivity, 

especially for the A2 peak.  However, taking a deeper look at the Alexandrite peaks shows 

that the peaks are not well resolved, even at room temperature, which indicates that 

Alexandrite cannot be considered as a thin-film fluorescent stress sensor. This leaves ruby 

as the optimal stress sensor for the work presented here.  

 

2.2.1 Ruby Pressure Sensors 

 The addition of Cr on an octahedrally-coordinated Al site in an Al2O3 lattice 

structure causes the 5 d orbitals to split into 2 with higher energy (𝑑𝑥2−𝑦2 and 𝑑𝑧2 orbitals) 

and 3 with lower energy states (dxy, dxz, and dyz, for images of these orbitals see Figure 2) 

[41]. This results in two distinct fluorescence peaks: the R1 peak located at 694.2 nm 

resulting from an electron relaxing from the Ē shell to the ground state, 4A2, and the R2 

peak located at 693.0 nm resulting from an electron relaxing from the 2Ā state to the ground 

state [42, 43]. Pressure calibration of the R1 and R2 peaks under hydrostatic stress has been 

conducted from 0-1 GPa [44] up to 150 GPa [45]. There have also been studies of ruby 

under non-hydrostatic [46] or quasi-hydrostatic conditions [47] where the pressures within 

the DAC are so high that the conducting medium cannot support hydrostatic stresses.  

 While ruby remains the gold-standard fluorescent stress sensor, there are some 

drawbacks. At temperatures above 550K, the R1 and R2 peaks have merged so significantly 

that stress measurements are inaccurate [48]. The work of Ragan et al reports significant 

error in pressure measurements above 400K [49] which suggests that ruby may not be an 

ideal stress sensor under SOFC operating temperatures. However, for the work here that is 

investigating thin film stress sensors, ruby offers advantages over the other stress sensing 

materials, like Sm:YAG, that perform better at high temperatures. These advantages are: 

1) studies have shown that the R2 peak position doesn’t change with non-hydrostatic stresses 
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[46], 2) under stresses normal to the c-axis, the change in R1 and R2 peak split is minimal 

which suggests that the peaks will not merge under non-hydrostatic stress [46], 3) high 

quality fluorescent ruby thin films have already been deposited on sapphire via PLD [50, 

51], and 4) the piezospectroscopic tensor of ruby [32] has been calibrated, so non-hydrostatic 

stresses, like the biaxial stresses thin films on substrates are subjected to, can be correlated 

to changes in fluorescent peak positions, something that cannot be said for any other 

fluorescent stress sensing material. Therefore, while ruby does have stress-sensing limitations 

at high temperatures it is the optimal stress sensor to measure biaxial stresses in thin films. 

 

2.2.2 Piezospectroscopic Stress Sensors 

 In general, the change in fluorescence peak frequency (the inverse of wavelength) is 

related to the change in stress by the following expression: 

 Δ𝜈 = Π𝑖𝑗𝜎𝑖𝑗  (12) 

σij has the same definition as in equation 5, Δν is the change in fluorescence peak frequency 

(cm-1), and Π𝑖𝑗 is the piezospectroscopic tensor: 

Π𝑖𝑗 = [
Π11 0 0
0 Π22 0
0 0 Π33

] 

Here, the ‘11’ direction is parallel to the a-axis of the Al2O3 lattice, the ‘22’ direction is 

parallel to the m-axis, and the ‘33’ direction is parallel to the c-axis. The values for the 

piezospectroscopic coefficients (Π11, Π22, and Π33) have been calibrated at room 

temperature from 0-0.9 GPa [32]. The values are shown in Table 2, below.  

Table 2: Piezospectroscopic coefficients of ruby fluorescence peaks [32] 

Peak 𝚷𝟏𝟏 𝚷𝟐𝟐 𝚷𝟑𝟑 

R1 2.56 3.50 1.53 

R2 2.65 2.80 2.16 
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 Equation 12 can be simplified by expanding the right-hand side: 

 Δ𝜈 = Π11𝜎11 + Π22𝜎22 + Π33𝜎33  (13) 

The change in frequency is simply the measured frequency of a sample, νsample (cm
-1), minus 

the frequency at some stress-free position (SFP), νSFP (cm-1): 

 νsample − 𝜈𝑆𝐹𝑃 = Π11𝜎11 + Π22𝜎22 + Π33𝜎33  (14) 

Applying the fact that frequency is the inverse of wavelength and converting from cm to 

nm, we can simplify this equation further: 

 
1E7

λsample
−

1𝐸7

𝜆𝑆𝐹𝑃
= Π11𝜎11 + Π22𝜎22 + Π33𝜎33  (15) 

λ indicates the peak wavelength (nm) and all other variables have their previous definitions. 

Combining Equation 15 with the piezospectroscopic coefficients in Table 2 gives separate 

equations that relate the peak positions of the R1 and R2 peaks with the stress applied in 

any direction relative to the Al2O3 lattice: 

 
1E7

λR1,sample
−

1𝐸7

𝜆𝑅1,𝑆𝐹𝑃
= 2.56𝜎11 + 3.50𝜎22 + 1.53𝜎33  (16) 

 
1E7

λR2,sample
−

1𝐸7

𝜆𝑅2,𝑆𝐹𝑃
= 2.65𝜎11 + 2.80𝜎22 + 2.16𝜎33  (17) 

Here, a subscript R1 indicates the variable applies to the R1 peak, a subscript R2 indicates 

the variable applies to the R2 peak, and all other variables have their previous definitions. 

Equations 16 and 17 now give R1 and R2 positions for stress in any direction. The 

effectiveness of using these piezospectroscopic stress tensor relationships has been 

demonstrated in literature in studies of fluorescent alumina-containing ceramic materials 

[52-63] and thermal barrier coatings [63-73]. 

   

 

  



13 
 

CHAPTER 3 – EXPERIMENTAL TECHNIQUES 

3.1 SAMPLE PREPARATION AND CHARACTERIZATION 

3.1.1 Pulsed Laser Deposition 

Pulsed laser deposition (PLD) is a physical vapor deposition technique used to 

deposit thin-films. Short pulses from a high-powered laser are focused onto a rotating 

polycrystalline target held in a vacuum environment. The focused laser pulses impact the 

target material, vaporizing it and creating a plume of particles.  A substrate is suspended 

upside down within the plume several centimeters from the target, and particles from the 

plume are subsequently deposited onto the substrate[74, 75].   

Two separate PLD targets were created from ruby powder with 0.05% Cr. The 

powder was synthesized by mixing high purity Al2O3 powder (Sumitomo Chemical, Tokyo, 

Japan) with 99.99% Chromium Nitrate (Alfa Aesar, Haverhill, MD, USA) and water. This 

mixture was dried while stirring in a polyethylene beaker. After the powder dried, half the 

powder was calcined at 1000oC for 6 hours to calcine it. Both calcined and uncalcined 

powders were separately ground in a high purity alumina mortar and pestle, filtered through 

a 45-micron stainless steel mesh (to homogenize particle size), and pressed into a target 

using a uniaxial press. One PLD target was created from the calcined powder and another 

was created from the uncalcined powder. After pressing, both targets were fired at 1400oC 

for 24 hours and then 1700oC for 2 hours[50]. The density of the calcined target was 72.8% 

while the uncalcined target was 93.1% dense, both numbers were determined geometrically. 

To produce ruby films under different stress states two substrate materials were 

chosen. One substrate material is α-Al2O3, hitherto referred to as sapphire, and the other is 

yttria stabilized zirconia (YSZ). Depositing ruby on sapphire will produce thin films with 

low stress since ruby and sapphire are so chemically similar (the only difference being the 

nominal 0.05% Cr present in the ruby) that stresses generated from mismatch in lattice 

parameter and coefficient of thermal expansion (CTE) will be minimal. YSZ and ruby have 



14 
 

a larger mismatch in lattice parameter and CTE, therefore depositing ruby on YSZ will 

generate films under higher stresses. One-inch diameter single crystal (0001) Al2O3, (MTI 

Corporation, Richmond, CA, USA) and single crystal (100) 9.5% YSZ (Crystec, Berlin, 

Germany) substrates were used in this work. The YSZ substrates were annealed at 1450oC 

for 20 hours while the sapphire substrates were annealed at 1400oC for 20 hours since 

sapphire has a slightly lower melting point than YSZ. Annealed wafers were then placed in 

the PLD vacuum chamber. During the thin film deposition, the vacuum chamber was 

injected with high purity oxygen to achieve an oxygen partial pressure, PO2, of 1.5-1.6*10-5 

bar. A 248nm excimer laser with a rep rate of 10 Hz and laser fluence of 12-17 J/cm2 was 

used to deposit the films. The target-substrate distance was 2.12 inches and the substrate 

temperature was approximately 650oC. The as-deposited films were amorphous, so after 

deposition the samples were crystallized in air at 1400oC for 2 hours. A picture of the PLD 

setup is seen in Figure 3, below.  

 

3.1.2 Scanning Electron Microscopy (SEM) 

 In SEM, high energy electrons are focused onto a sample causing secondary electrons 

and backscattered electrons to be emitted. These emitted electrons are collected by various 

detectors and used to image the sample. In this work, a Mira3 SEM (Tescan, Brno, Czech 

Republic) with back-scatter and secondary electron detectors was used on cross-sections of 

thin film/substrate samples to determine the thickness of the thin films in the ruby on YSZ 

Figure 3: Labeled image of PLD chamber 
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samples. Secondary electron imaging was used to investigate topographical features of the 

cross-sections while backscattered imaging was used to emphasize the contrast between film 

and substrate, enabling film thickness determination. For the ruby on sapphire samples, 

there is little contrast difference between the materials since they are so chemically similar, 

so SEM cannot be used to determine the thickness of these samples. 

 

3.1.3 Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) 

 ToF-SIMS is a technique where an ion beam is focused on the sample surface causing 

ions to be emitted. The ions pass through a detector where the chemical identity is 

determined from the mass of the ions. By using ToF-SIMS while slowly milling through a 

surface a depth profile can be determined which shows the concentration of an ion as a 

function of depth through the sample. 

 In this work, ToF-SIMS was used to obtain the depth profile of Cr+ ions in the RS 

samples in order to determine the thickness of the ruby films deposited on the two sapphire 

substrates. The film thickness was determined from the depth profile by measuring the 

depth at which the concentration of Cr+ ions started to decrease significantly as this drop 

in concentration would be located at the interface between the ruby film, which nominally 

has 0.05 weight % of Cr, and the sapphire substrate, which is Cr free. 

 

3.1.4 X-Ray Diffraction (XRD) 

 XRD was used to analyze the crystal structure of film/substrate bilayer samples; a 

necessary analysis step since the film orientation must be known to use the 

piezospectroscopic tensor equations (Equations 16 and 17) to obtain film stress. In XRD, 

electrons emitted from a tungsten filament hit a metal target (typically Copper) which 

causes electrons in the target to excite. As the electrons relax back into their ground state, 

an X-ray is emitted. The X-rays from the target are directed onto the sample. As the X-
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rays reflect off planes of atoms in the sample, the reflected waves constructively and 

destructively interfere. This brings about the relationship known as Bragg’s Law: 

 𝑛𝜆 = 2𝑑 sin(𝜃)  (18) 

Bragg’s Law relates the X-ray wavelength, λ (nm), to the spacing between planes of atoms, 

d (nm), and the angle between the incident X-ray and the X-rays reflected off the sample, 

θ (degrees),  [76]. In the work presented, a D2 Phaser (Bruker, Billerica, MA, USA) was 

used to investigate film orientation by scanning from 20-80o 2θ at 0.02o intervals. 

 

3.2 STRESS DETERMINATION FROM FLUORESCENCE 

An Optiprexx PLS (Almax easyLab Inc, Cambridge, MA, USA) table-top 

spectrometer was used to collect fluorescence spectra across the surface of the film/substrate 

samples. A custom test rig, seen in Figure 4, was designed and built so that the sample was 

automatically moved to specified positions and the spectrometer was triggered to collect a 

spectrum at each position. This test rig was composed of two motorized 2-inch linear 

translation stages (Thorlabs, Newton, NJ, USA) to automatically adjust where the 

fluorescence laser hit the sample, a single 1/2-inch manual translation stage (Thorlabs, 

Newton, NJ, USA) to make sure the laser was focused on the sample, custom spacers to 

ensure the sample was at the proper height and that the whole rig was screwed into the 

Figure 4: Labeled image of automated 
fluorescence test rig 
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spectrometer baseplate, a rotation stage (not shown in Figure 4) to keep the entire sample 

perpendicular to the laser, and a  right-angle piece to hold one automated stage at 90o so 

the sample was held perpendicular to the laser. A custom-made LabView program was used 

to control the sample movement and fluorescence spectra collection parameters and to 

record the coordinates where each spectrum was collected. 

Fluorescence spectra peak positions for R1 and R2 were determined using Origin Pro 

8.1 (OriginLab Corporation, Northampton, MA, USA). A batch processing template was 

created in Origin Pro that was used to analyze many spectra at once. The template utilized 

the following steps: 

1. Spectral data in a single spectrum from 690-700 nm (an appropriate range to include 

both R1 and R2 peaks without including the excess noise present from 680-690nm 

and 700-775nm) were imported. 

2. Each spectrum was fit to a Voigt peak shape (a combination of Gaussian and 

Lorentzian peaks) using no baseline treatment, identifying two peaks by analyzing 5 

local points, 500 max iterations, and a tolerance of 1E-15.  

3. A summary of key statistics for each spectrum was output to a spreadsheet. The 

statistics were the R1 and R2 peak positions (nm), error on the peak positions (nm), 

peak heights (counts), and R2 value of the peak fit. 

Once all the spectra for a sample were analyzed in Origin, crystallographic data from XRD 

was used with the piezospectroscopic tensor (see Equations 16 and 17, for full details see 

Chapter 4.2.3) to determine the film stress at each position across the sample surface. 

Finally, MATLAB was used to plot contour plots of stress vs. horizontal and vertical 

position for all points with a peak fit R2 of 0.85 or greater. This cutoff R2 was chosen to 

maximize the number of data points across the sample surface while removing points with 

lower R2 values, which indicate poor fits and would result in anomalous stress values.  
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3.3 STRESS DETERMINATION FROM CURVATURE 

 One of the primary aims of this work is to calibrate the piezospectroscopic coefficients 

of ruby to pressures higher than 0.9 GPa, so a second method for measuring stress is needed 

to confirm the fluorescence-determined stress values and thus the piezospectroscopic 

coefficients. Curvature-determined stress is the second method which will be used validate 

the accuracy of ruby thin-film stress measurements. As indicated in section 2.1.1 and 2.1.2, 

curvature and biaxial modulus must be known in order to determine stress using Stoney’s 

equation. To determine biaxial modulus of YSZ, literature values for the elastic constants 

as a function of temperature of YSZ [77] were converted to compliances and plugged into 

equations 6 and 7 before calculating biaxial modulus from equation 4. The result was an 

equation for single crystal biaxial modulus, in GPa, for (100) YSZ: 

 𝑀𝑌𝑆𝑍 = −0.0591 ∗ 𝑇 + 442.32  (19) 

T is the temperature (OC). Similarly, the compliances for Al2O3 [78] were plugged into 

Equations 10 and 11, then 8 and 9 before calculating the biaxial modulus:  

 𝑀𝐴𝑙2𝑂3
= −0.0518 ∗ 𝑇 + 561.16  (20) 

The following subsections outline two separate experimental techniques that were used to 

measure sample curvature. 

 

3.3.1 Multi-beam Optical Stress Sensor 

 One way to measure sample curvature is by using a multi-beam optical stress sensor 

(MOSS). MOSS has been used in literature many times to determine film stress of a thin 

film on a thick circular substrate [23-25, 79-81]. In this technique, a 3x3 grid of laser dots 

is deflected off the sample and back into a CCD camera where the spacing between dots in 

the laser array is measured. A simple geometric relationship between the angle of reflection, 

θ, the sample-detector distance, L (m), the original inter-dot spacing, d0, and the inter-dot 

spacing after the grid reflects off the sample, d, gives the curvature, κ(m): 
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 𝜅 = (
cos(𝜃)

2𝐿
) (1 −

𝑑

𝑑0
)  (21) 

. A schematic of the MOSS setup can be seen in Figure 5. 

 

3.3.2 Profilometry 

 Along with MOSS measurements, profilometry was used to measure curvature. 

Profilometry is a technique where the displacement (aka height) of a sample is measured 

across the sample surface. In this work, a NanoMap-500LS stylus contact surface 

profilometer (AEP Technology, Santa Clara, CA, USA) was used. In stylus profilometers, 

a needle, known as a stylus, is dragged across the sample surface while a constant force is 

applied. As the sample height changes due to the displacement of the sample, the 

profilometer determines the height from Hooke’s Law.  

 Displacement profiles across the sample surface were taken in two perpendicular 

directions. Each profile was fit with a second order polynomial using least-squares regression, 

and curvature was determined by taking the second derivative of displacement.   

Figure 5: Schematic of multi-beam optical stress 
sensor. Adapted from [23]. 
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CHAPTER 4- EVALUATION OF RUBY THIN FILM PRESSURE SENSORS  

4.1 INTRODUCTION 

 As outlined in Chapter 1, there is a need for a non-hydrostatic fluorescence stress 

sensor in order to use strain engineering to improve SOFC performance. In this chapter, 

ruby thin films will be investigated to fill that need. Thin film data of ruby deposited on 

sapphire and YSZ substrates is presented. Fluorescence-determined stress will be compared 

to curvature-determined stress values to see how accurately ruby thin films can measure 

stress at two different stress states (a lower stress state with the ruby/sapphire samples and 

a higher stress state with ruby/YSZ samples). Sample manufacturing, characterization, and 

stress analysis are discussed in detail.  

 The piezospectroscopic stress sensor of ruby has been evaluated from 0-0.9 GPa 

which has enabled non-hydrostatic stress measurement using the fluorescence techniques 

that have long been used in geology and mineral physics [32]. This has allowed non-

hydrostatic stress to be determined in ceramic materials as explained in section 2.2.2. 

However, all these studies investigate stress in ceramic materials which are fluorescent, and 

none of the studies confirm the accuracy of determining non-hydrostatic stress using the 

piezospectroscopic tensor relationship. By comparing the fluorescence-determined stress of 

ruby thin films to the curvature-determined stress from Stoney’s equation, the accuracy of 

determining stress from the piezospectroscopic tensor will be evaluated for the first time 

and the piezospectroscopic coefficients will be calibrated beyond 0.9 GPa.  

 

4.2 EXPERIMENTAL METHODS 

4.2.1 Ruby thin film sample preparation 

 Ruby thin films were produced using PLD using the procedure in Chapter 3.1.1. Two 

samples, denoted RS1 and RS2, were deposited onto sapphire while three samples, denoted 

RY1, RY2, and RY3, were deposited onto YSZ substrates. The PLD parameters that 



21 
 

differed between samples are shown in Table 3 [82], below. All other parameters are listed 

in Chapter 3.1.1. After deposition the ruby films were heated to 1400oC for 2 hours to 

produce crystalline films. 

Table 3: Separate PLD conditions for the 5 ruby thin film samples [82] 

Sample PLD Target Laser Fluence (J/m2) PLD Duration (min) PO2 (bar) 

RS1 Calcined 17.0 30 1.49 *10-5 

RS2 Uncalcined 12.2 45 1.59 *10-5 

RY1 Calcined 17.4 30 1.54 *10-5 

RY2 Calcined 17.0 30 1.55 *10-5 

RY3 Uncalcined 12.2 45 1.55 *10-5 

 

4.2.3 Stress measurements from fluorescence 

 Equations 16 and 17 show the relationship between stress and R1 and R2 peak 

position. These equations are dependent upon the direction, relative to the crystal structure, 

that the stress is applied. From the XRD results shown in Chapter 4.3.1, the ruby films in 

each of the 5 samples were preferentially oriented in the (001) plane. This plane is parallel 

to the c-axis in ruby. Since the film is oriented parallel to the c-axis and we have a circular 

sample, the film is under a biaxial stress. Biaxial stress signifies that the stress in x and y 

directions, which are in the plane of the sample, are equal in magnitude while the stress in 

the z-direction, which is out of the plane of the sample, is 0: 

 𝜎𝑥 = 𝜎𝑦  (22) 

 𝜎𝑧 = 0  (23) 

Since we have (001) oriented films this means that the out-of-plane direction (the z-

direction) is the (001) direction. This is the same direction as the ‘33’ direction denoted in 

the piezospectroscopic tensor while the ‘11’ and ‘22’ directions are the two perpendicular in-

plane directions. Applying this fact to equations 22 and 23 gives: 
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 𝜎11 = 𝜎22 = 𝜎  (24) 

 𝜎33 = 0  (25) 

We can plug equations 24 and 25 into equations 16 and 17, with some algebraic 

manipulation, to obtain:  

 
1E7

λR1,sample
−

1𝐸7

𝜆𝑅1,𝑆𝐹𝑃
= (2.56 + 3.50)𝜎  (26) 

 
1E7

λR2,sample
−

1𝐸7

𝜆𝑅2,𝑆𝐹𝑃
= (2.65 + 2.80)𝜎  (27) 

Rearranging, we can solve for the biaxial stress, σ, in terms of the peak wavelengths: 

 𝜎𝑅1 =
(

1E7

λR1,sample
−

1𝐸7

𝜆𝑅1,𝑆𝐹𝑃
)

2.56+3.5
  (28) 

 𝜎𝑅2 =
(

1E7

λR2,sample
−

1𝐸7

𝜆𝑅2,𝑆𝐹𝑃
)

(2.65+2.80)
  (29) 

Here, σR1 is the biaxial stress (GPa) determined from R1 peak shift, σR2 is the biaxial stress 

(GPa) determined from R2 peak shift, and all other variables have their previous definitions. 

Measuring a stress-free ruby grain with a calibrated spectrometer gave the stress-free 

positions of 694.335 and 693.912nm which are nearly identical to literature room 

temperature SFPs [32, 64]. The fluorescence spectra collection and analysis procedure 

outlined in Chapter 3.2 was used along with Equations 28 and 29 to get the fluorescence-

determined stress of the ruby thin films. The error analysis procedure for propagating the 

uncertainty in peak positions through to the average stress values is outlined in the 

Appendix. 

 

4.2.3 Stress measurements from curvature 

 Curvature values in two perpendicular directions across each sample were determined 

from both profilometry and MOSS. These curvature measurements were done on the bare, 

annealed wafers and then on the samples after crystallizing the ruby film. The difference in 
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curvature between the film/substrate sample and bare wafer was then used in Stoney’s 

Equation, Equation 3, to determine film stress. The error analysis procedure for propagating 

the uncertainty in curvature and film thickness through to the average film stress is outlined 

in the Appendix. 

 

4.2.4 Microstructural characterization 

 XRD was used to determine orientation and phase-purity of ruby thin films and 

substrates, as outlined in Chapter 3.1.3. SEM was used to determine film thickness for the 

RY samples as outlined in Chapter 3.1.2. Images were taken at 5 different locations across 

the sample surface: at both edges, in the middle of the sample, and in between each edge 

and the middle. The ruler tool in Adobe Illustrator was used to measure the film thickness 

at 3 different locations in each image. ToF-SIMS performed by EAG Labs (East Windsor, 

NJ, USA) was used to determine the film thickness of the RS1 sample.  

 

4.3 RESULTS AND DISCUSSION 

4.3.1 Microstructural characterization 

 Figure 6 [82], below, shows the XRD for the five ruby thin film samples and 

representative scans of bare, annealed YSZ and sapphire wafers. In Figure 6a, the bare 

sapphire wafer has some impurities at approximately 20, 57, and 64o which also appear in 

the crystallized thin films, RS1 and RS2. This impurity is likely from the manufacturing 

process of the wafers and since it is present in the bare wafer it will likely have no impact 

on stress measurements. Sample RS1 shows some apparent silicon contamination as 

indicated by the sillimanite (Al2SiO5) phases shown in Figure 6a. This silicon contamination 

occurs during the deposition and could be from the chamber, or the calcined PLD target. 

The same sillimanite contamination is not seen in RS2, however, as that sample shows no 

other impurity peaks other than those present in the sapphire wafer. RS1 was deposited 
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after RS2 so it’s possible that silicon contamination within the chamber increased during 

the 4 months between these depositions, causing Si impurities to only be present in RS1. 

It’s also possible that an impurity formed in the calcined powder during formation or use of 

the calcined target. The sillimanite phase shown in RY1 and RY2 (which were also deposited 

with the calcined target) in Figure 6b suggest this is a possibility, but the RY1 and RY2 

were deposited shortly after RS1 which means that Si contamination in the chamber could 

also be the cause of these impurities.  The impact of these impurities on fluorescence results 

will be discussed in Chapter 4.3.2. 

  

Figure 6b shows that the bare YSZ wafer has only the (100) family of YSZ peaks 

indicating a phase-pure, single crystal wafer. As mentioned above, both RY1 and RY2 show 

Figure 6: XRD data for ruby on a) sapphire substrate samples, and b) YSZ substrate samples. 

A=α-Al2O3. Y =YSZ peak. AS=Sillimanite (Al2SiO5) Peaks indexed for α-Al2O3, YSZ, and 
Sillimanite using JCPDS card numbers 74-582, 70-4436, and 70-7052, respectively. Asterisks in 

6a denote impurity phases present in the bare wafer [82] 
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a small sillimanite peak at ~26o, but they also show the α-Al2O3 (006) peak indicating that 

there is a crystalline ruby film present. The RY2 sample also shows a very small (116) 

alumina peak at ~54o, which is also visible in RY1. From the ratio of peak heights in the 

JCPDS reference, it was calculated that the (006) ruby phase makes up more than 95% of 

the ruby film, by volume. This means that while there is a small amount of a second ruby 

phase, it is unlikely to significantly affect the stress calculated from Equations 28 and 29 

which assume the film is (001) oriented. 

 Figure 7 shows a representative SEM image of a ruby/YSZ sample. With the 

backscatter detector, it is easy to see the interface between the dark gray ruby film and the 

lighter YSZ substrate. The film shows some waviness at the film surface, though this could 

be due to the titanium conductive coating that was applied to reduce charging. Some dark 

shading in the YSZ substrate is visible which is likely from fracturing the sample to expose 

the cross section. 

Figure 7: Representative backscatter SEM 
image of ruby on YSZ [82] 
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 As seen in Figure 8 [82],  the film thickness for the RY samples is relatively consistent 

across the surface of each of the samples. The average film thicknesses, in nm, are as follows: 

331+14 for RY1, 348+31 for RY2, and 356+38 for RY3. It should be noted that, statistically 

speaking, the average film thickness of all the samples is identical. There are two data points 

that appear as outliers in Figure 8: The middle of RY3, which is noticeably higher than the 

other measurements in that sample and the measurement at 11 mm in RY2, which is 

significantly lower than the other measurements. Figure 9 shows those two SEM cross 

sections. In Figure 9a there is an anomalous darker layer that is too dark to be part of the 

film and isn’t in the other images for RY2. Again, it is possible that this layer is part of the 

conducting layer, though the deposited conducting layer should be on the order of a few 

nanometers thick, not close to 200nm. It is also obvious that the RY2 film is noticeably 

thinner in this image which may indicate that there are some areas of the sample that 

weren’t coated evenly. This appears to be the case in Figure 9b as well. Again, there is a 

darker layer on top of the ruby film, but the film itself appears thicker than in the other 

images for sample RY3.  These variations in film thickness have been considered in the 

Figure 8: Sample film thickness distributions, from SEM analysis [82] 



27 
 

error bars for the curvature stress calculations. For full details on how the error was 

propagated, see the Appendix. 

 The thickness of the ruby on sapphire samples was measured to be 310.0 nm from 

the ToF-SIMS depth profile of Cr+ ions seen in Figure 10. The Cr+ concentration increases 

abruptly at the start of the profile as surface contamination is milled away and the ions 

from the film are measured in the spectrometer, therefore the film itself starts at a depth of 

approximately 10 nm. The concentration then increases from 0.02 to 0.0326 before 

decreasing. This suggests that the concentration of Cr+ ions is not constant through the 

film. Since the sapphire initially has no Cr+ ions, diffusion of the ions from the film/substrate 

interface into the sapphire lattice would be expected to show an exponential decay in 

concentration.  Beginning at a depth of ~310 nm is the expected diffusion profile of the Cr+ 

ions meaning that the film/substrate interface is located at a depth of approximately 320 

nm, as indicated by the rightmost black bar in Figure 10. This results in a measured film 

thickness of 310 nm for RS1 and RS2. 

Figure 9: SEM cross-sections of a) RY2 and b) RY3 film thickness 
abnormalities 
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Figure 10: ToF-SIMS depth profile of Cr through sample RS1 [82] 

 

4.3.2 Fluorescence-determined stress  

 The contour plots for all 5 samples, seen in Figure 11 [82], show that each sample 

has a consistent stress value across the sample surface, as expected [83], except for RY3 

which shows some area of lower stress in the middle of the sample. The RS1 and RS2 

samples have similar contour plots with most of the surface appearing to be around 50 MPa 

with only sparse isolated data values of darker blue signifying lower stress values. These are 

likely due to variations, such as a piece of dust or a small film defect on the surface, which 

manifest in abnormal peak intensity and thus decreasing the quality of the fit. For the RY 

samples, we see similar contour plots with most stress values around 1800 MPa. Again, 

there are some points, especially in RY3, that exhibit some lower stress values. RY3 showed 

a higher film thickness towards the middle of the sample, as seen in Figures 8 and 9, which 

would suggest from Stoney’s Equation that the film stress would be lower in the center.  

Given the high density of low stress values in the center of Figure 11e, this is further 

evidence that there are indeed some film thickness variations across RY3.  
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Figure 11: R1 Stress contour plots for a) RS1, b) RS2, c) RY1, d) RY2, and e) 
RY3. All stress values are in MPa. Compressive stress is positive 
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The average stress values shown in Table 4 demonstrate that the fluorescence-

determined stress values in the sapphire samples agree, as do those of the YSZ samples.  

The standard deviations for the R1 stress in the RY samples are less than 10% which is an 

impressive result. For the R1 stress in the RS samples, the standard deviations of the stress 

contour plots were smaller than the manufacturer reported error for the spectrometer (which 

was 100 MPa). It was expected that the R2 stress values would have higher errors since the 

R2 peak height is lower, thus the signal to noise ratio isn’t as good, and the peak fits are 

less precise. Still, the R1 and R2 stress values overlap when the errors are considered. This 

indicates that either peak can be used to determine stress, but the R1 peak gives more 

accurate stress measurements.  

Table 4: Average and standard deviation of contour plots. Positive stress is compressive. 
Error bars are standard deviation of the stress contour plot or the manufacturer reported 

error the spectrometer used in this work, whichever number was greater.  

Sample R1 Stress (MPa) R2 Stress (MPa) 

RS1 58 + 100 263 + 461 

RS2 27 + 100 197 + 425 

RY1 1899 + 117 2128 + 389 

RY2 1878 + 109 2109 + 369 

RY3 1710 + 133 1696 + 135 

 Upon peak fitting, each reported peak center also had a reported uncertainty. The 

error propagation of the peak position uncertainty gave errors of at most 33 MPa which is 

insignificant considering the manufacture reported uncertainty for the Optiprexx PLS 

spectrometer is 100 MPa (see the Appendix for details on error propagation). Therefore, the 

error in peak fitting is less significant than the resolution limit of the spectrometer and the 

deviation in stress across the sample surface. 
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4.3.3 Curvature-determined stress  

 As seen in Figure 12 [82], which shows representative profilometry results for each 

sample, the ruby on sapphire samples had much less displacement (and therefore curvature) 

than the YSZ samples, which is logical since there is less thermal expansion or lattice 

mismatch between ruby and sapphire than between ruby and YSZ. All profiles are the 

expected parabolic shape except for the bare YSZ wafers which showed areas of higher 

displacement at the wafer edges. This is likely a result of the crystal polishing from the 

substrate manufacturer, but it signifies that not all residual stress was removed during 

annealing. However, upon deposition and crystallization of the ruby film the YSZ samples 

had the normal parabolic shape. 

   

Figure 12: Representative profilometry of bare wafers and film/substrate 
samples for a) ruby/sapphire and b) ruby/YSZ samples 
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Table 5 shows a summary of the curvature change between the bare wafers and the 

film/substrate samples measured using MOSS and profilometry. As expected, the curvature 

changes of the sapphire samples are much smaller than the curvature changes of the YSZ 

samples. The MOSS measured curvature changes and profilometry measured curvature 

changes are within the error bars of each other for all samples. The error bars in each 

measurement come from the fact that each curvature measurement (on bare wafer and 

film/substrate sample) was done in two different directions perpendicular to each other, 

therefore the reported value is an average and the error is the standard deviation of two 

measurements.  

Table 5: Average curvature values for all samples. Error is standard deviation of the 
curvature measurements 

Sample MOSS Curvature (m-1) Profilometry Curvature (m-1) 

RS1 0.0138 + 0.0069 0.0128 + 0.0054 

RS2 0.0014 + 0.0026 -0.0013 + 0.0065 

RY1 0.2906 + 0.0189 0.2927 + 0.0193 

RY2 0.2695 + 0.0173 0.2660 + 0.0197 

RY3 0.2771 + 0.0112 0.2725 + 0.0205 

 

Taking the values in Table 5, the film thicknesses from Figures 8 and 10, and the 

room temperature material properties calculated from Equations 19 and 20 and plugging 

into Stoney’s Equation (Equation 3) gives the curvature-determined stress values in Table 

6. The error bars are from propagation of uncertainty in the film thickness and curvature 

measurements. The procedure for this error analysis is outlined in the Appendix. Table 6 

shows that there is very good agreement between the MOSS-determined stress and the 

profilometry-determined stress values for all samples. The stress values of the ruby on YSZ 

samples are statistically similar as the error bars of the 3 samples overlap.  Interestingly, 

the ruby on sapphire samples have statistically different stress values. This is likely due to 
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the fact that slight differences in curvature or film thickness have larger effects on stress 

when the magnitude of the stress is low, as is the case for the ruby/sapphire samples. The 

error in stress for RS1 and RS2 is also lower since the error is proportional to the magnitude 

of the stress, as seen in Equation A13. Also, the film thickness of sample RS2 was not 

measured by ToF-SIMS but was assumed to be identical to RS1 since the samples had 

identical deposition conditions. Therefore, a slight difference in film thickness between the 

RS samples could be the cause of the different stress values. 

Table 6: Curvature-determined stress values (MPa) for all samples. Error is from 
propagation of uncertainty in film thickness and curvature measurements 

Sample MOSS Stress (MPa) Profilometry Stress (MPa) 

RS1 346 + 141 201 + 87 

RS2 72 + 48 -24 + 117 

RY1 1802 + 174 1848 + 143 

RY2 1534 + 156 1476 + 170 

RY3 1711 + 196 1616 + 213 

 

4.3.4 Comparison of fluorescence and curvature-determined stress 

 The stress values of Table 6 and Table 4 are compared in Figure 13, below [82], and 

the results show good precision for the stress measurements in samples of the same substrate. 

Since the MOSS and profilometry-determined stress values were statistically similar, Figures 

13a and 13b are essentially identical as are Figures 13c and 13d. In this plot, a data point 

that overlaps the 45o line would represent perfect agreement between the curvature-

determined stress and the fluorescence-determined stress. For R1 fluorescence-determined 

stress: Samples RY1 and RY3 show agreement between fluorescence and curvature-

determined stresses while RY2 is slightly off, and sample RS2 has perfect agreement while 

RS1 is slightly off the line. For the R2 fluorescence-determined stress, all samples perfectly 

agree except for RY2 which is again slightly off the line. While there are the slight differences 
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in stress measured with the two different methods (which likely stems from the sillimanite 

phase impurities and/or the small fraction of (116) oriented ruby film), the small spread 

between samples deposited on the same substrate and the effectiveness with which the stress 

is measured from 50-1900 MPa renders this work a success. It is clear that ruby thin films 

can be used to measure biaxial stress and the piezospectroscopic coefficients are valid up to 

1.9 GPa of compressive stress.  

Figure 13: Comparison plot of a) R1 fluorescence-determined stress with MOSS-
determined stress b) R1 fluorescence stress with profilometry determined stress c) 

R2 fluorescence-determined stress with MOSS stress and d) R2 fluorescence-
determined stress with profilometry stress. The dashed 45-degree line is added to 

aid the eye [82] 
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4.4 CONCLUSIONS 

 Oriented, crystalline ruby thin films deposited via PLD onto sapphire and YSZ 

substrates have been used as fluorescent stress sensors for the first time. These thin film 

sensors show incredibly high spatial resolution as they were used to determine differences 

in stress on areas of 0.01 mm2. The accuracy of the piezospectroscopic coefficients of ruby 

was confirmed by measuring thin film biaxial stress using both fluorescence and wafer 

curvature measurements. The curvature-determined stress values confirmed that at stress 

values up to 1.9 GPa, these novel thin film stress sensors provide accurate fluorescence-

determined stress measurements indicating that the piezospectroscopic tensor of ruby is 

accurate up to 1.9 GPa (more than double the previous calibration). These novel PLD thin 

film sensors can now be used to measure film stress in real devices which can help to improve 

performance.   
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CHAPTER 5- CONCLUSIONS 

 Reducing solid oxide fuel cell (SOFC) operating temperatures is of the utmost 

importance as it would reduce the cost of the technology. Making SOFCs more widespread 

is critical since SOFCs offer energy density, energy efficiency, and fuel flexibility that other 

energy technologies cannot match. Strain engineering has been proposed to help improve 

SOFC performance, and thus reduce operating temperatures, but few studies have been able 

to measure stress and performance in-situ or isolate the effect of stress and strain on 

performance. A thin-film stress sensor that works under non-hydrostatic stress is sorely 

needed to make strain engineering experiments possible.  

 The work presented here has demonstrated the use of ruby as a thin film fluorescent 

stress sensor for biaxial stress. These thin films were deposited onto sapphire and YSZ 

substrates where the measured fluorescence stresses were approximately 0.05 and 1.9 GPa, 

respectively. The accuracy of fluorescence stress measurements was confirmed by 

determining stress from curvature using Stoney’s Equation with curvature measured using 

a multi-beam optical stress sensor and a profilometer. The curvature stress measurements 

confirmed that the samples reproducibly and accurately measure stress, even with multiple 

phases and impurities present. Therefore, at ~2 GPa these novel sensors are robust enough 

to accurately measure stress and the piezospectroscopic coefficients of ruby have been 

calibrated to more than double the previous stress calibrations. All this work establishes 

PLD ruby thin films as a novel technology that is ready to be implemented to study non-

hydrostatic stress effects on thin film performance in real world devices like SOFCs.  
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Fluorescence-Determined Stress Error Analysis 

As described in the main article, R1 and R2 stress of (001) ruby films on substrate 

can be determined from fluorescence peak position using the piezospectroscopic equations 

that simplified down to equations 6-8. Equation 6, the general form of equations 7 and 8 is 

rewritten below 

 𝜎 =

1

λsample
 − 

1

𝜆𝑆𝐹𝑃

(Π11+Π22)
  (A1) 

σ denotes stress (GPa), λSFP denotes the wavelength of the stress-free fluorescence peak 

position (nm), and λsample denotes the wavelength of the sample fluorescence peak position 

(nm). This equation, which can be applied for both R1 and R2 peaks, is dependent on a 

single independent variable, the peak position, therefore only the error propagation of the 

peak position measurements needs to be considered when determining the error in the stress 

value. For a single variable equation, calculating the propagated error is done with the 

following equation[84]:  

 𝛼𝑍 = 𝑓(𝐴̅ + 𝛼𝐴) − 𝑓(𝐴̅)  (A2) 

Where Z is a function of A, A̅ is the mean of A, and 𝛼 is the error of the variable denoted 

by the subscript. Applying this error propagation to equation 1 above, we get:  

 𝛼𝜎𝑖
=

1

λ̅𝑠𝑎𝑚𝑝𝑙𝑒+𝛼𝜆
−

1

𝜆𝑆𝐹𝑃

(Π11+Π22)
−

1

λ̅𝑠𝑎𝑚𝑝𝑙𝑒
−

1

𝜆𝑆𝐹𝑃

(Π11+Π22)
  (A3) 

where 𝛼𝜎𝑖
 is the error in an individual stress measurement, λ̅𝑠𝑎𝑚𝑝𝑙𝑒 is the recorded peak 

position, and 𝛼𝜆 is the error in the recorded peak position, which is reported by Origin 

during the peak fitting process. Of course, this error applies to every point on the sample 

where a fluorescence spectrum was recorded so those errors must be propagated to determine 

the error in the average stress that is reported. The average stress is calculated as: 

 𝜎 =
∑ 𝜎𝑖

𝑛
𝑖=1

𝑛
  (A4) 
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This equation is dependent upon n variables, the number of fluorescence spectra. To 

calculate the error for a multi-variable function, the following equation is used[84]: 

 (𝛼𝑍)2 = (𝛼𝑍
𝐴)2 + (𝛼𝑍

𝐵)2 + (𝛼𝑍
𝐶)2 + ⋯  (A5) 

Where Z is a function of A, B, and C and 𝛼𝑍
𝐴, 𝛼𝑍

𝐵 and 𝛼𝑍
𝐶 are the change in Z when A, B, 

and C, respectively, are varied but the other variables are held constant. These are 

calculated as: 

 𝛼𝑍
𝐴 = 𝑓(𝐴̅ + 𝛼𝐴, 𝐵̅, 𝐶̅) − 𝑓(𝐴̅, 𝐵̅, 𝐶̅)  (A6) 

 𝛼𝑍
𝐵 = 𝑓(𝐴̅, 𝐵̅ + 𝛼𝐵, 𝐶̅) − 𝑓(𝐴̅, 𝐵̅, 𝐶̅)  (A7) 

 𝛼𝑍
𝐶 = 𝑓(𝐴̅, 𝐵̅, 𝐶̅ + 𝛼𝐶) − 𝑓(𝐴̅, 𝐵̅, 𝐶̅)  (A8) 

Applying equation 5 to equation 4 gives: 

 (𝛼𝜎̅)2 = (𝛼𝜎̅
𝜎1)

2
+ (𝛼𝜎̅

𝜎2)
2
+ (𝛼𝜎̅

𝜎3)
2
+ ⋯(𝛼𝜎̅

𝜎𝑛)
2
  (A9) 

Combining equations 4 and 6 gives the error in average stress due to the variance of a single 

measurement: 

 𝛼𝜎̅
𝜎1 =

(𝜎1+𝛼𝜎1)+∑ 𝜎𝑖
𝑛
𝑖=2

𝑛
−

∑ 𝜎𝑖
𝑛
𝑖=1

𝑛
  (A10) 

In the work presented, equation 3 was used to calculate the error in every individual 

measurement, then equations 9 and 10 were used to determine the error in the average 

stress value.   

 

Curvature-Determined Stress Error Analysis 

Stoney’s equation was used to determine stress from curvature measurements:  

 𝜎𝑓 =
ℎ𝑠

2𝑀𝑠𝜅

6ℎ𝑓
  (A11) 

Where σ is stress (GPa), h is layer thickness (m), κ is sample curvature (m-1), subscript ‘s’ 

indicates a substrate property, a subscript ‘f’ indicates a film property, and M is Biaxial 

Modulus (GPa). The substrate thickness is a constant, as is the biaxial modulus for 
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measurements taken at constant temperature, so this equation is dependent upon two 

variables with error: sample curvature and film thickness. For a two variable equation of 

the form Z=k*A/B, where k is a constant and A and B are variables, the following equation 

gives the error in Z[84]: 

 
𝛼𝑍

𝑍
= √(

𝛼𝐴

𝐴
)
2

+ (
𝛼𝐵

𝐵
)
2

  (A12) 

Applying equation 12 to equation 11 gives: 

 𝛼𝜎 = 𝜎√(
𝛼𝜅

𝜅̅
)
2

+ (
𝛼ℎ𝑓

ℎ𝑓̅̅ ̅̅
)
2

  (A13) 

Where the errors in κ and hf are simply the standard deviations in the measurements, 𝜅̅ is 

average curvature, and ℎ𝑓
̅̅ ̅ is the average film thickness. 
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