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ABSTRACT 

UNDERSTANDING PHOTO-INITIATED DYNAMICS 

USING PROGRAMMABLE SHAPED PULSES 

By 

Muath Nairat 

This dissertation outlines the implementation of shaped femtosecond laser pulses to understand 

molecular dynamics as well as control their response with a temporally shaped electric field. The 

opening work focuses on using conventional time-resolved spectroscopic methods to understand 

excited state proton transfer dynamics using a Schiff base chromophore. The later studies describe 

the implementation of single beam based methods utilizing shaped femtosecond pulses to retrieve 

dynamical information from several cyanine dyes within the first 200 fs after the absorption of 

photons. The approach of shaping femtosecond pulses is applied to understand the dynamics of a 

set of cyanine dyes with various molecular polar responses as well as understanding the role a 

cyanine dye plays once placed inside human serum albumin protein. Lastly, the shaped pulses 

approach is applied to control both internal conversion from higher excited states in cyanines as 

well as the multiphoton ionization process of aromatic molecules. 

The first chapter provides a brief introduction on femtosecond laser spectroscopy and pulse 

shaping along with their use in understanding and controlling molecular dynamics on the ultrafast 

timescale. The second chapter focuses on using steady state and time-resolved spectroscopic 

methods to disentangle the dynamical steps during an excited state proton transfer from protic 

solvents to a Schiff base acting as a photobase. It was realized from steady state spectroscopic data 

that the Schiff base undergoes an increase in 14 pKa units upon excitation, which is the largest 

change in pKa units that has been reported for a photobase. The time-resolved studies reveal that 



the proton transfer process is initiated through the formation of a highly-polarized hydrogen 

bonding intermediate state within a timescale that is limited by the dielectric solvation constant. 

The third and fourth chapters discuss the application of programmable shaped femtosecond 

pulses to reveal dynamical information about the intramolecular response of substituted cyanines 

dyes. Changes in the molecular response, tracked through fluorescence or stimulated emission as 

a function of time delay between the spectral components of the excitation field, are related to the 

role of the substituent and its effect on the initial intramolecular energy relaxation soon after 

excitation. The role of binding indocyanine green inside the pocket of human serum albumin 

protein has been also investigated using the same approach in which it was revealed that the protein 

mitigates triplet state formation through hindering the twisting motion. 

The following two chapters expand on utilizing shaped pulses to control dynamical 

processes. In chapter 5, emission from the higher excited state, S2, is enhanced at the cost of 

suppressing internal conversion to the S1 state. This enhancement is achieved under strongly 

coupled excitation conditions using transform-limited pulses and can be tuned when excitation is 

carried out using chirped pulses. Lastly, chapter 6 summarizes the role of high order dispersion 

which results in the appearance of pre- and post-pulse pedestals that enhances the multiphoton 

ionization of toluene and p-nitrotoluene. 

In the final chapter a summary of the overall work is provided along with a future outlook 

and proposed experiments to be carried out are also discussed. 
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Chapter 1 Introduction 

Since the early experimental work on molecular dynamics in the gas and condensed phases,1-2 

femtosecond lasers have emerged as indispensable tools in multidisciplinary research fields. The 

advent of femtosecond lasers in molecular dynamics studies has allowed their implementation in 

various ongoing research fields that can be generalized into two main areas (i) understanding 

molecular dynamics processes on a femtosecond timescale and (ii) controlling the molecular 

response with femtosecond laser pulses. 

On the side of understanding molecular dynamics and the ability to observe the ongoing 

processes in real time at the atomic level, it has been realized that the speed of atomic motion is 

about 1 km/s, therefore an atomic motion of about 1 Angstrom would require a temporal resolution 

of ~ 100 fs (1 fs = 10-15 s).3 This realization was piloted by Zewail in 1987 after his first observation 

of a bond-breaking transition state in real time.1 Zewail’s technique4 to observe the transition state 

was achieved by making use of a femtosecond laser pulse called a pump that creates a wave packet 

on an the excited state potential energy surface (PES). After the molecule is allowed to evolve, 

another femtosecond pulse, called the probe, is sent to create further excitation to a higher excited 

state on the PES. By varying the time delay between the pump and the probe pulses, Zewail was 

able to capture the wave packet motion in real time. The pump-probe technique has been exploited 

in various areas of research to understand the real-times dynamics of molecules, for which an 

immense amount of reviews can be found.3,5-9 

The other aspect of using femtosecond lasers with molecules is utilizing the phase of laser 

pulses to exploit constructive interference between multiple pathways to achieve enhancement in 

the desired state. This approach can be traced back to Brumer and Shapiro10 through which the 

constructive interference within a multiphoton transition can control the outcome of the final state. 
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Their approach has been made feasible with the advent and development of modern pulse shapers 

that allow precise and accurate control over the phase of broadband femtosecond pulses.11  

The studies presented in this dissertation start with using conventional time-resolved 

transient absorption to study the dynamics of proton transfer. Later on, the use of single beam 

methods based on programmable shaped pulses to understand excited state dynamics is presented 

in order to compare the advantages of shaped pulses relative to multiple beams methods. Lastly, 

the use of shaped femtosecond pulses to control the dynamics of molecules is explored. 

  



3 

 

1.1 Femtosecond Laser Spectroscopy 

Molecules are represented in an ensemble of equilibrium along their multidimensional nuclear 

degrees of freedom as well as their surrounding environment. This state can be described as a low 

energy point on their ground state PES. When molecules are provided with energy in the form of 

light, the electronic population is transferred to an excited state and is no longer considered in 

equilibrium with the nuclear coordinates and the surroundings. The new electronic configuration 

allows the molecules to evolve on the excited state PES on a fast timescale that can range from 

few femtoseconds such as the inertial solvation response and up to several nanoseconds as in 

diffusional solvent transport. Such dynamical processes are illustrated in Figure 1.1. Tremendous 

effort, both by experimentalists and theoreticians has been devoted to understand the early 

dynamical response of molecules soon after the absorption of photons.3,5-9 

 

Figure 1.1 Ultrafast molecular processes occurring on a fast timescale after the absorption of 

photons. Obtained with from ref8 with permission. 
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 Over the past three decades, femtosecond lasers have been the workhorse to study and 

understand the ultrafast dynamics of molecules upon excitation. The early approach relied on using 

two femtosecond laser pulses termed the pump and the probe. The pump pulse creates a new 

electronic population on the excited state that is allowed to evolve with the progress of time. Later 

on, a probe pulse with precise and controlled time delay is sent to interact with the excited 

molecules. Based on the probe pulse frequency, the probe can either create further excitation to 

higher excited state or stimulate down the excited state population. The obtained signal as a 

function of time delay between the two pulses is then related to dynamics: e.g. transition state prior 

a dissociative channel,1 wavepacket motion within an excited state PES,12 or molecular vibrations 

and rotations,13 to name a few. 

 Progress and development has been made on how pump-probe and ultrafast spectroscopy 

in general are implemented.7,14-18 One such example is transient absorption spectroscopy which is 

a pump-probe technique in its essence while having a broad bandwidth probe pulse. The probe 

pulse is usually white light that is generated from focusing the femtosecond pulse on various 

crystalline media such as Sapphire, CaF2 or YAG. This focusing induces a process called super-

continuum generation through which new spectral components are introduced to the bandwidth of 

the original femtosecond pulse. The generated super-continuum is much weaker than the 

femtosecond pulse itself and only serves the purpose of probing changes in the absorption of 

molecules after excitation. In an approach that is similar to pump-probe spectroscopy, the pump 

pulse excites a fraction of the molecules while the white light probe measures changes in the 

absorption (ΔA). This is usually carried out while modulating the pump pulse using a chopper and 

tracking the transmitted probe in the presence and absence of the pump. Changes in the absorption 

of molecules after being excited generally appear as: (i) ground state bleaching and recovery: in 
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which the excited molecules no longer absorb the probe pulse at particular wavelengths and the 

signal appears as negative ΔA in bleaching and positive ΔA in recovery. (ii) Stimulated emission: 

in which electronic population from the excited molecules is stimulated back to the ground state 

through which more light arrives at the detector and the signal appears as negative ΔA. (iii) Excited 

state absorption: through which excited molecules further absorb light from the probe to reach a 

higher excited state. The overall obtained transient absorption signal would appear as a cumulative 

sum of all or part of the contributing signals as shown in Figure 1.2 requiring further 

comprehensive analysis schemes such as global and target analysis.19 While tracking the transient 

absorption signal in time as a function of delay between the two pulses, one can assess the 

dynamics that are associated with the molecular processes occurring after the absorption of light, 

such as excited state energy migration, charge transfer, electron or proton transfer, isomerization, 

internal conversion, and intersystem crossing. In Chapter 2, transient absorption spectroscopy is 

used to understand the excited state proton transfer dynamics of a photobase. 

 

Figure 1.2 A typical transient absorption setup in which the white light probe is dispersed on a 

spectrometer and the change in absorption is analyzed as a function of time delay between the 

pump and the probe. The obtained transient absorption on the right trace would contain 

contributions from ground state bleaching (dashed line), stimulated emission (dotted line), and 

excited state absorption (light line) to produce the overall (bold line) spectrum. Obtained from ref7 

with permission. 

 



6 

 

 The transient absorption signal results from light-matter interaction through the third order 

nonlinear susceptibility χ(3) that is due to the two beams interaction with the molecules.20 There 

have been several developments in femtosecond spectroscopic approaches to extract molecular 

responses with short laser pulses from higher order light-matter interaction susceptibilities using a 

sequence of multiple pulses as summarized in Figure 1.3. 

 

Figure 1.3 Various femtosecond spectroscopic approaches using a sequence of pulses to extract 

different orders of molecular light-matter interaction susceptibilities. Obtained from ref21 with 

permission. 
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 With an increased number of pulses used in the femtosecond experiment, one would be 

able to extract and separate further information from a highly congested signal. However, this is 

at the cost of increasing the experimental complexity and the requirement to precisely control the 

spatial and temporal profiles of the femtosecond pulses and the ability to analyze the produced 

data while extracting useful information that is related to molecular dynamics. There has been 

another approach termed as quantum control (Figure 1.3g). The quantum control approach utilizes 

a single femtosecond pulse that results in multiple interactions with molecules. The multiple 

interactions are highly dependent on the temporal profile of the femtosecond pulse itself and the 

ability to control and deliver the desired temporal profile to the molecular system. This control has 

been made feasible with recent advances and development in pulse shapers that made such as 

approach reachable.11,22 In the next section, pulse shapers and their use in compressing and shaping 

femtosecond pulses are going to be described. 
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1.2 Pulse Shaping and Phase Control 

A femtosecond pulse can be described as a pulse of an oscillating electric field in the time domain 

E(t) that is represented by a Fourier integral of the complex spectrum E(ω), 

 i tE t E t c.c E e d c.c.   (1.1) 

the spectral phase () among the spectral components within the spectral amplitude |E(ω)| 

controls the time dependence of the field in the time domain as can be illustrated with 

 
i i tE t E e e d   (1.2) 

() can be described using any arbitrary form such as a Taylor expansion: 
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a spectral phase value of 0 among all the spectral components within spectral amplitude |E(ω)| 

would imply the shortest Fourier integral E(t) in the time domain and corresponds to the shortest 

pulse that can be obtained from a particular laser pulse bandwidth and is usually termed as a 

Transform-Limited (TL) pulse (Figure 1.4a). Any other spectral phase value would affect the 

contracted pulse in the time domain as illustrated using: (i) a linear phase with the first order in the 

Taylor expansion ’() leading to a delay of the pulse in time while preserving the pulse duration 

as shown in Figure 1.4b. (ii) Quadratic phase using the second order in the Taylor expansion 

”() that leads to elongation of the pulse in the time domain as shown in Figure 1.4c. It is also 

worth noting that the sign of the phase reflects the order at which different spectral components 

are represented in the time domain. For instance, an absolute value of quadratic phase would 

stretch the pulse in time by the same magnitude regardless of the sign; however, the arrival order 

of frequencies would be inversed based on the sign as shown in Figure 1.5. 
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Figure 1.4 Gaussian laser spectrum (black on the left column) with a) flat spectral phase (red on 

the left column) leading to a TL pulse in the time domain (right column). b) linear spectral phase 

leading to a time delay of the pulse (red relative to original black on the right column). And c) 

quadratic phase leading to elongation of the pulse in the time domain (red relative to original black 

on the right column). 
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Figure 1.5 Contour plots showing the spectral components arrival time within the femtosecond 

pulse for a) quadratic phase with a negative sign, b) flat phase producing a TL pulse, and c) 

quadratic phase with the exact value as (a) while having a positive sign and hence the inversed 

spectral components arrival order. 

 

 Control over () is achieved using devices called pulse shapers that bring the ability to 

separately control the individual spectral components of the femtosecond pulse.23  A typical pulse 

shaper layout is shown in Figure 1.6 and known as a 4f pulse shaper which is a zero dispersion 

configuration compressor with a mask that controls the individual spectral components. The f 

stands for the focal length of the lens that is used to collimate and focus the diffracted beam. 

 

Figure 1.6 Typical layout of a 4f pulse shaper in which the input beam is diffracted and controlled 

using an mask located in the Fourier plane of the 4f geometry. Obtained from ref23 with permission. 
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 In the 4f pulse shaper, the input femtosecond pulse is diffracted using a grating and then 

collimated using a lens that sends the diffracted beam to a mask that is placed in the Fourier plane 

and has the ability to control the retardation of each individual spectral component in the spatially 

dispersed spectrum of the pulse. The output from the mask is then focused and combined using 

another grating. Practical improvement on the pulse shaper can be introduced by using a folded 

design through which a mirror is placed behind the mask which reflects the beam back to the 

original lens and grating at a slightly different height. 

 The most common masks that are used to control the spatially dispersed spectrum of the 

laser are called spatial light modulators (SLM’s) that are based on liquid crystal. There are other 

types of phase controllers that are based on acoustic-optics modulators, deformable mirrors, and 

micromechanical mirrors. The research that has been carried out throughout this thesis was limited 

to the most common type, the liquid crystal SLM. The liquid crystal SLM is a thin layer of nematic 

liquid crystal placed between two layers of glass windows that are covered from the inside with a 

transparent electrical conducting layer. The liquid crystal is separated into different regions called 

pixels through which different voltage can be applied to each pixel separately. The application of 

an electric field on these pixels causes the liquid crystals to tilt and change their refractive index 

which allows the introduction of phase retardation to the incoming light with respect to the liquid 

crystals axis. Since the light that is sent to the SLM is spectrally dispersed onto different pixels, 

the phase retardation of each spectral component can be controlled with the voltage of each pixel 

separately to manipulate the phase of the output laser pulse. The right amount of voltage to 

introduce the desired phase has to be programmed in order to produce the desired phase. 

 Pulse shapers are generally operated under open loop or adaptive feedback control. In the 

open loop approach the user sets the desired phase mask and monitors the output using some 
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known pulse characterization methods such as autocorrelation, frequency resolved optical gating 

(FROG),24 or spectral phase interferometry for direct electric-field reconstruction (SPIDER).25 

However, this approach requires some knowledge about the original phase of the femtosecond 

pulses and a well programmed and calibrated shaper to introduce the desired phase. The adaptive 

control approach depends on the outcome of a desired process to change the phase accordingly. 

There have been several demonstrations on the implications of the adaptive approach to control 

the phase of femtosecond pulses.26-28 Throughout this thesis, pulse shaping is carried out using an 

adaptive approach that is named the multiphoton intrapulse interference scan (MIIPS).29-31 

 MIIPS relies on the phase influence on nonlinear optical properties at specific frequencies, 

namely, the second harmonic generation (SHG) spectrum of the femtosecond pulse. MIIPS has 

the advantage of not only characterizing the phase of femtosecond laser pulses, but also has the 

ability to compress any distorted pulses to their TL duration as well as the introduction of any 

desired phase mask to produce precisely phase-shaped pulses. The exploitation of MIIPS has led 

to successful implementation in various avenues such as multiphoton microscopy,32 control of 

physiochemical processes,33-34 systematic chemical recognition,35 stand-off chemical detection,36 

and understanding excited state dynamics.37-38 
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1.3 Understanding and Controlling Dynamics Using Shaped Pulses 

The development of computer controlled and programmable pulse shapers39-40 has enabled their 

implementation to solve many chemical problems, this is in terms of using shaped femtosecond 

pulses to understand excited state dynamics through their nonlinear interaction with matter37,41-42 

as well as controlling the response of molecules using shaped pulses.43-44 

 The principle of using shaped femtosecond pulses that carry a well-defined and structured 

temporal resolution relies on the nonlinear response of molecules to the shaped pulses as shown 

earlier in Figure 1.3g. The temporal moments of such synthesized pulses are distributed in a 

versatile way in which one pulse can produce a sequence of interactions that eliminates the need 

for multiple beams and delay stages. This has allowed ultrafast dynamics to be studied on a single 

molecule owing the applicability to deliver a single beam with the desired pulse sequence through 

the objective of the microscope while detecting the fluorescence.45-47 A common approach of using 

shaped pulses to understand dynamics is to scan the second order dispersion (SOD), also known 

as chirp.48-49 A negatively chirped pulse allows multiple intrapulse interactions through which the 

high to low frequencies arrangement creates a pump and dump in the excited state population while 

positively chirped pulses with an inverse frequencies ordering don’t permit such process to occur. 

Having this information in hand has enabled distinguishing between multiple competing excited 

state pathways such as relaxation, photoisomerization and ionization.50-51 Positively chirped pulses 

have also been used as spectroscopic tools to reveal the early solvation response of cyanines.38 The 

implication of using shaped pulses to understand excited state dynamics is discussed in Chapter 3 

which shows how negatively chirped pulses can be used to reveal differences in the intramolecular 

response of various substituted cyanines. Also in Chapter 4 which investigates how human serum 

albumin (HSA) protein mitigates triplet state formation in the excited state of Indocyanine green. 
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 Pulse shapers also have been used to simplify the way multidimensional spectroscopic 

experiments are carried out by the introduction of finely controlled pump pulses in the same arm 

with well-known phase in a two arm pump-probe geometry.41,52 This eliminates the complexity of 

multiple arm setups that are typically used in multidimensional spectroscopy experiments. 

 The phase information that is preserved within the femtosecond pulse can exploit 

constructive interference at certain frequencies which has been effectively demonstrated in 

nonlinear multiphoton processes.53-54 This approach was initially proposed from a theoretical point 

of view10 and later on was experimentally realized in the gas phase.55 The ability to control 

chemical processes with light seemed as a promising tool to solve many problems and that field is 

known as coherent control or quantum control. Later on it was realized that the amount of search 

space for the optimal phase to drive the chemical reaction towards the point of interest is 

immensely large, therefore many researches followed an approach that utilizes Genetic Algorithms 

with optimal phase control based on the experimental outcome.56 Unfortunately, the Genetic 

Algorithms approach failed to deliver many of its promises owing to the lack of uniqueness in any 

of the obtained phases for many chemical problems and the failure to relate any of the obtained 

phases to the chemical property of interest. 

 Despite the introduced drawbacks with the use of Genetic Algorithms in the field of 

quantum control, there have been elegant approaches in the field relying systematically on the 

phase itself and how it is connected to the enhanced molecular property of interest.44 Such 

experiments are carried out using a sinusoidal spectral phase to specifically induce large changes 

in the multiphoton laser-induced fluorescence of large organic molecules in solutions,33,57 a pi step 

across the phase to invert the excited state population58 or enhance the two-photon transition,53 
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third order dispersion to pre-align molecules and enhance their ionization,59 and selectively excite 

Raman transitions.60 

 In this thesis the systematic approach of using shaped pulses to control chemical processes 

is followed. Chapter 5 shows how intense TL pulses can couple the electronic transition between 

the resonant higher excited state and the ground state while suppressing internal conversion to the 

lower excited state; this is relative to chirped pulses through which higher population transfer from 

the higher to the lower excited states were observed. In Chapter 6 the quantum control approach 

is followed by utilizing pulses with high order dispersion (HOD) to enhance the ionization of 

molecules due to pre-alignment and bond softening that is introduced from the pedestal in the 

HOD pulse. 
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Chapter 2 Dynamics of a Super Photobase 

This Chapter discusses excited state proton transfer (ESPT) in a modular system (Schiff base 

formed from an aldehyde and an amine) that upon photoexcitation yields a more basic imine 

capable of intermolecular proton transfer from organic protic solvents. The steady state 

spectroscopy showed that the Schiff base acquires a 14-unit increase in pKa upon excitation. Life-

time measurements and time-resolved studies using transient absorption revealed that the proton 

transfer process is initiated through an intermediate formation that is ascribed to a highly polarized 

H-bonding state. It was also found that the intermediate formation timescale is limited by the 

dielectric solvation constant. A primary isotope effect was also observed in the ESPT reaction. 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter has been adapted with permission from (Angew. Chem. Int. Ed. 2018, 57, 14742-14746) 

Copyright © 2018, John Wiley and Sons. 
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2.1 Introduction and Background 

Transfer of the hydrogen atom or the hydrogen cation (proton) are undoubtedly one of the most 

crucial and fundamental steps in many chemical and biological processes.61 The later reactions 

involve proton transfer from a proton donor (acid) to an acceptor (base). Due to the dynamic nature 

of the dissociation-association equilibrium between the acid and the base, it has been difficult to 

assess the steps that are involved in proton transfer while in the ground state. However,  since the 

early work on excited state proton transfer (ESPT) processes by Förster and Weller62 and their 

realization that some weak acids and bases exhibit an increase in their acidity (pKa
* < pKa) or 

basicity (pKa
* > pKa) with photo excitation; tremendous progress has been achieved in 

understanding proton transfer steps in which the proton transfer event is triggered with light. Such 

compounds that undergo ESPT are named as photoacids and photobases (Figure 2.1) for which 

there has been a large number of experimental and theoretical studies that have investigated the 

underlying ESPT dynamics and principles.8,63-69 This stems from both the fundamental interest in 

understanding ESPT dynamics and the exploitation of photoacids as a functional tool in areas such 

as triggering protein folding70 and pH jumps,71 as well as probing microsolvation72 and regulating 

enzymatic reactions using light,73 to name a few. Recently, photoacids have found more extensive 

applications in chemical sensors, proton-transfer lasers, organic light-emitting diodes,74 dye-

sensitized ion exchange membranes,75 and large Stokes shift fluorescent proteins.76 A recent 

example highlights photoacids in the enantioselective protonation of silyl enol ethers leading to 

enantioenriched α-substituted carbonyls.77 In contrast, the literature on photobases is scarce and 

limited to heterocyclic amines such as acridines,78 3-styrylpyridines,79 aminoanthraquinones,80 

Schiff bases,81 and quinolines.82 Curcumin,83 xanthone,84 and other bifunctional photoacids have 

been sporadically reported to show certain photobasic features.85 These photobases are different 
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from photobase generators, which are bases that are generated from their salts with the use of light 

and have the drawback of being irreversible and having slow proton transfer rates.86 

 

 

The prevalence of photoacids has led to their exploitation in a number of avenues, however, 

the paucity of photobases has hampered investigations into their utility. Nonetheless, the ability to 

control the basicity of an agent via photoexcitation can be as important as those demonstrated with 

photoacids; to expand upon the repertoire of light-gated transformations and actions. The term 

Figure 2.1 Photoacids are prevalent in a variety of applications, as they offer control of function 

via a light prompt.  FR0-SB is one of few photobases known, formed in a modular manner from 

the reaction of FR0 aldehyde with an amine. 
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super-photoacidity was coined by Tolbert and coworkers for photoacids that are strong enough to 

photo-dissociate in non-aqueous solutions.87 The term stemmed from work by Carmeli et al,88 and 

Huppert, Tolbert and coworkers.89 Similarly, one may formally introduce the term super-

photobasicity for photobases which are strong enough to abstract protons from non-aqueous 

solvents such as alcohols. This definition is general and does not depend on an arbitrary pKa value 

or change in pKa value upon photoexcitation. Here, we show the photobasic properties and proton 

transfer dynamics of FR0-SB, a conjugated Schiff base (SB) obtained via the imine formation 

between the strong solvatochromic dye FR0 (a fluorene based aldehyde) with n-butylamine 

(Figure 2.1), a system that is featured in being modular with versatile aldehydes and amines.90 

Upon photoexcitation of FR0-SB in ethanol, fluorescence of the protonated Schiff base (PSB) is 

observed, which warrants the consideration of FR0-SB as a super photobase. 

This chapter discusses the optical properties of FR0-SB and the underlying ESPT dynamics 

in different solvents and their deuterated isotopologues, leading to the elucidation of the steps that 

are involved in the proton transfer event. 
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2.2 Experimental Methods 

Fluorescence lifetime data was obtained using the second harmonic of a femtosecond Ti:Sapphire 

oscillator detecting the fluorescence at right angles with a spectrometer that collected both parallel 

and perpendicular emissions. The lifetime was obtained from the isotropic contribution (Iparallel 

+2Iperpendicular). The instrument response function was measured by collecting laser scatter near 400 

nm. For the data comparing the lifetimes in methanol and ethanol with their fully deuterated 

isotopologues we used the third harmonic of a femtosecond Yb fiber laser at 353 nm as the 

excitation wavelength, which is closer to the absorption maximum. 

The transient absorption setup consists of a regeneratively amplified Ti:Sapphire laser 

(Legend, Coherent, Santa Clara, CA) producing femtosecond pulses at a repetition rate of 1 kHz. 

The pulses were compressed to their transform-limit duration with a pulse shaper utilizing the 

Multiphoton Intrapulse Interference Phase Scan (MIIPS) approach.33,57 The output was centered 

at 800 nm with a duration of 40 fs. The pulses were split using a beam splitter into an arm that was 

used to generate the second harmonic signal centered at 400 nm using a BBO crystal which served 

as the pump. The probe arm was sent into an optical delay line and was focused on a 2 mm YAG 

crystal to generate a white light continuum that extends from 450 to 900 nm. A 680 nm short pass 

filter was used to filter the continuum probe pulses. Half-wave plate on one of the arms was used 

to set the relative polarization to magic angle (54.7°). The two arms were non-collinearly combined 

and focused using a 25.0 cm lens into a 1 mm quartz cuvette. The probe signal was collected using 

a compact CCD (QE65000, Ocean Optics). Temporal dispersion of the probe pulse was measured 

by cross correlation and the observed chirp was used to correct the transient absorption data during 

global analysis. Global analysis of the results was carried out using Glotaran software.91 
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2.3 Results and Discussion 

FR0-SB in acetonitrile (ACN) has an absorption centered at 369 nm and an emission maximum at 

479 nm (Figure 2.2a). When FR0-SB is dissolved in protic solvents, dual emission bands are 

observed with maxima at 463 nm and 628 nm for EtOH (Figure 2.2b, see Figure 2.3 for spectra 

in MeOH and n-BuOH). The emergence of the red emission in protic solvents is ascribed to the 

protonated Schiff base (PSB) of FR0 that forms upon excitation. To confirm, the FR0-SB was 

acidified by addition of dilute HClO4 to protonate the imine in EtOH, leading to a large red shift 

in the absorption spectrum (from 372 nm to 488 nm, Figure 2.2b). Accordingly, the fluorescence 

becomes limited to the low energy emission with a 630 nm maximum which confirms the 

assignment of the protonated form of FR0-SB (FR0-PSB). 

 

Figure 2.2 Absorption (solid line) and emission (shaded area) spectra of FR0-SB in (a) ACN 

(blue), (b) EtOH (black) and acidified EtOH (red). 
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Due to the rapid decay of the excited state that leads to the rapid protonation of FR0-SB, 

time-resolved fluorescence measurements were carried out by picosecond time-correlated single 

photon counting (TCSPC) to further confirm the nature of the red emission (Figure 2.4). The 

Figure 2.3 Absorption and emission spectra of FR0-SB in (a) MeOH and (b) BuOH. The 

absorption (black) has a maximum at 373 nm. The dual fluorescence emission (red) has a 

maximum at around 457 nm from the non-protonated form and a maximum at around 635 nm in 

MeOH and 620 nm in BuOH from the protonated form. 



23 

 

emission in ACN exhibits a single exponential decay with a 2.11 ns lifetime, whereas in EtOH, 

the blue emission lifetime decreases sharply to ca. 89 ps. The decrease in the blue-emission lifetime 

can be explained by the competing intermolecular proton transfer from the solvent to FR0-SB in 

the excited state, a process that is not possible in ACN. The excited FR0-SB acts as a photobase 

that readily abstracts a proton from EtOH to form the iminium, which has an emission maximum 

at 628 nm. The red emission of FR0-SB in EtOH displays an identical decay trace to that of the 

iminium formed in EtOH/HClO4 solution with a lifetime of 1.31 ns (Figure 2.4 inset). Furthere 

detailed TCSPC traces in MeOH and BuOH are provided in Figure 2.5.  

 

Figure 2.4 Life-time traces with single exponential fits for FR0-SB near the emission maxima 

when dissolved in ACN (blue) and EtOH (black and red). Inset shows that the red emission trace 

at 650 nm of FR0-SB is identical to the FR0-PSB emission with 400 nm excitation. 
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Figure 2.5 TCSPC traces obtained using 400 nm excitation wavelength and detecting the emission 

from FR0-SB at 460 nm. A biexponential decay fit is included for all except MeOH that fit with a 

single exponential that closely corresponds to the instrument response function (dashed line). (b) 

TCSPC traces obtained using 400 nm excitation wavelength and detecting the emission from the 

protonated FR0-PSB at 650 nm. The data is fit by an exponential rise (1) and an exponential decay 

(2), <> is the weighted average decay constant. The observed rise time at 650 nm is longer than 

the decay at 460 nm, the difference is attributed to the presence of an intermediate during the 

proton transfer process. 
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The change in pKa upon excitation is determined using the Förster equation,67,92 

 *

1 2( ) / 2.3a apk pk hv hv RT     (2.1) 

where pKa
* and pKa are the excited state and ground state logarithmic acidity constants, 

respectively; hν is the energy of the 0-0 electronic transition of the base and its conjugate acid. The 

0-0 transition energies were estimated as 24,450 cm-1 and 17,890 cm-1 from the corresponding 

crossing points of the absorption and emission spectra for both FR0-SB and FR0-PSB, 

respectively (Figure 2.2).93 The calculated increase in pKa is 13.8 units. While pKa changes up to 

14 units have been reported for photoacids,85 to the best of our knowledge the largest pKa change 

reported for a photobase is 10.8 for 5-aminoquinoline.94.  

With the pKa in hand, calculation of the excited state pKa* requires an estimate for the ground 

state pKa of FR0-PSB. Although a good estimate for the pKa in EtOH can be derived from the pKa 

of the imine in water this was hampered by the insoluble nature of FR0-SB in water. Note that the 

pKa of ammonium salt is generally elevated by ~3 units when dissolved in EtOH instead of 

water.95-96 Therefore, we resorted to an indirect measurement of the pKa via quantifying the mole 

fraction of each species by multi-variant linear regression with known extinction coefficients as a 

function of wavelengths (UV-vis analysis), generated between the acid-base reaction of FR0-SB 

with α-naphthylammonium in EtOH as described in a previously reported procedure.97 FR0-PSB 

shows a 0.23 unit lower pKa than that of α-naphthylammonium in EtOH. The pKa of α-

naphthylammonium in water is 3.9, thus its pKa in EtOH is estimated at 6.9. Considering the 

difference in pKa values for α-naphthylammonium and FR0-PSB, the pKa of the latter in EtOH is 

estimated to be 6.7. This results in an estimated excited state pKa
* of 21 for FR0-SB. The large 

change in pKa, occurring upon excitation, is ascribed to the increased electron density, and thus an 
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amplified negative polarity on the imine nitrogen atom in the excited state as shown in the electron 

density difference between the excited and ground states in Figure 2.6. 

 

The relative ratio of the areas under the emission bands for the protonated FR0-PSB 

divided by FR0-SB in ethanol is 1.45. We have also estimated the relative ratio of quantum yields 

between FR0-SB and FR0-PSB as 3.3 (see Figure 2.7 and Figure 2.8). Therefore, one can deduce 

a relative population ratio of 4.8 between FR0-PSB and FR0-SB in ethanol. Since FR0-SB 

emission at 460 nm is associated with a lifetime of 89 ps, we surmise that the protonation step is 

associated with a lifetime of ~18 ps. However, the observed rise in the fluorescence at 650 nm was 

197 ps; the large difference can be attributed to the presence of an intermediate(s) between the 

initial proton transfer and the final protonated species in solution.  

Figure 2.6 Calculated electron density difference between the excited state and ground state of 

FR0-SB. With optical excitation, the increase in electron density or negative charge is shown in 

purple while the decrease in electron density is shown in yellow. Overall electron density 

migrates from the yellow regions to the blue regions upon excitation. We notice a decrese in 

electron density at the diethyl amine side (left) and a net increase in negative charge on the imine 

nitrogen, which favors proton abstraction. The optimized ground state structure and its SCF 

electron density was obtained at the PBE/6-31G* level of theory while the excited state CI 

electron density was obtained using the same functional and basis set with the TD-DFT 

formalism. 



27 

 

 

Figure 2.7 Fluorescence spectra of FR0-SB in (a) MeOH, (b) EtOH, and (c) BuOH with multiple 

Gaussians fit used to estimate the relative emission between the protonated FR0-PSB to the 

nonprotonated FR0-SB. 

 

 

Figure 2.8 Estimation of the relative fluorescence quantum yield between FR0-SB and FR0-PSB. 

The fluorescence spectrum in acetonitrile was obtained and then the sample was acidified with 

diluted HClO4 in acetonitrile to produce the protonated iminium (FR0-PSB). Acidification was 

carried out until no emission was observed from FR0-SB. Each sample was excited at the 

absorption maxima. The experiments were repeated (two trials) in samples with different 

concentration. The measured quantum yield from both trials was in close agreement. 
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The early dynamics can be further investigated using transient absorption as shown in 

Figure 2.9. Upon excitation at 400 nm, a decrease in absorption (positive signal) around 500 nm 

(20,000 cm-1) was observed initially, which is attributed to excited state absorption (ESA) of FR0-

SB. The ESA signal decays quickly (arrow A in Figure 2.9a) and is accompanied by a transient 

negative signal centered at 588 nm (17,000 cm-1, arrow B) that gives rise to another negative signal 

initially centered at 630 nm (15,870 cm-1, arrow C) and shifts to lower energy over time. The 

negative signal at 630 nm persists longer than 500 ps and is assigned as the stimulated emission 

(SE) from FR0-PSB. The transient signal at 588 nm is ascribed to the SE from an intermediate 

species that forms during the course of the intermolecular proton transfer. The intermediate is 

thought to be a caged complex between FR0-SB and the solvent molecule with a partial transfer 

of the proton (vide infra) prior to the full proton transfer process that is observed in the 

intermolecular proton transfer of photoacids.69,85 

C 

A 

B 

Figure 2.9 (a) Transient absorption spectra of FR0-SB at various time intervals after excitation 

in EtOH. Labeled arrows show the steps during the ESPT process. (b) Energy progression during 

the proton transfer process. 
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Transient absorption in the absence of a proton transfer event, such as in ACN, shows that 

ESA and SE appear soon after excitation (Figure 2.10) since both correspond to the non-

protonated form. Both ESA and SE signals are long lived and can be fit to a biexponential decay 

with a long component of about 2.1 ns corresponding to the lifetime of the excited state and a short 

26 to 30 ps component that is ascribed to conformational changes of the molecule upon excitation. 

The 26 ps decay component is also observed when exciting FR0-PSB, confirming its nature as an 

intramolecular mode from FR0-SB regardless of its protonation status (Figure 2.11). 

 

Figure 2.10 Transient absorption data of FR0-SB in acetonitrile. (a) Energy progression in ACN 

showing the long-lived ESA (b) and SE (c) signals from the non-protonated form along with 

biexponential fits at certain frequencies corresponding to each signal. 
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A more complete description of the experimental transient absorption data in EtOH is best 

obtained using a four-level sequential global analysis model.91 The results are summed up in a 

pictorial model shown in Figure 2.12. As stated previously, excitation in ACN (I  III, Figure 

2.12) leads to a long-lived excited state (2.11 ns), while proton transfer in EtOH drastically reduces 

the excited state lifetime of III in the protic solvent (89 ps in EtOH). The model shows that the 

first component, which is the ESA of FR0-SB centered around 500 nm (20,000 cm-1), decays with 

a 15.8 ps time constant (see III  IV, Figure 2.12), which is in agreement with the previously 

deduced ~18 ps from steady state spectra and the TCSPC measured lifetime. 

Figure 2.11 Stimulated emission decay of FR0-PSB in ethanol (acidified with HClO4). Two decay 

components can be observed, a fast component corresponding to an intramolecular response from 

FR0-SB and a slow component corresponding to the excited state lifetime. 
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Figure 2.12 Pictorial model for the observed intermolecular ESPT dynamics in EtOH along with 

the associated time constants for the steps as obtained from global analysis (black) and the TCSPC 

data (colored). 

 

This timescale is in agreement with the average dielectric relaxation of EtOH (16 ps).98 

This decay is accompanied with a rise in the second component featuring a broad SE signal 

centered at 588 nm (17,000 cm-1), presumably the partially protonated state depicted as IV, 

decaying with a 73.9 ps time constant to yield the excited PSB form of FR0 (V). It is worth noting 

that the partially protonated state IV is not emissive and is only observed by stimulated emission. 

Based on these time constants, we infer that the dielectric relaxation of the solvent is coupled with 

the formation of an intermediate species prior to the full proton transfer step. Characterized by the 

FR0-PSB SE feature with maxima around 630-660 nm (15,870 – 15,150 cm-1), the final step is 



32 

 

best described with two components that we stipulate as solvation of the protonated form V. This 

step occurs on a 211 ps time scale, which is in agreement with the observed rise time in the TCSPC 

data at 650 nm (197 ps, see Figure S2b). The last component is long lived and decays with a 1.15 

ns time constant, a value that is in agreement with the protonated FR0-SB lifetime (1.31 ns) that 

was previously determined using TCSPC (Figure 2.5Error! Reference source not found.). 

Similar photophysical behavior is observed when FR0-SB is dissolved in MeOH (Figure 

2.13). The global analysis model shows that the ESA signal from the non-protonated form decays 

to form the partially-transferred proton complex on a 2.9 ps timescale, also in agreement with the 

average dielectric solvation time of MeOH (5 ps).98 The protonated FR0-SB is formed on a 27.1 

ps timescale according to the global analysis model. 

 

Figure 2.13 Transient absorption of FR0-SB in methanol. The plot shows the energy progression 

during the course of proton transfer from MeOH to FR0-SB. 
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The global analysis deduced pathway was further confirmed using the transient absorption 

traces at selected wavelengths of FR0-SB in EtOH and EtOD (Figure 2.14). The formation of the 

intermediate, observed through the SE signal at 570 nm (Figure 2.14a), is coupled to dielectric 

solvent relaxation and occurs with a 15.2 ps time constant, in close agreement with the intermediate 

formation time as determined by the global analysis model (15.8 ps). 

The second trace at 650 nm, which is the SE from the protonated FR0-SB, appears with a 

57.3 ps time constant and is ascribed to the dissociation of the intermediate to form FR0-PSB 

(Figure 2.14b). It is more accurately measured by the global analysis, which gives a 73.9 ps time 

constant. Analysis of the transient absorption for the decay of each species in EtOH and EtOD 

(ethanol-d6) provides KIE for each individual step. The initial 1.5 KIE is supportive of a hydrogen-

bonded complex with partial transfer of the proton to the imine. The faster decay of the first 

transient intermediate in comparison to the second step suggests that the second measured KIE is 

Figure 2.14 Transient absorption traces at (a) 570 nm where SE from the intermediate formation 

is observed, and (b) 650 nm where SE from the protonated FR0-SB can be seen while dissolved in 

EtOH (black) and EtOD (red). Biexponential decay constants are given in the inset along with the 

pre-exponential factors in parentheses. An isotope effect of 1.5 is observed during the formation 

of the partially-transferred proton intermediate while an isotope effect of 2 is observed during the 

final protonated form formation.  Note, as the result of it apparent long-lived nature, lifetime of the 

650 nm decay for the EtOD experiment could not be determined. 
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independent of the first, as one would not expect a population of the transient species to 

accumulate. The second, greater KIE (2.0) is suggestive of the actual bond breaking event that 

leads to the fully protonated species (see Figure 2.12). A greater isotope effect is observed in 

MeOD (methanol-d4) as shown in Figure 2.15. 

 

Figure 2.15 Transient absorption traces of FR0-SB in fully deuterated methanol. TA traces at (a) 

580 nm where SE from the intermediate formation is observed, and (b) 660 nm where SE from the 

protonated FR0-SB can be seen while dissolved in MeOH (black) and fully deuterated methanol 

(red). Biexponential decay constants are given in the inset with the pre-exponential factors in 

parentheses. An isotope effect of 2 is observed during the formation of the intermediate as well as 

in the formation of the final protonated form 

  



35 

 

2.4 Conclusion 

A modular molecular system (imine formation via the reaction of an aldehyde with an amine), 

with flexibility to easily probe structural and electronic factors in future studies, shows a 

remarkable ability to increase its basicity upon photoexcitation. The ability to electively stimulate 

proton abstraction with light during reactions will find itself useful in an array of disciplines. By 

way of possible applications, super photobase proton abstraction is important to protein 

conformational changes, selective functionalization of unactivated C-H bonds, and potentially 

assisting in water splitting. Furthermore, the large apparent Stokes shift and strong fluorescence 

will be useful for imaging and displays. The variety and expansive nature of potential applications 

for super photobases indicates their importance for further studies. 
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Chapter 3 Intramolecular Response of Cyanine Dyes 

The optically populated excited state wave packet propagates along multidimensional 

intramolecular coordinates soon after photoexcitation. This action occurs alongside an 

intermolecular response from the surrounding solvent. Disentangling the multidimensional 

convoluted signal enables the possibility to separate and understand the initial intramolecular 

relaxation pathways over the excited state potential energy surface. This chapter discusses how 

one can track the initial excited state dynamics by measuring the fluorescence yield from the first 

excited state as a function of time delay between two color femtosecond pulses for several cyanine 

dyes, having different electronic configurations. We find that when the high frequency pulse 

precedes the low frequency one and for timescales up to 200 fs, the excited state can be depleted 

through stimulated emission with efficiency that is dependent on the molecular electronic 

structure. A similar observation at even shorter times was made by scanning the chirp (frequencies 

ordering) of a femtosecond pulse. These changes reflect the rate at which the nuclear coordinates 

of the excited state leave the Franck-Condon (FC) region and progress towards achieving 

equilibrium. Through functional group substitution, we explore these dynamic changes as a 

function of dipolar change following photoexcitation. We show that with proper knowledge and 

control over the phase of the excitation pulses, we can extract the relative energy relaxation rates 

through which the early intramolecular modes are populated at the FC geometry soon after 

excitation 

 

 

 

This chapter has been reproduced from Phys. Chem. Chem. Phys. 2017, 19, 14085-14095 

with permission from PCCP owner societies. 
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3.1 Introduction and Background 

The molecular dynamics following photoexcitation are determined during the first hundreds of 

femtoseconds. Upon formation, the excited state wave packet is no longer considered in 

equilibrium with either the nuclear degrees of freedom or the surrounding solvent. This nascent 

excited state wave packet determines the ensued dynamics towards the equilibrium. Achieving this 

equilibrium requires involvement from both intra- and inter-molecular modes through 

multidimensional coordinates which can occur within tens of femtoseconds as in the barrierless 

electron transfer or takes up to nanoseconds where diffusional solvent transport are crucial for this 

equilibrium.8,99-101 In general, dynamics that take longer than 100 fs are well understood and 

assigned whereas the early dynamical steps, soon after the absorption of a photon and up to 100 fs 

are highly obscured by multiple convoluted signals,102-105 with an interplay between intra- and 

inter-molecular interactions and their corresponding energy fluctuations. So far, ultrafast 

multidimensional spectroscopic techniques and four-wave mixing methods have been successfully 

implemented to achieve an understanding about the early timescale processes.21,106 However, their 

implementation requires precise control over a sequence of multiple pulses and a rigorous 

theoretical treatment to understand the detected signals and how they relate to molecular 

dynamics.107 In our current work, we show that single beam pulses with well-defined phase can be 

used to extract early dynamical information that is not easily obtained by other methods. Single 

shaped-pulse approaches have the additional advantage that they may be used on single 

nanoparticles or molecules.47  

Cyanines are a class of polymethine dyes that consist of an odd number of conjugated 2pz 

orbitals. Their structure resembles carotenoids and protonated Schiff bases (PSB’s), making them 

an ideal system to model and understand the excited state dynamics of conjugated polyene systems 
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in general. Moreover, cyanines have potential applications in photodynamic therapy,108 solar 

energy conversion,109 and bioimaging.110 Generally, they are positively charged compounds with 

an alternating and delocalized electron density between the polymethine two ends.111-113 Cyanines 

have an optically active S0-S1 transition in the visible or near-infrared region, that is highly 

dependent on the backbone length.114 

The ground state electronic structure of cyanine dyes can be viewed as a combination of 

three configurations: two degenerate resonance structures wherein the positive charge is localized 

at either end of the conjugated chain and a charge centered configuration.115 These three resonance 

structures are considered to roughly contribute with an equal amount to the wave function, hence 

the charge remains delocalized and the polymethine structure is represented with minimal bond 

length alteration (BLA).116 The S0-S1, π→π*, optical transition occurs without a significant change 

in the permanent dipole moment and hence can be described by invoking a nonpolar solvation 

response.112,117 Upon the addition of an electron donating group to the central carbon of the 

backbone, cyanine dyes exhibit an electronic configuration where the positive charge 

predominantly remains at this central position to form what is termed as a bis-dipolar 

configuration.118 In addition, this configuration exhibits an additional symmetric ground state 

resonance structure that does not contribute to the asymmetric excited state structure.119 Therefore, 

optical excitation of substituted cyanines is accompanied by a significant change in the dipole 

moment. This instant change in the dipole moment caused by photoexcitation triggers a polar 

solvation response,38,119 causing the reorientation of solvent molecules. The progress of the 

molecular relaxation soon after photoexcitation proceeds simultaneously through intra- and inter-

molecular modes as illustrated in the schematic representation in Figure 3.1. 
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Figure 3.1 Schematic representation for the intermolecular solvation potentials of a cyanine dye 

where the surrounding solvent responds to the change in the cyanine dipole moment associated 

with photoexcitation. Relaxation across the intermolecular coordinate is coupled with changes in 

the multidimensional intramolecular coordinate. 

 

The Dantus research group has been taking advantage of the ability to manipulate the 

arrival times of the spectral components in a broadband femtosecond pulse to control nonlinear 

optical processes and develop novel spectroscopic methods.33,57 By controlling chirp the molecular 

dynamics can be probed directly using a single shaped pulse, 37-38,120-121 this approach can serve to 

learn about ultrafast processes soon after photoexcitation. As demonstrated in this work for a set 

of cyanine dyes with rational variations in their structure and their optical properties. Pulse shaping 

in general has been implemented in multidimensional spectroscopy to provide versatility in 

tailoring and controlling the pulses at the sample position.52,122-123 It also provides the ability to 

suppress undesired signal pathways.124 
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3.2 Experimental Methods 

3.2.1 Synthesis 

The experiments were carried out using the cyanine dyes shown in Figure 3.2. IR806 (Sigma-

Aldrich) was used as purchased without further purification. The other cyanine dyes were 

synthesized according to a published procedure125 starting from IR806 with rational variation of 

the substituent at the cyanine meso- position. That is the central carbon across the polymethine 

chain. 

 

Figure 3.2 Chemical structures of the prepared cyanine dyes. 

 

meso-Trifluoromethylaniline IR806 (mTF-IR806): IR806 (0.1 mmol, 1 eq.) was stirred in 

DMF at 80 °C. Then 4-(trifluoromethyl)aniline (1 mmol, 10 eq.) was added and the mixture was 

kept under stirring for 8 h. After DMF evaporation the crude mixture was purified using 

chromatography on silica gel with DCM/MeOH (99:1 – 95:5). Dark blue solid was obtained in a 
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~20% yield. δ H (500 MHz, Methanol-d4) 7.77 (2 H, d, J 13.3), 7.72 (2 H, d, J 8.3), 7.48 (2 H, d, J 

8.3), 7.31 (4 H, t, J 7.5), 7.18 (2 H, d, J 7.9), 7.11 (2 H, t, J 7.4), 5.85 (2 H, d, J 13.4), 4.61 (1 H, 

s), 4.04 (4 H, t, J 6.9), 2.90 (4 H, s), 2.86 (4 H, t, J 7.0), 1.98 – 1.86 (8 H, m), 1.39 (12 H, s). 

meso-Aniline IR806 (mAn-IR806): IR806 (0.02 mmol, 1 eq.) was stirred in DMF at room 

temperature. Then aniline (0.1 mmol, 5 eq.) was added and the mixture was kept under stirring for 

12 h. Dark blue solid was obtained in a ~90% yield. δ H (500 MHz, Methanol-d4) 7.77 (2 H, d, J 

13.0), 7.52 (2 H, t, J 7.8), 7.48 – 7.40 (4 H, m), 7.35 – 7.21 (4 H, m), 7.11 (2 H, d, J 8.1), 7.07 (2 

H, t, J 7.5), 5.73 (2 H, d, J 13.1), 3.98 (4 H, t, J 6.6), 2.86 (8 H, d, J 5.8), 1.96 – 1.85 (8 H, m), 

1.37 (12 H, s). 

meso-Piperidine IR806 (mPi-IR806): IR806 (0.02 mmol, 1 eq.) was stirred in DMF at room 

temperature. Then piperidine (0.1 mmol, 5 eq.) was added and the mixture was kept under stirring 

for 16 h. After DMF evaporation, dark blue solid was obtained in a ~90% yield. δ H (500 MHz, 

DMSO-d6) 7.67 (2 H, d, J 13.1), 7.48 (2 H, d, J 7.4), 7.32 (2 H, t, J 7.7), 7.23 (2 H, d, J 7.9), 7.10 

(2 H, t, J 7.5), 5.77 (2 H, d, J 13.2), 3.99 (4 H, t, J 7.8), 3.01 (4 H, t, J 5.6), 2.47 (4 H, t, J 7.2), 

1.79 – 1.73 (4 H, m), 1.74 – 1.66 (4 H, m), 1.67 – 1.60 (4 H, m), 1.60 (12 H, s), 1.58 – 1.53 (2 H, 

m). 

3.2.2 Steady State Spectroscopy 

UV-Visible absorbance spectra were recorded using an ATI/Unicam UV2 model for IR806 while 

dissolved in methanol (MeOH) and the remaining substituted cyanine dyes while dissolved in n-

propanol (PrOH). PrOH has been used with the substituted dyes to have absorption spectra that 

are red shifted compared to MeOH, which provides better overlap with the excitation laser in the 

later experiments. Fluorescence spectra for all the dyes while dissolved in the aforementioned 

solvents were obtained using a Hitachi FL-4500 fluorescence spectrometer. 
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3.2.3 Laser Experiments 

The laser excitation and fluorescence detection experiments were carried out using IR806 

dissolved in MeOH, while the remaining dyes were dissolved in PrOH. The starting concentration 

was 50 µM and further dilutions were made, if necessary, to achieve an optical density value of 

0.3 with the excitation laser. The experimental setup consists of a regenatively amplified 

Ti:Sapphire laser (Spitfire, Spectra-Physics, Santa Clara, CA) producing femtosecond pulses at a 

repetition rate of 1 kHz. The pulses were compressed and shaped after the amplifier with a pulse 

shaper (MIIPS-HD, Biophotonic Solutions Inc., East Lansing, MI) using the Multiphoton 

Intrapulse Interference Phase Scan (MIIPS) method.30,126 The laser pulse-to-pulse stability was 

ensured with a fidelity value of 0.9.127 IR806 and mTF-IR806 were excited using near-Gaussian 

pulses centered at 800 nm with 25.9 nm fwhm bandwidth. The pulse bandwidth corresponds to a 

pulse duration of 37 fs (when transform-limited, TL). While mAn-IR806 and mPi-IR806 were 

excited using near-Gaussian pulses centered at 790 nm with a pulse duration of 35 fs (when TL). 

In all experiments, unfocused 25 µJ pulses were sent onto a cuvette having a 2 mm path length. 

Fluorescence signal was detected at a right angle from the excitation axis near the entrance of the 

cuvette window using a multimode optical fiber connected with a compact spectrometer 

(USB4000, Ocean Optics). The stimulated emission signal was detected along the laser 

propagation axis after the cuvette. 

The pulses were compressed to TL at the sample location and were further shaped while 

detecting the fluorescence signal simultaneously. Using the pulse shaper, chirp scan was carried 

out by applying a chirp phase mask of the form 
" 2

0( ) 0.5 ( )      , where 
" is the quadratic 

phase or the chirp value. The chirp value was scanned from negative to positive 20,000 fs2. Chirp 

on the TL pulse stretches it to longer durations according to 
2 " 2 2/ ( ) )1 4ln 2 ( /TL TL

   . In the 
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case of negative chirp, the high frequency components precede the lower ones; whereas the arrival 

order is reversed with the positive chirp. 

Time delay scans were carried out using the pulse shaper by advancing or delaying the 

frequencies higher than the laser central frequency. The scan can be viewed as a two-color pump-

probe while the fluorescence signal is being detected simultaneously. 

3.2.4 Computational Methods 

To investigate the structural changes that are accompanied with the substitution of IR806, ground 

state geometry optimization for all the cyanine dyes was carried out by density functional theory 

(DFT) using the 6-311+G(3d,p) basis set. A modified hybrid generalized gradient approximation 

(GGA) functional of Perdew, Burke and Ernzerhof (PBEα) was used.128  α, which corresponds to 

the Hartree-Fock exchange contribution, was tuned to 0.456. The exchange term using this linear 

combination was found to provide reasonable DFT results in relative agreement with CCSD(T) in 

terms of the cyanine BLA.129 Atomic charges were computed for the optimized ground state 

geometry using the natural bond orbital (NBO) analysis.130  Excited state energies were calculated 

by the time-dependent DFT (TDDFT) formalism using the 6-311+G(3d,p) basis set to model the 

experimentally observed blue shift in the absorption maxima of the cyanines as a function of 

different substituents. When TDDFT was employed, both of the ground state geometry 

optimization and the vertical excitation were carried out using the PBE functional.131 Using this 

functional, reasonable vertical excitation energies for the cyanine dyes can be obtained.132-133 All 

ground state geometry optimizations were followed by frequency calculations to ensure the 

absence of imaginary eigenvalues and confirm the minimum structure. Solvent effects were 

incorporated using the Integral Equation Formalism Polarizable Continuum Model (IEF-PCM),134 

wherein equilibrium solvation was used in the ground state optimization and non-equilibrium 
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solvation with linear response was used in the excited state calculation. MeOH was used with 

IR806 while PrOH was used with the other dyes. 

To understand the role of the substituent on the intramolecular response of cyanines, the 

minimum energy path (MEP) on the excited state potential energy surfaces of simpler cyanine 

dyes was modeled using the complete active space self-consistent field (CASSCF) with 6-31G(d) 

as a basis set. The ground state geometry was obtained at the same level of theory with no 

symmetry constrains. The MEP on the first excited state potential was followed from the Franck-

Condon (FC) region up to the emissive excited state minima, state averaging both the ground and 

the excited state with equal weights. The absence of imaginary frequencies was ensured at both 

the ground state geometry and the excited state minima. Dynamic electron correlation was 

accounted for at selected nuclear configurations over the CASSCF MEP using the multireference 

second order perturbation theory (CASPT2) with 6-31G(d) as a basis set. CASPT2 was employed 

without correlating the core electrons on the heavy atoms while also including an IPEA shift of 

0.25 Hartree in the evaluation of the zeroth order Hamiltonian.135 Moreover, the excited state 

potential energy surfaces for the substituted cyanines was scanned using constrained optimization 

over the two dihedral angles that represent twisting and pyramidalization of the substituent using 

CASSCF gradients followed by evaluating the energies using CASPT2. The cyanine models were 

chosen with the same polymethine backbone length, that is 9 carbons between the two terminal 

nitrogens. The central three carbons were also locked using a cyclopentene ring. Three cases were 

considered: (i) unsubstituted (CN11), (ii) amine substituent (CN11N), (iii) dimethyl amine 

substituent (CN11NC2). The chemical structures for the three dyes are shown in Scheme. 2. For 

the unsubstituted dye CN11, (12,11) was chosen as the active space, which contains all the 

conjugated pz orbitals, whereas (14,12) was considered as an active space for the substituted dyes 
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to include the substituent nitrogen pz orbital. All DFT and TDDFT calculations were preformed 

using Gaussian 09 program.136 CASSCF and CASPT2 calculations were carried out using Molpro 

2012.1.137-141 

 

Figure 3.3 The chemical structures for the three model cyanine dyes used in the CASSCF 

calculations. 
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3.3 Results 

3.3.1 Steady State Spectroscopy 

The first excited state transition of the cyanine dye IR806, in which IR806 is presented with the 

minimal BLA as well as an electronic configuration that is delocalized over the conjugated 

polymethine backbone, occurs without a significant change in the permanent dipole moment. This 

π→π* transition to the S1 state results in a sharp absorption spectrum featuring a vibronic shoulder 

at higher energies as shown in Figure 3.4a. The fluorescence spectrum for IR806 exhibits slight 

departure from the mirror image symmetry as can be seen in the same figure. 

The remaining cyanine dyes share an identical polymethine structure with IR806, yet differ 

in terms of the meso- substituent. Due to this electron donating substituent, they acquire extra 

contribution from the charge-centered configuration, which permits a polar solvation response. 

The absorption spectra for all the polar solvated dyes (Figure 3.4b-d) are blue shifted with respect 

to the nonpolar IR806 and are essentially broader, lacking the cyanine vibronic feature observed 

for IR806. Interestingly, all the polar solvated cyanines show an additional S2 absorption peak that 

is emissive.142-143 The absorption maxima, fluorescence maxima, Stokes shifts and full width at 

half maxima (fwhm) for the absorption and the fluorescence spectra of all the dyes are given in 

Table 3.1. 
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Figure 3.4 Steady state absorption (black) and fluorescence (red) spectra for the cyanine dyes (a) 

IR806, (b) mTF-IR806, (c) mAn-IR806, and (d) mPi-IR806. The used solvent with each dye is 

indicated in parentheses. 
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Table 3.1 Absorption maxima, fluorescence maxima, Stokes shifts and fwhm of the absorption 

and the emission spectra of the first excited state (S1) for IR806, mTF-IR806, mAn-IR806, and 

mPi-IR806. S1-S0 Stokes shift measured as the difference between the absorption and 

fluorescence spectra maxima 

 IR806 (MeOH) mTF-IR806 

(PrOH) 

mAn-IR806 

(PrOH) 

mPi-IR806 

(PrOH) 

Abs. max (cm-1) 12407 (806 nm) 13369 (748 nm) 14265 (701 nm) 14368 (696 nm) 

Fl. Max (cm-1) 11825 (845 nm)  12127 (825 nm) 12652 (790 nm) 12377 (807 nm) 

S1-S0 Stokes Shift 

(cm-1) 

582 1242 1613 1991 

Abs. fwhm  

(cm-1) 

778 1908 1857 1935 

Fl. fwhm (cm-1) 489 740 1018 834 

 

3.3.2 Chirp and Time Delay Measurements 

The total fluorescence signals from each cyanine dye as a function of linear chirp are shown in 

Figure 3.5. The fluorescence signal is normalized with respect to the signal obtained using TL 

pulses. The stretched pulse duration is shown on the top axis to elucidate the timescales at which 

changes are observed in the chirp trace. In all cases, the typical first excited state chirp response is 

obtained:37,48 a reduced fluorescence yield while using negatively chirped pulses. The high to low 

frequencies ordering allows the excited state population to be depleted via stimulated emission 

before intramolecular vibrational redistribution and fluorescence occur.37 The stimulated emission 

traces which inversely correlate with the fluorescence traces are shown in Figure 3.6. 
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Figure 3.5 Total fluorescence signal as a function of linear chirp for (a) IR806, (b) mTF-IR806, 

(c) mAn-IR806, and (d) mPi-IR806. Top axis shows the duration of the chirped pulse. 
 

 



50 

 

 

Figure 3.6 Stimulated emission signal as a function of linear chirp for (a) IR806, (b) mTF-IR806, 

(c) mAn-IR806, and (d) mPi-IR806. The traces are inversely correlated with fluorescence signal 

as a function of linear chirp. 
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Previous studies showed that the maximum fluorescence depletion, which occurs at a small 

negative chirp value, is unaffected by the solvent and its temperature,38 whereas the effect of 

positive chirp was observed to change as a function intermolecular changes via solvent and 

temperature. Changes on both sides of the chirp trace were detected as a result of the appearance 

of new species with different dynamics, such as the formation of a triplet state.120 Here we see that 

IR806 chirp response (Figure 3.5a) has a constant fluorescence depletion on the negative chirp 

side, a chirp response that resembles the nonpolar cyanine dye IR125.38 The positive chirp side 

shows a sudden increase in the fluorescence signal that reaches a maximum value at 1200 fs2 (~100 

fs), then it starts to gradually decrease and becomes constant at large positive chirp values (~10,000 

fs2), this is also consistent with IR125.38 

The remaining cyanine dyes show a gradual change in the chirp response (Figure 3.5b-d) 

according to the following order: mTF-IR806, mAn-IR806, then mPi-IR806, which is correlated 

with the electron donation strength of the substituent. On the negative chirp side, a maximum 

fluorescence depletion point starts to appear at small chirp values. The chirp values correspond to 

durations of about 100-200 fs, such fast time-scales primarily reflect intramolecular modes in the 

molecule. This maximum depletion occurs when the energy relaxation on the excited state 

potential energy surface matches the frequency sweep of the chirped pulse. On the positive side of 

the chirp trace, the sudden increase in the fluorescence signal becomes absent. Instead, a gradual 

increase in the fluorescence signal is observed as a function of increasing chirp value. These 

changes on the positive side reflect variations in the intermolecular response for the molecules. 

For instance, mPi-IR806 which has the strongest electron donation substituent and is expected to 

be have with the largest change in dipole moment upon excitation, shows the slowest gradual 

increase in fluorescence to achieve a constant fluorescence signal.  
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Pump-probe traces with different frequency pulses were generated using the pulse shaper 

are shown in Figure 3.7. Using these traces, the timescale that is associated with the changes in 

the molecular response is directly probed, rather than the duration of the chirped pulse. Figure 

3.7a shows the response when the high frequency pulse precedes the lower one, which resembles 

the negative chirp case. Using this arrival order, the excited state population responsible for 

fluorescence is depleted compared to what is obtained using TL pulses. Figure 3.7b shows the 

reversed frequencies ordering, that is the low frequency pulse is followed by the higher frequency 

one (similar to positive chirp). The total fluorescence is normalized with respect to the asymptotic 

yield at time delays longer than 500 fs. Each trace in Figure 3.7 resembles one side of the chirp 

traces in Figure 3.5 and shows the same trend across the dyes when compared carefully. 

 

Figure 3.7 Total fluorescence signal using two color pump-probe pulses for the four cyanine dyes 

when (a) the high frequency pulse precedes the lower frequency one and when (b) the arrival order 

is reversed. 

  



53 

 

3.4 Quantum Chemical Calculations & Discussion 

Quantum chemical calculations has been applied to explore the electronic properties and potential 

energy surfaces of the dyes studied experimentally above, and how these properties depend on the 

substituent on the central carbon. The steady state spectroscopy for the cyanine dyes studied here 

reveals a difference between the substituted dyes and unsubstituted IR806 (Figure 3.4). DFT 

calculations can provide a connection between the cyanine structures and the observed optical 

properties. The optical properties of cyanine dyes are highly dependent on the BLA,144 which is 

the difference between the lengths of single and double bonds along the polymethine backbone. 

This difference reflects the proximity in which each electronic configuration contributes to the 

equilibrated ground state structure. For instance, a cyanine with equal contribution between its two 

configurations, where in each one the charge is localized at either end of the cyanine, is considered 

with zero BLA and known as the “cyanine limit”. The linear and nonlinear molecular 

polarizability, and so the molecular optical response, are directly related to the BLA value.144 At 

this cyanine limit, the first and third order polarizabilities are maximized while the optical 

transition energy is minimized and considerably sharp.145 Therefore an increase in the optical 

transition energy along with broadening in the absorption spectra are expected with the increase 

of BLA for cyanines with the same backbone length, For this purpose, the bond lengths between 

two adjacent atoms along the polymethine backbone for the optimized ground state structures are 

shown in Figure 3.8. The central carbon is represented with the atomic index 0 while the terminal 

nitrogens are indexed as 5 and -5. IR806 clearly represents the minimum BLA compared to the 

other substituted dyes. BLA increases as the electron donation strength for the meso- substituent 

increases. The substituted dyes show higher relative increase in the lengths of the two bonds around 

the central carbon; this is with respect to the other C-C bonds across the cyanine backbone. This 
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indicates an increase in the charge-centered resonance structure for the cyanine dye (bis-

dipolar),118 which is further confirmed by the increased positive charge on the central carbon as 

shown later in Table 3.2. It was also noticed that with the increased bis-dipolar character, the 

conjugated backbone slightly departs from planarity, which can be seen as a change in the dihedral 

angles along the polymethine carbons. This departure from planar structure can be seen in the 

average dihedral angles along the carbons with indices: 0 to 3, 0 to -3, 1 to 4, and -1 to -4 (Table 

3.2). 

 

Figure 3.8 Bond length across the conjugated polymethine chain for the optimized ground state 

structures of the four cyanine dyes. Terminal nitrogens are indexed as -5 and 5. 

 

To address the observed blue shift in the absorption spectra as the substituent electron 

donation strength increases, the vertical excitation energies on the optimized structures was carried 
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out using TDDFT. Typically, vertical excitation energies for the cyanine dyes are poorly described 

by TDDFT due to the multireference nature for these dyes and their highly delocalized electronic 

transition, but TDDFT often describes other features of these excitations (such as the shape of the 

excited PES) reasonably well.146-148 Several functionals have been found to perform better than 

others for prediction of the vertical excitation energy of the π→π* excitation of the cyanine dyes, 

including the PBE functional used in this work.132,149 The TDDFT vertical excitation energies are 

calculated at the PBE/6-311+G(3d,p) level and reported in Table 3.2 along with the associated 

error in comparison with the experimental absorption maxima. It is worth noting that the error was 

slightly larger when employing state-specific PCM solvation rather than the current shown linear 

response PCM solvation. The calculated excitation energies overestimate the experimental value 

in all cases. Interestingly, the associated error in the calculated excitation energies for the 

substituted dyes is smaller than the unsubstituted IR806, which might be attributed to the relative 

locality of the excitation in the substituted cyanines. The substituted cyanines clearly show the 

increase in the vertical excitation energies as a function of substituent electron donation strength, 

as seen experimentally. 

  



56 

 

Table 3.2 The cyanine dyes’ TDDFT vertical excitation energies, error relative to the experimental 

absorption maxima, NBO charge on the central carbon, and the average dihedral angles for the 

ground state structures 

 TDDFT ΔE (cm-1) error (cm-1) Charge on 

central C (e) 

(PBEα) 

Average 

dihedral 

angle (PBEα) 

IR806 14749 2342 (0.29 eV) 0.057 179.60 

mTF-IR806 14430 1061 (0.13 eV) 0.387 177.18 

mAn-IR806 14599 333 (0.04 eV) 0.410 176.82 

mPi-IR806 15105 738 (0.09 eV) 0.463 176.47 

 

In the time resolved experiments, the molecular response on the positive side of the chirp 

trace (Figure 3.5) and time delay scan, in which the low frequency components of the pulse 

precede the higher ones (Figure 3.7b), can be correlated with the intermolecular response.38 In the 

case of nonpolar response, IR806, the fluorescence signal rises sharply at small chirp and short 

time delay values. The sudden increase in the signal followed by a gradual decrease has been 

observed in the chirp scan for indocyanine green (ICG or IR125) when dissolved in ethylene glycol 

at low temperatures.38 Similarly in the time delay scan when ICG was in the pocket of human 

serum albumin protein.120 The gradual increase in the fluorescence signal observed for positive 

chirp is a pattern that was observed with the polar solvated cyanine IR144.37 The gradual change 

across the cyanines studied here, reflects the difference in their polar solvation response. In the 

time delay traces for instance, mTF-IR806 requires about 120 fs to reach a stable fluorescence 

signal, whereas in the case of mPi-IR806, which has a stronger polar solvation character, it takes 

about 240 fs to reach a constant signal. The polar solvation response in substituted cyanine dyes is 

attributed to the larger change in the dipole moment upon excitation compared to their 

unsubstituted counterparts.38,119 This change can be illustrated using the electron density difference 
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between the excited state TDDFT density and the ground state DFT density as shown in Figure 

3.9 for IR806 and mPi-IR806 plotted at the same isovalue scale. Upon excitation, the electronic 

density migrates from the yellow to the blue regions. In the case of IR806, the density migration 

is delocalized over the conjugated system, which is the typical behavior for π→π* transitions. 

Also, charge migration between the two opposing poles of the chlorine atom can be observed. This 

change in the chlorine electronic density occurs because of the increased density on the 

polymethine central carbon. mPi-IR806 also shows the same delocalized change in the conjugated 

system electronic density upon excitation. However, density migration from the central carbon to 

the substituted piperidine is also observed, which can be viewed as a small charge transfer from 

the polymethine backbone to the substituent. This small charge transfer causes the dipole moment 

to change instantly upon excitation, triggering the polar solvation response for the substituted 

cyanines. This change in the dipole moment upon excitation is validated in our TDDFT/DFT 

calculations where µS1-µS0 for mPi-IR806 was larger (-0.76 Debye) compared to IR806 (-0.54 

Debye). 
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Figure 3.9 Electron density difference between the ground and first excited states for (a) IR806 

and (b) mPi-IR806. Upon excitation, the electron density migrates from the yellow to the blue 

regions. 

 

The excited state dynamics of cyanine dyes has been investigated extensively 

experimentally150-153 and theoretically,154-155 their behavior is analogous to the dynamics of the 

isoelectronic PSB’s  and carotenoids.156-159 The cyanine dyes tend to exist in the all-trans form 

while in the ground state. Upon photoexcitation, two modes are excited sequentially. The initial 

stretching across the conjugated system from the FC region to the emissive planar minima, 

followed by a torsional motion mode across one of the bonds in the polyene backbone. In the case 

of short cyanines, this torsional motion is coupled and barrierless, leading to a twisted 

intramolecular charge transfer state (TICT), that is neighboring a conical intersection (CI) with the 
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ground state. For longer cyanine dyes, a significant barrier separates the near-planar geometry 

from the twisted conformers. Beyond this twisting barrier, the nuclear coordinates descend steeply 

towards the TICT and the CI as well. It has been noticed that the barrier to twisting is smallest 

around the central carbon.154 Moreover, this energy barrier is lower for the case of meso-substituted 

cyanine dyes compared to their unsubstituted counterparts.160 

In the cyanines considered in this work, the bonds around the central carbon are locked by 

a cyclopentene ring, which prevents twisting around the central carbon within the polymethine 

backbone. The changes that are observed in the time resolved experiments (Figure 3.5 & Figure 

3.7) when using negative chirp arise from stimulated emission occurring while the excited state 

wave packet is within the FC region before escaping towards the emissive minima. Therefore, we 

seek to understand the potential energy surface from the FC region to the emissive minima of the 

unsubstituted cyanine in comparison to its substituted counterparts. This is also to assess which 

dye is associated with the largest change in energy during the course of relaxation on the excited 

state potential. For this purpose, we have modeled the excited state potential energy surfaces of 

the three cyanines shown in Figure 3.3. The CASSCF ground state structure was planar only in 

the case of the unsubstituted CN11, while the substituted dyes were slightly twisted across their 

polymethine backbones. The amine substituents of both CN11N & CN11NC2 are in a planar sp2 

configuration, which implies electron donation from the substituent and the double bond character 

between the substituent nitrogen and the cyanine backbone. When following the minimum energy 

path on the excited state potential to the emissive excited state minima for each dye as shown in 

Figure 3.10, one can clearly see that the largest energy change is associated with CN11NC2, which 

is the dye with the strongest bis-dipolar character. 
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Figure 3.10 The minimum energy path on the first excited state potential from the FC region up 

to the S1 minima using CASSCF for the three cyanine models. 

 

The geometric changes associated with this excited state energy relaxation are depicted in 

Figure 3.11 for the CASSCF S1 minimum energy paths of the two substituted cyanines; 

specifically, the dihedrals that describe substituent twisting and pyramidalization are presented. 

Symmetric twisting of θ1 and θ2 reflect twisting, while the difference, θ2-θ1, reflects 

pyramidalization. At the FC geometry, energy relaxation proceeds with the typical stretching mode 

across the cyanine backbone, similar to the unsubstituted cyanine CN11 and consistent with what 

is known about long cyanines.154 However, this mode is coupled with the twisting of the substituent 
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while the amine group remains planar. At some twisting point (~8 degrees for CN11N, ~35 degrees 

for CN11NC2) the amine substituent undergoes pyramidalization, in which the substituent electron 

donation begins to diminish.  The final twisting angle was larger for the case of CN11NC2, which 

explains the largest energy change of that dye during the course of excited state relaxation. It is 

worth noting that during the substituent twisting and pyramidalization, the cyanine backbone also 

gradually twists towards a near-planar geometry. 

 

Figure 3.11 CASSCF MEP on the S1 potential (filled black) for (a) CN11N and (b) CN11NC2 

from the FC region to the emissive S1 minima. Right y axis shows the change in the dihedral angles 

(open colored) compared to the FC geometry. 

 

CASPT2 calculation were carried out to validate the above CASSCF potential energy 

surfaces.  It was found that the CASPT2 minimum energy path is somewhat different than that 

predicted by CASSCF (Fig. S2 in †ESI), but like CASSCF, CASPT2 predicts that the cyanines 

with the most bis-dipolar character exhibit the largest energy relaxation in the excited state. This 

can be seen in Figure 3.12, which shows two dimensional PESs computed at the CASPT2 level. 

The two dihedral angles (θ1 and θ2) defining the twisting and pyramidalization angles of the 

substituent were constrained, and the remaining coordinates were optimized at the CASSCF level 
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of theory.  Both the CASSCF energies and the CASPT2 energies are computed at these CASSCF 

optimized structures. The twisting and pyramidalization angles are reported relative to the 

substituent position at the FC geometry (the 0,0 angles). The CASSCF potentials show that 

twisting and pyramidalization are both initially favorable, with a stronger driving force for twisting 

in CN11NC2. On the other hand, the CASPT2 potentials predict that twisting of the planar 

substituent by more than 10 degrees is energetically unfavorable, while direct pyramidalization of 

the untwisted species is energetically downhill. Overall, the relative energy change with the 

dimethyl amine substituted cyanine (CN11NC2) was larger than CN11N during the course of 

energy relaxation on the excited state potential in both the CASSCF and CASPT2 cases. This 

larger energy relaxation on the excited state potential for the substituted cyanines implies that the 

initial wave packet that is prepared at the FC region would escape faster towards the minima 

compared to the unsubstituted cyanine. Table 3.3 summarizes the energies at the FC region and 

the S1 minima using CASSCF and CASPT2//CASSCF for the three cyanines. The CASPT2 S1 

minima of CN11N and CN11NC2 represent a different geometry than the CASSCF S1 minima, 

which were estimated from the CASPT2//CASSCF potentials in Figure 3.12. 
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Figure 3.12 Optimized S1 CASSCF and CASPT2//CASSCF potential for (a & b) CN11N and (c 

& d) CN11NC2 as a function of the two dihedral angles that represent the substituent. The dihedral 

angles are a measured as departure from the FC geometry dihedral angles. 

 

Table 3.3 Ground and excited state energies at the FC and S1 minima for the three cyanine models 

 CASSCF CASPT2//CASSCF 

 S0 (cm-1) S1 (cm-1) S0 (cm-1) S1 (cm-1) 

CN11 (FC region) 0 17,665 0 19,600 

CN11 (S1 minima) 565 17,100 240 19,035 

CN11N 

(FC region) 

0 23,150 0 22,825 

CN11N 

(S1 minima) 

2,580 20,810 1,325 21,505* 

CN11NC2 

(FC region) 

0 24,760 0 23,710 

CN11NC2 

(S1 minima) 

3,645 19,445 2,655 21,870* 

*CN11N and CN11NC2 CASPT2//CASSCF minima are different than the CASSCF minima. The minima were 

obtained from the potentials in Figure 3.12 
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In the time resolved experiments, differences between the four dyes are greatest for small 

negative chirp values (Figure 3.5), and in pump-probe experiments when the high frequency pulse 

precedes the low frequency pulse (Figure 3.7a). IR806 shows a constant fluorescence depletion 

signal, while the remaining substituted dyes show a relatively higher depletion region at time scales 

shorter than 200 fs. The relative early time depletion increases according to the following order 

mTF-IR806 < mAn-IR806 < mPi-IR806, which correlates with their increased bis-dipolar 

character. This fluorescence depletion is accompanied with an enhanced stimulated emission 

(Figure 3.6),37 which reflects an optimum condition between the excited state wave packet and 

the frequencies ordering in the interacting field. The fact that this feature is sharper and occurs 

with higher efficiency (more fluorescence depletion) implies that these conditions are only met for 

a short period of time after the wave packet preparation at the FC region. We take this to imply 

that the wave packet, in the case of substituted cyanines, leaves the FC geometry at a faster rate 

compared to the unsubstituted IR806. Between all the substituted dyes, this rate is the fastest for 

mPi-IR806, which has the steepest fluorescence depletion region. This also implies that the initial 

intramolecular motion at the FC geometry is steeper in terms of energy relaxation. Such faster 

energy relaxation is feasible with the substituted cyanines as multiple intramolecular modes gets 

populated at the FC geometry in which the excited state energy dissipates at a faster time scale. 

This larger energy relaxation is evident in the calculated excited state potentials of the substituted 

CN11NC2 and CN11N compared to the unsubstituted CN11, see Figure 3.10 and Figure 3.12. 
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3.5 Conclusion 

Using single beam shaped pulses, we were able to provide an insight about the initial excited state 

dynamics primarily arising from intermolecular modes, starting from the FC region.  

The optical properties of cyanine dyes are highly influenced by the electron donation strength of 

the amine group substituent at the central carbon across the polymethine backbone. These changes 

affect the initial excited state relaxation dynamics through which multiple intramolecular modes 

get populated at the FC geometry soon after photoexcitation. Two color pump probe and chirped 

femtosecond pulses were used to measure the relative rates of the excited state energy relaxation 

across several cyanine dyes with different electronic configurations. The wave packet motion out 

of the FC region, which is fastest for the cyanine that is substituted with the strongest electron 

donation group, led to a sharp feature in the fluorescence depletion experiments. Theoretical 

calculations confirmed the steepness of the excited state potential of substituted cyanines along the 

twisting and pyramidalization coordinates of the substituent. 
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Chapter 4 Cyanine Dynamics Inside Protein Pocket 

Differences in the excited state dynamics of molecules and photo-activated drugs either in solution 

or confined inside protein pockets or large biological macromolecules occur within the first few 

hundred femtoseconds. Shaped femtosecond laser pulses are used to probe the behavior of 

indocyanine green (ICG), the only Food and Drug administration (FDA) approved near-infrared 

dye and photodynamic therapy agent, while free in solution and while confined inside the pocket 

of the human serum albumin (HSA) protein. Experimental findings indicate that the HSA pocket 

hinders torsional motion and thus mitigates the triplet state formation in ICG. Low frequency 

vibrational motion of ICG is observed more clearly when it is bound to the HSA protein. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter has been reproduced from Phys. Chem. Chem. Phys. 2015, 17, 5872-5877 
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67 

 

4.1 Introduction and Background 

A considerable amount of effort has been and is being made by both experimentalists and 

theoreticians on better understanding and modeling the early time dynamics of solvated molecules 

soon after photo-excitation, where the environment surrounding the molecules plays a major role 

in the ensuing molecular dynamics.42,103,119,161-164 Understanding the quantum behavior of 

biomolecules is of even greater importance, given their paramount role in proper functioning of 

living beings.165 Biological cavities formed primarily within protein pockets serve to direct and 

control the behavior of host molecules, their chemical reactivity and photochemical behavior. 

Studying probe-molecules confined by protein pockets can provide insight in to the interaction 

between host-molecules, intrinsic chromophores and drugs.166-169 Furthermore, such 

understanding can be used to recognize the basis of pharmacokinetics and pharmacodynamics of 

protein-carried drugs,170-171 wherein the chemical and physical properties of such confined 

molecules can differ drastically from those free in solution.167 Development of effective protein 

fluorescent labels having specific targets,172 and understanding the chemical behavior of the 

labeling ligand during the early stages of photoexcitation can be useful in gaining information 

about the ligand behavior inside the protein and in probing the stages of protein folding and 

different protein conformations as well.173-174 One such case of special interest is how rhodopsin 

controls vision upon being excited by a photon. The absorption of photons trigger the isomerization 

of the bound 11-cis-retinal to produce the all-trans retinal, in turn initiating the process of vision.175 

Here we focus on indocyanine green (ICG) docked inside the pocket of human serum albumin 

(HSA) protein as a model system for studying the behavior of molecules confined in biological 

pockets. 
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Human serum albumin (HSA) protein is especially interesting as it is the most abundant 

protein in plasma and constitutes about half of human blood proteins.  HSA plays a crucial role in 

the delivery and transport of many molecules and biomolecules such as fatty acids, drugs, metal 

ions and steroids within the body.176 HSA consists of 585 amino acids forming a monomeric 

globular shape, which can be further divided into three α-helical domains.177-178 Ligands bind with 

HSA either to the hydrophobic pocket of site IIA which is dominated by strong hydrophobic 

interactions, or to the polar cationic pocket of site IIIA which involves dipole-dipole, van der 

Waals and hydrogen bonding type of weak interactions.166-168,179 

Indocyanine green (ICG) is a tricarbocyanine dye and is the only near-infrared FDA 

approved dye180 that is widely used in a variety of medical applications such as cardio-circulatory 

measurements, liver function tests, ophthalmological imaging and sentinel lymph node mapping 

in cancer patients.181-186 The spectroscopic properties of ICG have already been well 

investigated187-190 and several photoisomerization mechanisms were sought for ICG that address 

multiphoton processes to produce triplet state, photodegraded species and cis isomers.191-193 Being 

a tricarbocyanine dye, ICG aggregation and photophysical behavior is highly dependent on the 

environment188 and the molecule tends to exist in an all-trans form while in the ground state.34, 35 

Moreover, the low fluorescence quantum yield for ICG in water ( F = 0.027)188 can be attributed 

to the excited state trans-cis isomerization,194-195 large triplet state formation cross section189 and 

several other photoreactions.191-193 The main medical use of ICG arises from its ability to bind with 

albumin196-197 and is therefore extensively used in the labeling of HSA.198-199 ICG has a binding 

constant of 5.7 x 105 M-1 to HSA200 and results in a bathochromic shift (red shift) of the ICG 

absorbance (Figure 4.1) which in turn increases the fluorescence quantum yield ( F = 0.040).188 
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Moreover, ICG exhibits higher degree of photostability when forming J-aggregates, in non-polar 

solvents and in blood plasma.201 

 

Figure 4.1 Normalized ICG (black) and ICG-HSA (red) absorbance spectra showing ICG red shift 

after binding inside HSA site IIA pocket. 

 

The asymmetric response of fluorescence intensity with chirped pulses was first reported 

by Shank et. al.48 Fluorescence depletion for negatively chirped pulses was explained by an 

intrapulse pump-dump of the electronic population since the arrival order of frequencies is from 

high to low and therefore this depletion was used in controlling the population transfer in 

multilevel systems as well.58,202-203 Various interpretations for the molecular response with chirped 

pulses were proposed, Cao and coworkers204 proposed an intrapulse three-level model, while 

Fainberg introduced non-Markovian relaxation in to the existing theory.205-206 More recently 

results from our research group showed that negative chirp is sensitive to intramolecular dynamics 
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while positive chirp is sensitive to intermolecular dynamics.38 When comparing a solution of 

IR144 in ethylene glycol, we noted that the negative chirp data was unaffected by temperature and 

a clear maximum depletion occurred at -2500 fs2 corresponding to a pulse duration of 200 fs.38 

Maximum depletion depends on the optimum pulse duration and frequency sweep to dump 

population from the excited state. This occurs on a short timescale and is primarily dependent on 

the intramolecular potential energy surfaces. For positive chirps, however, temperature affected 

the chirp value when maximum fluorescence is achieved. The chirp values for maximum 

fluorescence ranged from 5,000 to 10,000 fs2, corresponding to dynamics occurring in the 0.5-1 

ps timescales, which are associated with solvation dynamics.38 Temperature affects viscosity and 

intermolecular dynamics associated with solvation. These changes are observed for positive chirps. 

Here we used chirped femtosecond laser pulses to probe the early stages of excited state dynamical 

behavior of ICG molecules while free in solution and while confined inside HSA protein pocket. 

We also varied the repetition rate of the laser in order to probe the formation and dynamics of 

excited triplet states. In addition to using chirped pulses, we also performed pump probe 

measurement to directly determine the timescales. 
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4.2 Experimental Methods 

The experimental setup (Figure 4.2) has been described previously,37-38 wherein 38 fs pulses 

(when TL) were produced from a regeneratively amplified Ti:Sapphire laser. The pulses were 

compressed and shaped using a MIIPS-HD (Biophotoinc Solutions Inc.) phase and amplitude pulse 

shaper placed after the amplifier using the multiphoton intrapulse interference phase scan (MIIPS) 

approach.30,126 Unfocused 90 µJ laser pulses centered at 800 nm at a repetition rate of 1 kHz or 

200 Hz were used, with a peak intensity at the sample of 5x109 W/cm2 when transform limited. 

Chirped pulses having the phase function 0
2( ) 0.5 ( )''      were generated using the pulse 

shaper where 
"  is the quadratic phase. A typical chirp scan consisted of scanning the chirp from 

negative to positive 30,000 fs2. Quadratic phase on a 38 fs TL pulse stretches it to longer durations 

according to
  
t /tTL = 1+ 4ln2(j"/t

TL

2 ) . The high frequency components (blue part of the pulse) 

arrive before the low frequency ones (red part of the pulse) for a negatively chirped pulse, while 

the order of arrival is reversed for a positively chirped pulse (Figure 4.2c), depending upon the 

magnitude of chirp or how “stretched” the pulse is. Dynamical information can be obtained by 

correlating the value of chirp to the pulse duration; for instance, a chirp value of 1000 fs2 can be 

used to observe processes occurring at around 100 fs; the temporal stretching is determined by the 

formula given above. Repeated sets of measurements were taken over different days and compared 

and checked for reproducibility. 
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Figure 4.2 (a) TL pulse spectrum (red) with positive chirp phase mask (blue) and positive delay 

time phase mask (black). (b) Experimental setup, note the laser was not focused on the cuvette. (c) 

Schematic representation of a positively chirped pulse in the time domain, and of a (d) pump-probe 

type pair of pulses with positive delay time having frequency arrival ordering such that the red 

portion of the pulse arrives before the blue portion 

 

Delay time phase masks (Figure 4.2a) were introduced using the shaper by delaying the 

red half (greater than 800 nm) of the pulse with respect to the blue half (smaller than 800 nm) by 

changing the slope of a linear phase. Delay scans were performed from negative to positive 1 ps 

in 20 fs steps. For negative time delays the pump pulse, consisting of the high frequency 
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components arrives before the low frequency ones, while for positive delays the lower frequency 

pulse precedes the higher frequency one (Figure 4.2d). Integrated fluorescence signal was 

simultaneously detected at right angles using a compact spectrometer while ensuring that the 

collected signal is associated to the proper range for either ICG or ICG-HSA since ICG-HSA 

fluorescence occurs in a red shifted region compared to free ICG. Indocyanine green (Sigma-

Aldrich, I2633) and human serum albumin protein (Sigma-Aldrich, A3782) were used as 

purchased without any further purification. 10 µM indocyanine green (ICG) and 1:1 10 µM 

indocyanine green with human serum albumin (ICG-HSA) solutions were freshly prepared and 

used immediately. All solutions were prepared under atmospheric conditions unless noted 

otherwise in the results section.  Solutions were prepared in 10 mM, pH=7 sodium phosphate 

buffer prepared using Milli-Q water and proper amounts of monosodium and disodium phosphate.  

Solutions were placed inside a 2 mm cuvette to minimize any possible phase distortion since 

accurate measurements are required while delivering dispersion free pulses with the exact desired 

delay times. 

UV-visible (ATI/Unicam UV2) absorbance spectra for ICG and ICG-HSA were used to 

confirm ICG binding within the protein pocket (Figure 4.1) and checking for ICG aggregation at 

the working concentration. Molecular docking was performed to simulate ICG conformation 

within the HSA pocket and to also determine the most favored binding site. The crystal structure 

of HSA was obtained from the protein data bank (PDB: 1AO6),177 and the ICG 3D structure was 

created using ChemBio3D. HSA was loaded using AutoDock Tools,207 water and multiple protein 

crystals were removed, polar hydrogen atoms were added, grid box size and position were assigned 

to contain all the protein and ICG rotatable bonds were identified using AutoDock Tools. The files 

were saved in proper formats and were docked using AutoDock Vina208 which utilizes the 
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Lamarkian Genetic Algorithm (LGA) based on the adaptive local method search and provides 10 

conformers having the lowest binding energy. AutoDock Tools was used to visualize the docked 

ICG conformers; finally, the ICG conformer with the lowest energy was further studied using a 

box of smaller grid size containing the docked position and was chosen to be visualized. 
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4.3 Results and Discussion 

4.3.1 Molecular Modeling & Docking 

Molecular docking was performed for ICG molecule with HSA using AutoDock Vina to reveal 

the most favorable binding mode for ICG within HSA pocket and the most probable conformer 

while in the ground state. After visualizing the 10 most probable binding conformers and 

determining the one with the highest binding affinity, it was concluded that ICG is more likely to 

bind within the hydrophobic region of HSA (site IIA), presumably due to the hydrophobic nature 

of the majority of ICG molecule. Further docking was carried out in a smaller grid box which 

contained only site IIA of HSA pocket to identify the most favored ICG conformer inside that 

specific binding pocket. Visualization of the results for the conformer with the highest affinity is 

presented in Figure 4.3. Note that ICG inside the HSA pocket is mostly in a trans configuration. 

The relatively tight configuration implies that the pocket provides some steric hindrance that may 

affect the photoisomerization behavior of ICG. 

 

Figure 4.3 Molecular modeling showing the most favored binding site of ICG within site IIA of 

the HSA protein. HSA was colored according to its chains and ICG elements were colored in grey 

(C), blue (N), yellow (S) and red (O). 
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4.3.2 Fluorescence Behavior with Shaped Laser Pulses 

Steady state absorption and fluorescence of ICG has been extensively discussed 

elsewhere;188 here we investigate the use of shaped femtosecond pulses to probe the excited state 

dynamics of ICG and ICG-HSA especially during the first few hundreds femtoseconds after 

excitation. 

Integrated fluorescence intensity from ICG and ICG-HSA solution as a function of spectral 

chirp ( '' ) at repetition rates of 1 kHz (black) and 200 Hz (red) are shown in Figure 4.4. The 

integrated intensity was collected for several measurements, compared without any normalization 

then finally averaged and normalized on a scale from 0 to 1. Notable differences were observed 

(Figure 4.4a) in the fluorescence response ‘chirp effect’ curve for ICG at different repetition rates. 

At 200 Hz, a typical ‘chirp effect’ response is observed with fluorescence depletion for negatively 

chirped pulses followed by a rapid rise for positively chirped pulses. However, when operating at 

1 kHz an additional fluorescence intensity decrease feature is observed around -5000 fs2 which 

gets sharper upon approaching TL pulses. The rate of fluorescence increase for positive chirp is 

considerably slower when data is obtained at 1 kHz. Identical chirp effect curves are obtained for 

ICG-HSA (Figure 4.4b) when collecting the fluorescence as a function of chirp at the two different 

repetition rates. From these experiments we learn that at 1 kHz ICG accumulates a transient species 

that is not present for ICG-HSA. 
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Figure 4.4 Normalized integrated fluorescence intensity as a function of spectral chirped for (a) 

ICG solution and (b) ICG-HSA solution at different repetition rates. 

 

 

When comparing ICG and ICG-HSA results at 200 Hz, no difference in the dynamical 

behavior is observed when the data is normalized from 0 to 1 (Figure 4.5a), confirming the 

absence of a transient species. When the data was normalized according to the fluorescence 

intensity for TL pulses (Figure 4.5b), the fluorescence of ICG-HSA is less intense for positive 

chirps than that of free ICG. 
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Figure 4.5 Integrated fluorescence intensity as a function of spectral chirp at a repetition rate of 

200 Hz for ICG (black) and ICG-HSA (red) normalized (a) from 0 to 1 and (b) according to 

integrated fluorescence using TL pulses. 

 

Differences in the response to chirp due to the laser repetition rate are attributed to the 

photo-dynamical behavior for free ICG molecules in solution. Several single and multi-photon 

photoisomerization pathways have been proposed to address the non-radiative behavior of ICG.191-

193 They can be summarized as excited state trans-cis isomerization, triplet state formation through 

intersystem crossing and formation of photo degradation products. ICG cis photo-isomer and 

triplet state have a lifetime of ~1 ms,191 and thus can accumulate and be observed when the pulse 

repetition rate is 1 kHz, because consecutive pulse arrive at the sample every 1 ms. We confirmed 

the presence of triplet state by removing O2, which acts as a triplet state quencher, from the sample 

by bubbling Argon (Ar) in the solution and recording the chirp scans in the oxygen depleted 

samples. The fluorescence spectra for ICG solution bubbled with Ar as a function of chirp at 1 

kHz (Figure 4.6) clearly shows a sharper decrease in the fluorescence intensity for negatively 

chirped pulses and slower rise for positively chirped pulses as compared to the air saturated 

solution. The accumulation of triplet ICG changes the observed behavior given that the signal 
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arises from a different molecular species. Note that for ICG-HSA no such behavior was observed, 

even in the absence of oxygen using Ar bubbled solution (Figure 4.7). We conclude from this 

observation that the HSA protein pocket prevents the formation of the triplet state of ICG. 

 
Figure 4.6 Normalized integrated fluorescence intensity as a function of chirp for ICG solution in 

the presence and absence of O2 at 1 kHz repetition rate. 

 

 
Figure 4.7 Normalized integrated fluorescence intensity as a function of chirp for ICG-HSA 

solution in the presence and absence of O2 at 1 kHz repetition rate. 

 

To get an even clearer picture and better understanding about the time scale of the relevant 

processes occurring during the chirp scan we performed pump probe type measurements as 
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described in the experimental section on the same solutions. The detected fluorescence intensity 

normalized from 0 to 1 for both ICG and ICG-HSA at different repetition rates are shown in Figure 

4.8a and b respectively. For negative delay times, lower fluorescence intensity was observed and 

this can be explained by stimulated depletion of the electronic population from the first excited 

state, while for positive delays, the order of arrival of the spectral parts of the pulse is reversed and 

is considered not suitable for dumping the electronic population back to the ground state.  

 

Figure 4.8 Normalized integrated fluorescence intensity as a function of delay time between the 

pump and probe pulses for (a) ICG solution and (b) ICG-HSA solution at repetition rates of 1 kHz 

(black) and 200 Hz (red). 

 

We find that for ICG (Figure 4.8a) at 1 kHz repetition rate compared with 200 Hz, there 

was a clear feature at negative delay times in fluorescence intensity from -400 fs to -50 fs. 

Additionally, with positive delay times, fluorescence intensity increases more slowly for 1 kHz 

data. When ICG is confined inside the HSA pocket no difference can be seen between the 1 kHz 

and 200 Hz time-resolved curves (Figure 4.8b). The time resolved data again point to the 

accumulation of triplet-state ICG when the experiments is performed at 1 kHz, and we also confirm 

that the HSA pocket prevents the formation of triplet-state HSA.  
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The fluorescence intensity as a function of delay time (Figure 4.8b) for ICG-HSA reveals 

~290 fs vibrational oscillations in the negative delay portion of the transient and ~175 fs vibrational 

oscillations in the positive delay portion. These oscillations are not observed for free ICG. Fitting 

the vibrational oscillations observed for ICG-HSA to a cosine function in the form 

cos(2 )A a t bt     (Figure 4.9) yields a vibrational frequency of 115±15 cm-1 and 190±15 

cm-1 for the negative and positive delay times respectively. These values are  slightly different 

from previously reported vibrational frequency of ICG in methanol (146 cm-1 for the ground-state 

bleach and 138 cm-1 for the excited state stimulated emission).209 While our experiments are 

carried out in aqueous solutions, and our signal to noise is low, the significant differences can be 

attributed to the presence of ICG inside the HSA binding pocket. 

 

Figure 4.9 Integrated fluorescence intensity as a function of delay time between pump and probe 

pulses for ICG-HSA. The ~290 fs oscillations in the negative delay time side and the ~175 fs 

oscillations in the positive delay time were fitted using a cosine function with 115±15 cm-1 and 

190±15 cm-1 oscillation respectively and are vertically zoomed in the insets.  
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4.4 Conclusion 

The early, sub-picosecond, excited state dynamics of indocyanine green in aqueous solution as 

well as within the hydrophobic pocket of human serum albumin were studied using both chirped 

femtosecond laser pulses and pump-probe time-resolved measurements. In general, the behavior 

of indocyanine green in solution is similar to that of other cyanine dyes.38 When aqueous solution 

experiments are carried out at high repetition rates it becomes clear that a new molecular species 

accumulates and different photodynamic behavior is observed. The differences are assigned to the 

accumulation of triplet state. We confirmed the nature of the triplet state by carrying out 

experiments in the absence of oxygen, an effective triplet quencher. When the probe molecule is 

inside the protein pocket, no triplet state formation and accumulation is detected. Time resolved 

experiments confirm the chirped pulse experiments and reveal coherent vibrational oscillations 

when the probe molecule is inside the protein pocket. 
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Chapter 5 Controlling Energy Transfer in Cyanines 

Fast population transfer from higher to lower excited states occurs via internal conversion (IC) and 

is the basis of Kasha’s rule, which states that spontaneous emission takes place from the lowest 

excited state of the same multiplicity. Photonic control over IC is of interest because it would allow 

direct influence over intramolecular nonradiative decay processes occurring in condensed phase. 

In this chapter the S2 and S1 fluorescence yield for different cyanine dyes in solution as a function 

of linear chirp are tracked. For the cyanine dyes with polar solvation response IR144 and meso-

piperidine substituted IR806, increased S2 emission was observed when using TL pulses, whereas 

chirped pulses led to increased S1 emission. The non-polar solvated cyanine IR806, on the other 

hand, did not show S2 emission. A theoretical model, based on a non-perturbative solution of the 

equation of motion for the density matrix, is offered to explain and simulate the anomalous chirp 

dependence. Our findings, which depend on pulse properties beyond peak intensity, offer a 

photonic method to control S2 population thereby opening the door for the exploration of 

photochemical processes initiated from higher excited states. 

 

 

 

 

 

 

 

 

 

 

 

This chapter has been adapted with permission from (J. Phys. Chem. A 2016, 120, 1876-1858) 

Copyright © 2016, American Chemical Society. 
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5.1 Introduction and Background 

Kasha’s rule is one of the fundamental phenomena governing the photochemistry and 

photophysics of molecules in condensed phase. It states that following excitation to higher 

electronic excited states, spontaneous emission occurs from the lowest electronic excited state, 

independent of the photon energy used during the excitation process.210 The basis for this rule is 

that the rates of nonradiative processes such as, internal conversion (IC), intersystem crossing 

(ISC) and vibrational relaxation from higher excited states are much faster than the spontaneous 

radiative decay rate of that excited state.211 Some compounds, such as azulenes, aromatic acenes, 

thioketones, and polyenes have been observed to violate Kasha’s rule and exhibit fluorescence 

from higher excited states simultaneously along with the fluorescence from the lowest excited 

state.211 

Photonic control of intramolecular nonradiative decay pathways opens up the possibility 

of utilizing higher excited states to manipulate the final product distribution of photo-induced 

reactions,212 design optoelectronic switches213 and utilize more efficient charge transfer events.214 

It has been reported that by controlling the properties of the molecular environment, such as pH 

and viscosity, the dual emission behavior noted above was affected due to changes in the excited 

state intramolecular proton/charge transfer.215-216 Structural changes such as the carbon 

substitution position of organometallic complexes play a key role in changing non-radiative MLCT 

state that leads to the production of dual emissive states.217 Here, as part of our efforts toward 

understanding and controlling laser-matter interactions,44 we explore photonic control over 

Kasha’s rule with the goal of significantly enhancing emission from a higher (S2) electronic state. 

Cyanines are a class of polymethine dyes structurally related to protonated Schiff bases, 

carotenoids, and other conjugated polyenes. Some are approved for photodynamic therapy and 
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bioimaging;218 their backbone consists of an odd number of conjugated 2pz orbitals that results in 

a S0-S1 transition in the visible or near-IR region. The large S2-S1 energy gap ranges from 0.6 to 1 

eV, and leads to comparatively weak coupling between the two excited states and a slowing of the 

IC rates according to the energy gap law, which states that IC rate decreases exponentially with 

increasing energy separation.143 Cyanine dyes exhibit dual fluorescence when excited directly to 

the S2 state.219-222 The fluorescence quantum yield and lifetime of the S2 state for cyanine dyes has 

been shown to increase with solvent viscosity.223 

The broad and essentially featureless absorption spectra of polyatomic molecules in 

condensed phase poses a challenge for photonic control strategies especially when compared to 

the spectra of isolated small molecules for which energy levels are sharp and well defined. Spectral 

broadening due to spectral congestion and inhomogeneous and homogeneous broadening prevent 

one from mapping potential energy surfaces and finding gateways responsible for IC, ISC and 

barriers to isomerization. Linear chirp, one of the simplest forms of pulse shaping and results in a 

carrier frequency sweep from higher to lower frequencies (positive chirp) or the reverse sweep 

(negative chirp), has been used previously to control population and hence fluorescence yields of 

large molecules in solution.42,48 Chirped pulses have also been used to control the yield of a desired 

photoproduct51,224 and population transfer in fluorescent proteins.225 The chirp dependence of 

molecular fluorescence from S1 states has been explained theoretically.37,48,203,206,226-227 Control 

with more complex pulse shapes resulting from closed loop optimization have been used to control 

processes related to solar energy capture, suppression of radiationless transitions, and 

photoisomerization; the effect of shaped pulses on the yields of photoproducts has been 

demonstrated experimentally228-234 and theoretically.155,235-237 These efforts have been reviewed in 

the past.44,238-239 While some of the work referenced here include excitation to S2,155,228 robust 
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control of S2 to S1 IC using shaped pulses has not been reported. Here we explore control of S2 

fluorescence yield using chirp following direct S2 excitation. In our experiments, we monitor 

fluorescence from both S2 and S1 states, as a function of chirp for different cyanine dyes. 
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5.2 Experimental Methods 

5.2.1 Laser and pulse shaper 

The experimental setup shown in Figure 5.1 uses a non-collinear optical parametric amplifier 

(NOPA, Spectra-Physics Spirit NOPA-3H) as a source of tunable femtosecond pulses. The NOPA 

is pumped by an amplified direct diode-pumped Yb laser (Spectra-Physics Spirit 1040-4) which 

delivers 1040 nm pulses at a 100 kHz repetition rate with pulse energy of 40 µJ. The NOPA has a 

built-in third harmonic generator that is used to pump the white-light continuum seed pulses in 

order to generate visible wavelengths tunable from 500-750nm. For the current experiments, we 

used pulses centered at 517, 540 and 545 nm. The NOPA pulses were compressed and shaped 

using a femtoJock (Biophotonic Solutions Inc. USA) phase and amplitude pulse shaper using the 

MIIPS method.29-30 The pulse durations ranged from 13 to 16 fs depending on the excitation 

wavelength.  

 

Figure 5.1 Experimental Setup. The output of the NOPA was phase and amplitude shaped using 

MIIPS femtoJock pulse shaper and then was focused on the cyanine dye in a 2 mm path length 

cuvette, the fluorescence signal was detected directly at a right angle using a fiber-coupled compact 

spectrometer. 
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5.2.2 Fluorescence Excitation and Detection 

The compressed pulses were focused with a 10 cm focal length lens onto a cuvette having a 2 mm 

path length. Second order dispersion caused by the cuvette wall on the incident side of the beam 

was accounted for when compressing the pulses using the MIIPS scan procedure with the pulse 

shaper. Solvent introduced dispersion, which is about 60 fs2/mm at our working wavelength,240 

was minimized by collecting the signal at a right angle near the entrance cuvette window with a 

multimode optical fiber, with 25 degree acceptance angle, placed in contact with the cuvette. Chirp 

phase masks of the form 
" 2

0( ) 0.5 ( )      , where 
" is the quadratic phase, were applied using 

the pulse shaper. The chirp scan was conducted by varying the quadratic phase from negative to 

positive 5000 fs2. Quadratic phase on the TL pulse stretches it to longer durations according to 

2 " 2 2/ ( ) )1 4ln 2 ( /TL TL
   . Laser fluence dependence measurements were carried out by 

changing the amplitude mask in the pulse shaper while ensuring retention of the desired phase 

mask. Chirp scan experiments were conducted with pulse energies of 31 nJ ~ 1.1 mJ/cm2 laser 

fluence for IR144 and 18 nJ ~ 0.65 mJ/cm2 for meso-piperidine-IR806 (mPi-IR806), while 

simultaneously detecting the fluorescence from S1 and S2 excited state. The fluorescence collected 

by the optical fiber was detected using a compact spectrometer (Ocean Optics USB4000).  

5.2.3 Samples 

The experiments were carried out on three cyanine dyes: 50 µM IR144 (Exciton) dissolved in 

methanol, 50 µM IR806 (Sigma-Aldrich) dissolved in methanol, and 50 µM mPi-IR806 dissolved 

in propanol. The chemical structures of the cyanine dyes studied here IR806, IR144 and mPi-IR806 

are shown in Figure 5.2. mPi-IR806 was prepared using a published procedure125 using IR806 
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(0.02 mmol) and piperidine (0.1 mmol), which were stirred at room temperature in DMF for 16 

hrs. NMR shifts confirming the identity of mPi-IR806 are provided in Chapter 3. 

 

Figure 5.2 Chemical structures of (a) IR806, (b) IR144 and (c) mPi-IR806. 
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5.3 Results 

5.3.1 Steady State Spectroscopy 

As in many other symmetrical cyanine dyes, the 𝜋 → 𝜋∗ transition in IR806 occurs without a 

significant change in the permanent dipole moment.112,119,241-242 In IR144 and mPi-IR806, 

however, there is a significant change in the permanent dipole moment associated with the optical 

excitation due to the addition of the 1-piperazinecarboxylate and piperidine groups, respectively, 

in conjugation with the main polyene backbone. This coupling contributes in producing a 

symmetrical ground state resonance structure that does not contribute to the antisymmetric excited 

state structure, resulting in a dipole moment change upon S1 electronic excitation and triggering a 

polar solvation response.119 

The steady state absorption spectra of IR806, IR144 (both dissolved in MeOH) and mPi-

IR806 (dissolved in PrOH) are shown in Figure 5.3a. The spectrum from the non-polar solvated 

dye IR806 has in addition to a maxima at 806 nm, a shoulder at ca. 735 nm, a feature that is very 

common in the absorption spectra of cyanine dyes.112,241-242 The polar solvated dyes, IR144 and 

mPi-IR806, lack the vibronic feature and possess wider absorption spectra, with λmax = 740 nm and 

696 nm, respectively. Both, IR144 and mPi-IR806 absorption spectra show small peaks with λmax 

= 540 nm and 521 nm with cross sections of ca. 1.7×10-18 cm2 and 3.6×10-18 cm2, respectively. 

The absorption maxima, fluorescence maxima, Stokes shifts and FWHM of the absorption and the 

fluorescence spectra from the S1 state of the three dyes are presented in Table 5.1. 
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Figure 5.3 (a) Absorption spectra for the three cyanine-dyes in scheme 1. Two-dimensional 

fluorescence excitation–emission spectra for (b) IR806, (c) IR144 and (d) mPi-IR806. Contour 

lines are plotted on a logarithmic scale. The absorption spectrum (black line) for each dye is 

superimposed on the excitation axis. 
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Table 5.1 Absorption maxima, fluorescence maxima, Stokes shifts and FWHM of the absorption 

and the emission spectra of the S1 state for IR806, IR144 and mPi-IR806. S1-S0 Stokes shift 

measured as the difference between the absorption and fluorescence spectra maxima. 

 IR806 

(Methanol) 

IR144 

(Methanol) 

mPi-IR806 

(Propanol) 

Abs. max (cm-1) 12407 (806 nm) 13514 (740 nm) 14368 (696 nm) 

Fl. Max (cm-1) 11825 (845 nm)  11862 (843 nm) 12723 (786 nm) 

S1-S0 Stokes Shift (cm-1) 582 1652 1645 

Abs. FWHM (cm-1) 778 1988 1935 

Fl. FWHM (cm-1) 489 974 981 

 

Two-dimensional fluorescence excitation–emission spectra for the three dyes help discern 

the presence of emission bands at higher energies as shown in Figure 5.3b-d. The absorption 

spectrum for each dye is superimposed on the excitation axis. The higher energy emission bands 

originate from the higher S2 state or a structurally rearranged intramolecular charge transfer (CT) 

state within the S1 manifold.243 For IR806, higher energy emissions with maxima at 700 nm and 

637 nm originate from the blue edge of the vibronic absorption band of the S1 state and not from 

the S2 state. This observation was further confirmed from fluorescence excitation spectra obtained 

when detecting these high-energy emissions (Figure 5.4), and has been observed to occur from 

nonpolar solvated cyanines.244 The assignment was further confirmed by the observed reduced 

fluorescence yield observed as a function of increased solvent viscosity (Figure 5.5). 
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Figure 5.4 Absorption spectrum for IR806 along with the excitation spectra for the emission with 

maxima at 637 nm (determined with detection at 640 nm) and the emission with maxima at 700 

nm (determined with detection at 710 nm). 

 

Figure 5.5 IR806 fluorescence from both TICT’s and the S1 state bottom was depleted while 

increasing the solvent viscosity, indicating that the nature of these emissions as twisting along the 

polyene conjugation backbone from the planar Franck-Condon region to the S1 bottom within the 

S1 surface. MeOH: methanol. EtGly: ethylene glycol. 

 

The spectroscopy and photophysics of the S1 excited state of the cyanine dye IR144 have 

been discussed in the literature.119,245-247 However, little is known about the dynamics of higher 

excited state(s) of this dye and its close analogue mPi-IR806. The two-dimensional excitation-
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fluorescence spectra (Figure 5.3c-d) for the two dyes reveal higher emission bands that arise 

mainly from absorption bands with λmax = 540 nm and 521 nm for IR144 and mPi-IR806, 

respectively. Correlation between the S2 absorption and excitation spectra was observed for the 

emissions with maxima at ca. 588 nm for IR144 and ca. 557 nm for mPi-IR806 (Figure 5.6). 

Unlike IR806, the high-energy emission bands from IR144 and mPi-IR806 were found to increase 

with solvent viscosity (Figure 5.7), in agreement with previous studies on cyanines S2 

fluorescence that attributed this finding to the need for out-of-planar motion to couple S2 to S1 

energy transfer.223  

 

 

 

Figure 5.6 (a) IR144 and (b) mPi-IR806 absorption spectra along with the excitation spectra for 

S2 fluorescence with maxima at 588 nm and 557 nm, respectively. 
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Lifetime measurements using TCSPC of the S1 fluorescence along with the S2 fluorescence 

for IR144 and mPi-IR806 using 540 nm and 505 nm excitation, respectively, are shown in Figure 

5.8. IR144 S1 state has a decay time constant of 577 ps, which is close to the known life time of 

IR144 when excited directly to the S1 state.246,248 A fast (<45 ps, instrument limited) rise 

corresponds to IC from the higher excited state. Emission from the higher energy state (λ=588 nm) 

has two components; a fast instrument limited <45 ps rate corresponding to IC and a slower 187 

ps decay, corresponding to the S2-S0 fluorescence life time. For mPi-IR806, the S1 state has a 

fluorescence decay time constant of 975 ps, along with a 215 ps rise corresponds to IC from the 

higher excited state. Detection of the S2 fluorescence at λ=557 nm has two components; a fast 

instrument limited 85 ps rate corresponding to IC and a slower 270 ps decay, corresponding to the 

S2-S0 fluorescence life time. The slower IC rise in the S1 emission for mPi-IR806 compared to the 

S2 fast decay component can be explained by the presence of CT emission with maxima at 614 nm 

occurring between S2 and S1. This CT emission was found to have decay constants that are 

different from S1 and S2 decay constants (Figure 5.9 and Table 5.2). 

Figure 5.7 (a) IR144 and (b) mPi-IR806 fluorescence spectra showing an increase in the S2 

fluorescence yield while increasing the solvent viscosity. MeOH: methanol. EtGly: ethylene 

glycol. 
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Figure 5.8 TCSPC decay curves along with biexponential fit constants for the S1 (red) and S2 

(green) fluorescence for (a) IR144 when excited at 540 nm and (b) mPi-IR806 when excited at 505 

nm. 

 

 

Figure 5.9 Florescence lifetime decay curves for mPi-IR806 upon excitation at 505 nm showing 

three different emissions at different wavelengths. 
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Table 5.2 Fitting parameters for the lifetime decay curves of mPi-IR806. 

 τ1 (α1) in ps τ2 (α2) in ps 

557 nm 85 (0.64) 270 (0.36) 

630 nm 110 (0.72) 590 (0.28) 

786 nm 215 (-0.2) 975 (0.8) 

 

5.3.2 Chirp studies on the S2 state of IR144 and mPi-IR806 

Fluorescence yield dependence on chirp experiments on IR144 were carried out using 16 fs laser 

pulses centered at 545 nm that match the S2 absorption profile of IR144 to excite the sample while 

simultaneously detecting the resolved fluorescence signal from the S1 and S2 states using the same 

spectrometer. The same approach was followed with mPi-IR806 using 13 fs pulses centered at 517 

nm matching the S2 absorption profile. The fluorescence spectra for IR144 using the 

aforementioned laser spectrum produced two peaks with maxima at 588 nm and 843 nm that are 

from S2 and S1 states, respectively (Figure 5.10a). While the mPi-IR806 fluorescence peak 

maxima were at 558 nm and 786 nm, which are from S2 and S1 states, respectively (Figure 5.10b). 

It is worth noting that using the 517 nm-centered pulses, mPi-IR806 fluorescence with maxima at 

558 nm was mainly from the S2 state without much involvement of the emission at 614 nm (see 

Figure 5.3d). 
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Figure 5.10 (a) IR144 and (b) mPi-IR806 fluorescence spectra using direct excitation to the S2 

state for each dye. 

 

The observed fluorescence yields from S2 and S1 were found to be dependent on chirp as 

shown in Figure 5.11. No spectral shifts were observed as a function of chirp (Figure 5.11 inset). 

The enhancement of the S2 fluorescence yield observed for TL pulses corresponds to a concomitant 

depletion of emission from the S1 state. The anomalous S2 fluorescence as a function of chirp was 

found to differ drastically from the typical ‘chirp effect’ dependence in general and in particular 
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when exciting the IR144 S1 state.37-38,48,120 By typical chirp effect we refer to the observation of 

reduced fluorescence yield when using negatively chirped pulses; the reduced yield caused by 

stimulated emission induced by the redder frequencies following the bluer frequencies. In a typical 

chirp experiment, maximum fluorescence yield is observed for positively chirped pulses. Clearly, 

S2 excitation with chirped pulses does not agree with previous findings and leads to anomalous 

chirp dependence. 

 

Figure 5.11 Integrated fluorescence intensity from S1 (red) and S2 (black) states as a function of 

linear chirp for (a) IR144 and (b) mPi-IR806, top axis shows the corresponding chirped pulse 

duration. TL pulses lead to greater S2 fluorescence, while chirped pulses lead to greater S1 

fluorescence. A greater degree of asymmetry between positive and negative chirp values is 

observed for mPi-IR806.  Inset: S1 and S2 emission spectra when excited by TL (blue) and chirped 

(red) pulses. 



100 

 

Chirps greater than 3000 fs2 reduce S2 fluorescence by about 42% and 13% compared to 

what is obtained using TL pulses for IR144 and mPi-IR806, respectively. The chirp dependence is 

asymmetric, with greater depletion for negative values especially for mPi-IR806. The asymmetry 

is observed at laser fluence higher than ~0.5 mJ/cm2 (see Figure 5.12b and d). Lower emission 

from the resonant state (here S2) would be expected with negatively chirped pulses, which deplete 

the excited state population before intramolecular vibrational redistribution and fluorescence 

occurs by tracking the excited-state wavepacket's motion from the Franck–Condon geometry to 

lower energy.37 The degree of symmetry with respect to chirp is important because it establishes 

that the dynamics are sensitive to the order in which different frequencies arrive. An asymmetric 

response can be observed when dynamics occur on a similar timescale to the excitation laser 

pulse.249 The slightly asymmetric S2 fluorescence dependence observed implies that wavepacket 

motion out of the FC region occurs on a timescale comparable with the pulse duration. 

From the results in Figure 5.11, we find that the fluorescence yield from the S2 state is 

greater when excited using TL pulses and lower for chirped pulses. What is unexpected and 

surprising is that the yield of S1 fluorescence does not mimic the yield of S2 fluorescence, given 

that most of the S1 population is attained via IC from S2. When comparing the chirp dependence 

of the S2 and S1 states in Figure 5.11 for IR144, it can be seen that changes in the fluorescence 

yields from the two states are anti-correlated; i.e. TL pulses maximize S2 and minimize S1 

population. In other words, the S2 fluorescence enhancement occurs at the expense of IC to S1. The 

same is observed for mPi-IR806 when comparing the fluorescence yield from both states using TL 

and positive chirp. Differences between IR144 and mPi-IR806 arise from the fact that excitation 

is not exclusive to the S2 state. Therefore, the chirp trace for the S1 fluorescence of mPi-IR806 is 

a result of two components; (i) direct S1 excitation evidenced by the depleted fluorescence on the 
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negative side, (ii) IC from S2 evidenced by the fluorescence depletion using TL pulses. In both 

cases, the excitation pulse, which prepares the initial wave-packet on the S2 surface, controls IC to 

the lower excited state. 

 

Figure 5.12 (a) IR144 S2 (solid lines) and S1 (dashed lines) fluorescence yield as a function of 

chirp at various laser fluence values. Fluorescence intensity dependence as a function of laser 

fluence for IR144 from (b) S2 and (a) S1 states using TL (black), negatively (red) and positively 

(blue) chirped 1000 fs2 pulses. Fluorescence intensity dependence as a function of laser fluence 

for mPi-IR806 from (d) S2 and (e) S1 states using TL (black), negatively (red) and positively (blue) 

chirped 1000 fs2 pulses. The vertical lines indicate the laser fluence values at which the chirp scans 

were carried out. Linear fitting for the fluorescence yield at low laser fluence (0.1-0.25 mJ/cm2) is 

shown as a guide to discern where nonlinear fluence dependence becomes important. 
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Fluorescence yield experiments were repeated for IR144 at lower laser fluences, as shown 

in Figure 5.12a. The chirp dependence found at lower fluences, where fluorescence yield is linear 

with laser intensity, is similar to what was found at higher fluences and shown in Figure 5.11a. 

Fluorescence yield as a function of laser fluence was recorded using TL, negatively and positively 

(1000 fs2) chirped pulses for IR144 (Figure 5.12b and c) and mPi-IR806 (Figure 5.12d and e). 

For both molecules, linear dependence of fluorescence intensity is observed at lower laser fluence 

for both S1 and S2 states. Note that for all laser fluences and for both molecules S2 fluorescence is 

greater for TL pulses compared to chirped ones. Conversely, S1 fluorescence is greater for chirped 

pulses as opposed to TL pulses. These differences only increase with intensity. 

No S2 fluorescence was observed for IR806. This absence may be related to the non-polar 

solvation nature of this cyanine dye. Nevertheless, we see the absence of S2 fluorescence to serve 

as an important control, albeit negative, for our research. The S1 fluorescence yield as a function 

of chirp for IR806 (Figure 5.13) shows minimum fluorescence yield for negative chirps and 

maximum for positive chirps, what we have earlier termed typical chirp dependence. We ascribe 

this behavior to the non-polar nature of the S1 state in IR806. 

 

Figure 5.13 (a) Total fluorescence intensity for the emission with maxima at 637 nm as a function 

of chirp on the 540 nm centered pulses. (b) IR806 emission when excited using 540 nm centered 

pulses at different chirp values showing that the change is only associated with 637 nm emission. 
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5.3.3 Theoretical Modeling 

A full simulation of the present experiment, including ab intio calculation of the relevant ground 

and excited states in the presence of solvent and the intense laser fields, are presently out of our 

reach. There is sufficient information about the S1 and S0 potential energy surfaces to determine 

that initial dynamics following excitation in S1 is along the so-called bond-length alternation 

(BLA) coordinates.151,154 In the longer cyanines (n5), a significant barrier on the S1 surface 

divides planar and twisted conformations of the polyene backbone. Beyond the barrier, the system 

descends steeply along torsional gradients. A CI between S1 and S0 is responsible for nonradiative 

decay from S1. For IR144 and mIR806 the large S1-S0 Stokes shift and the significant increase in 

S2-S0 fluorescence with increased viscosity leads to expect S2 has a more planar geometry than S1. 

A simplified schematic representation of the three singlet states inspired by Jortner’s gap law 

strong coupling case,250 for S2 emission from molecules with internal conversion is shown in 

Figure 5.14. In addition, we depict an effective model with the minimum number of energy levels 

that can help explain our findings.  
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Figure 5.14 Simplified schematic of S0, S1, and S2 energy levels considered in our model. (Left) 

Four level model used for our calculations, consists of the ground state and 3 levels in the S2 

excited state. 0  is the laser frequency, 1  and 2  are frequencies of the two levels in S2 that 

interact with the laser. fn  is the population reaching the bottom of S2, note this state is outside the 

laser spectrum, V  is the transition dipole dependent laser interaction,   is the relaxation rate,   

is the dephasing rate. (Right) Schematic representation of the three lower singlet states of cyanine 

molecules plotted as a function of spatial coordinates involving twisting from the planar ground 

state configuration and bond lengthening. Internal conversion (IC) to S1 requires twisting. The IC 

from S1 to S0 expected at a torsion angle of 90o is not indicated. 

 

The relevant energy levels consist of a ground state level and three levels representing the 

S2 state. The upper two levels ( 1  and 2 ) are consistent with the S2 absorption spectrum features 

while the lowest energy level ( fn ) corresponding to the bottom of the S2 state, which fluoresces 

at wavelengths far from the excitation laser and is therefore dark to the excitation laser pulse. The 

laser frequency 0  was set to interact with the higher two levels 1  and 2  while both levels were 

set to relax irreversibly. Our goal is first to solve for the population in ( fn ) as a function of chirp. 
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Then, because S1 is populated via IC only from the upper levels but not from the lowest level, 

consistent with the observation of S2 fluorescence, the total excited population from the ground 

state ends as population in either S2 or S1. Therefore, S1 population equals (1-S2) which has an 

inverse dependence on chirp compared to S2. Our experiments are performed in a regime where 

fluorescence from S2 has very slight saturation for TL or chirped pulse excitation (Figure 5.12), 

therefore, our model should be able to take into account nonlinear optical laser-molecule 

interactions. We used a non-perturbative solution of the equation of motion for the density matrix 

(eq 5.1 and eq 5.2)251 to describe the system in the presence of the field 
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where V  is the transition dipole,  and  represent the levels in the model, aa and ab  are the 

diagonal and the off diagonal elements of the density matrix which represent the populations and 

coherences between the levels, respectively. The coherence-dephasing rate is 1/ 2( )ab a b    , 

where a  and b  are the relaxation rates. The dipole moment matrix interaction with the chirped 

pulses is represented by eq 5.3. 
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where ab  is the dipole moment matrix element, 0  is the TL pulse duration and 
"  is the chirp 

value. 

  When solving the system of differential equations numerically for the population in the 

lowest level (
fn ), the best match with the experimental observations was found when we set 1  

a b
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to be resonant with the laser frequency while 2  was set to the vertical transition frequency 

obtained from Lorentzian peak deconvolution of the experimental S2 absorption band. The 

transition dipole moment matrix element ab  for each level was set as the square root of the 

relative strength of each deconvoluted peak from the S2 absorption band, given that the absorbance 

is directly proportional to the square of the transition dipole moment. The relaxation time 

2 211/    from 2  to 1  consistent with our simulation was found to occur on a very fast time 

scale of about 10 fs and 5 fs for IR144 and mPi-IR806, respectively. Such value is in close 

proximity to reported IR144 three-pulse photon-echo peak shift  component from the S1 state that 

arise due to backbone stretching intramolecular vibrations.245 The other relaxation component

1 11/ f   , which is from 1  to the final emitting level 
fn  was about 100 fs and 500 fs for IR144 

and mPi-IR806, respectively. These slower dynamics presumably involve torsion. Results from 

the simulations for the dependence of the final S2 population and the S1 population calculated as 

S1=1-S2, are shown for IR144 (Figure 5.15a) and mPi-IR806 (Figure 5.15b). The calculated S1 

population for mPi-IR806 as S1=1-S2 only represents IC from S2, therefore we have also added S1 

population via direct S1 excitation to match the experimental results. Direct S1 population was 

carried out using a similar previous model that describes the S1 chirp effect.37 The S1 level 

calculations were performed for a three level model consisting of one ground level representing 

the ground state and two excited levels representing high-energy vibrational levels in the S1 state. 

The laser field was set to interact equally with the two excited levels and the high level was set to 

relax on a 10 fs timescale to the lower level. The model was successful in reproducing the typical 

S1 chirp effect as population depletion using negatively chirped pulses. The final mPi-IR806 S1 

population trace shown in Figure 5.15b is a linear combination of 25% from direct S1 interaction 

and 75% via IC from S2. 
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Figure 5.15 Theoretical simulations for S2 state (black) and S1 state (red) population as a function 

chirp for (a) IR144 and (b) mPi-IR806. 

 

From the reduced theoretical model, we find a set of conditions consistent with our 

experimental findings. TL pulses result in a larger population in the bottom of the S2 potential than 

chirped pulses. This would imply that IC from S2 to S1, presumably through a conical intersection, 

occurs before the wave-packet reaches the lowest point on the potential energy surface of S2. This 

observation is consistent with the presence of S2 fluorescence.  
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5.4 Discussion 

Interpretation of our experimental findings requires we establish what is known, and limit the 

number of processes to be considered to the fewest possible. The higher energy emission from the 

polar solvated dyes (IR144 and mPi-IR806) originates from the S2 state. Based on the hundreds of 

picoseconds fluorescence lifetimes of the S2 state for IR144 and mPi-IR806, we surmise that 

population that reaches the bottom of the S2 potential, which is displaced in energy and in space 

from the FC region, is trapped by a barrier; i.e. IC to S1 slows dramatically. The barrier is likely to 

be the known polyene conjugation-length dependent transition state barrier, similar to that on the 

S1 potential energy surface, which separates the planar FC region from that of twisted 

conformations, where a conical intersection with the ground state, S0, is located.151,252-253 However, 

this barrier is located on the S2 surface and separates the FC from the conical intersection with the 

S1 surface. These observations are further confirmed by enhanced S2 emission as a function of 

increased solvent viscosity for both IR144 and mPi-IR806. The observed enhancement of S2 

fluorescence for TL pulses becomes more pronounced as laser intensity increases. Our findings 

imply that chirped pulses create wave packets that more efficiently cross to S1, this process in 

dynamic competition with energy relaxation, which brings the population to the bottom of the S2 

potential well, where IC to S1 is inefficient. From our theory and numerical calculations, we find 

that IC must take place before energy relaxation, and dephasing must be very fast, <20 fs (TL pulse 

duration) and competes with vibrational relaxation and wave packet motion. 

Two possible mechanisms for our experimental findings are considered. First, we suggest 

a mechanism based purely on first-order wave packet preparation. It is likely that TL pulse 

excitation creates a compact wave packet that is less efficient at crossing from S2 to S1 at short 

times than a diffuse wave packet, which better access the region where the S2 and S1 potential 
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surfaces interact. Second, because TL pulse excitation is likely to drive more strongly double 

quantum excitations to a higher state Sn, cycling between the Sn and S2 states would be expected 

to confine wave packets near to the S2 planar minimum and suppress IC.254-258 Similarly, TL pulse 

excitation strongly drives cycling between the S2 and S0 surfaces and limits IC accordingly. 

The first mechanism is consistent with our observations because to some extent they are 

independent of laser intensity. We find that the fluorescence yield of S2 is lower for chirped pulses 

than for TL pulses at all laser intensities, and fluorescence yield of S1 is higher for chirped than 

for TL pulses (see Figure 5.12). The theory model offered here did not take into account 

calculation of FC factors of IC for wave packets created by TL or chirped pulses. The second 

mechanisms, whereby the laser strongly couples two or more states, is consistent with our finding 

that laser intensity caused a greater difference in the final state populations. While there is no 

reason a priori why excitation to higher excited states would preferentially end in S2 rather than 

S1, laser driven transitions between two states have been considered as means to alter vibrational 

relaxation dynamics259 and to potentially cause population dependent dynamics.260 

The exact photophysical process that leads to the observed control over IC is difficult to 

determine given the complexity of the systems. The Hamiltonian of each system has multiple 

dimensions and the existence of a conical intersection between S1 and S2 has not been determined. 

Our observations, however, show photonic control over the higher excited state fluorescence in 

cyanine dyes. It is likely that the actual mechanism involves both of the proposed mechanisms. 

The degree of control exerted over S2 population can be harnessed to explore the role of higher 

excited states in photochemical processes such as photosynthesis, especially in carotenoids where 

the first optically active state is a higher excited state that undergoes rapid IC to S1.261  
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5.5 Conclusion 

Control over internal conversion from S2 to S1 of the cyanine dyes IR144 and mPi-IR806 has been 

achieved by phase control over the excitation pulses that prepare the initial population in the upper 

excited state. We found anomalous chirp dependence, whereby TL pulses cause a greater 

population in the excited state than chirped pulses. Furthermore, we find internal conversion to S1 

is not proportional to the total initial population but instead it is inversely proportional.  The 

experimental results were successfully simulated using the equation of motion for the density 

matrix for a four level system. Under strong field interaction, TL pulses were more efficient in 

directing the population to the bottom of S2 from which direct fluorescence occurs rather than IC 

to the S1 state. 
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Chapter 6 Role of High-Order Dispersion on the Ionization of Molecules 

While the interaction of atoms in strong fields is well understood, the same cannot be said about 

molecules. We consider how dissociative ionization of molecules depends on the quality of the 

femtosecond laser pulses, in particular, the presence of third- and fourth-order dispersion. We find 

that high-order dispersion (HOD) unexpectedly results in order-of-magnitude enhanced ion yields, 

along with the factor of three greater kinetic energy release compared to transform-limited pulses 

with equal peak intensities. The magnitude of these effects is not caused by increased pulse 

duration. We evaluate the role of pulse pedestals produced by HOD and other pulse shaping 

approaches, for a number of molecules including acetylene, methanol, methylene chloride, 

acetonitrile, toluene and o-nitrotoluene, and discuss our findings in terms of processes such as pre-

alignment, pre-ionization, and bond softening. We conclude, based on the quasi-symmetric 

temporal dependence of the observed enhancements that cascade ionization is likely responsible 

for the large accumulation of charge prior to the ejection of energetic fragments along the laser 

polarization axis. 

 

 

 

 

 

 

 

 

 

 

 

This chapter has been adapted with permission from (J. Phys. Chem. A 2016, 120, 8529-8536) 

Copyright © 2016, American Chemical Society. 
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6.1 Introduction and Background 

Ultrashort intense femtosecond pulses with peak intensities higher than 1013 W/cm2 have 

associated field-strength of ~ 1 V/Å. Their interaction with matter, while simpler to understand for 

atoms, is much more complex for molecules.262-269 Molecules produce multiply charged species, 

change their molecular structure through: deformation, isomerization, and the migration of atoms 

between different sites within the charged molecule.270-276 Understanding and controlling these 

chemical processes with ultrafast laser pulses has been an ongoing dream in the field since the 

1980’s.44,266-267,277-279 

Strong field ionization is largely determined by the peak intensity and the duration of the laser 

field. Within a few cycles, the electric field is able to overcome molecular bonds and cause 

dissociation. Efficient proton elimination with high excess energy from molecules is often 

observed.272,280 A number of models have been considered to explain dissociative ionization of 

molecules under intense fields. One such model posits that the process is ruled by stretching of C-

H bonds.281 As the duration of pulse increases, bond-lengths reach a critical internuclear distance 

from which ionization cross section is greater. Another model proposes hydrocarbons ionize to a 

high-charge state and dissociate in a concerted Columbic explosion.272 At the leading edge of the 

pulse, C-H bonds stretch and the molecule is ionized multiple times. After this event, the skeleton 

of the molecule Coulomb explodes and forms highly charged fragments. Both of these models 

depend on pulse duration to explain the dissociative ionization processes. 

With the advent of pulse shapers capable of preparing well-defined laser pulses, in terms of phase, 

amplitude, and polarization,11 understanding dissociative ionization in greater detail has become 

possible. Here we explore if the presence of low-intensity pedestals in the pulse, caused by high-
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order dispersion (HOD), influence the strong-field dissociative ionization of molecules. We focus 

on HOD because of its natural prevalence in ultrafast laser systems.  

The electric field distribution in time domain for a broadband laser pulse with an angular frequency 

ω can be expressed as: 

 

( ) ( ) i tE t E e d

  (6.1) 
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 is the pulse duration at FWHM. The term ( ) is known as the phase 

of the pulse and can be expanded as: 
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The first term (1)  corresponds to a time delay for all the frequencies; the second term (2)  

corresponds to the second order dispersion (SOD), also known as chirp. Chirp causes a temporal 

broadening of the pulse and a change in the arrival order of frequencies in accordance with the 

phase sign. Using chirp to control the fragmentation of a dissociative event has been studied 

extensively during the past twenty years.224,282-283 Work from this group showed that there is a 

trend applies to substantially all molecules; sixteen different molecules were studied, and the 

extent of fragmentation was dictated by the pulse duration.266 Terms higher than (2)  are referred 

to as high-order dispersion. For instance, third order dispersion (TOD) causes the appearance of a 

pedestal before (when negative) or after (when positive) the main pulse, and fourth order 
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dispersion (FOD) causes the appearance of a symmetrical pedestal on both sides of the main pulse. 

While a great deal of research has been conducted using chirped pulses, few reports explore the 

role of high-order dispersion in dissociative ionization. The effect of negative TOD on the 

dissociation of H2
+ was an increase in ion yields due to pre-alignment caused by the pre-pulse 

pedestal.59 Whereas  negative TOD was found to suppress the nonsequential ionization of the anion 

SF6
-.284 

In this chapter we explore whether the pulse pedestal resulting from HOD influences the 

dissociative ionization of large molecules. Our interest stems from the fact that HOD is technically 

challenging to measure and eliminate. Therefore, if an effect is found, it is likely relevant to 

previous and future experiments with intense femtosecond laser pulses. Moreover, it can help 

understand the interaction between molecules and intense laser fields. 
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6.2 Experimental Methods 

The experimental setup used here consists of a regeneratively amplified Ti:sapphire laser (Spitfire, 

Spectra Physics, Santa Clara, CA) producing femtosecond pulses at 1 kHz repetition rate. The 

near-Gaussian pulses were centered at 800 nm and had a 25.8 nm bandwidth FWHM. The pulses 

were compressed and shaped after the amplifier using a pulse shaper (MIIPS-HD, Biophotonic 

Solutions Inc., East Lansing, MI) utilizing the Multiphoton Intrapulse Interference Phase Scan 

(MIIPS) method.30,126 The pulse bandwidth corresponds to 36 fs (FWHM) when compressed to 

transform-limited (TL). The shaper was also used to introduce TOD and FOD phase masks. 

Amplitude correction was implemented by increasing the transmission value for the HOD pulses 

relative to the TL pulses without changing the laser spectrum. This was used to ensure the peak 

intensity for the phase shaped pulses was the same as that for the TL pulses. The amplitude mask 

value is based on the theoretical change in the pulse peak intensity while introducing the HOD 

phase. This was verified experimentally based on the total SHG signal that is obtained from TL, 

HOD phase only, and amplitude corrected HOD pulses which are also compared to the theoretical 

SHG signal based on the laser spectrum. High fidelity (pulse-to-pulse stability) of the laser and the 

absence of pre/post pulses were ensured and confirmed via the fidelity assessment procedure.127,285  

The experiments were carried out using a Wiley-McLaren time-of-flight mass spectrometer 

(TOF-MS) having a 0.5 m long field free drift region. The MS chamber was maintained under 

high vacuum with a base pressure of 6-8 × 10-9 Torr. The samples were outgassed by repeated 

freeze-thaw cycles under vacuum. After outgassing, the samples were introduced into the vacuum 

chamber via a leak valve and the pressure was maintained at 5 × 10-6 Torr. Laser pulses were 

focused onto the effusive sample using a 300 mm achromatic lens. The experiments were carried 

out at pulse energies corresponding to peak intensities of 1.7, 3.4, 5.1, and 6.8 × 1014 W/cm2. The 
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pulses were linearly polarized in parallel to the TOF-MS and the ion detection axis. The ion 

extraction plates were 1 cm apart and the DC extraction field between the repeller and the extractor 

was set at 320 V/cm, while the extractor was kept at 1880 V. The extractor plate consisted of a 

0.9 mm wide slit that is perpendicular to the laser propagation axis to ensure ion extraction from 

the central part of the focused beam and mitigate volume ionization effects.286-288 The zero-voltage 

ground plate was a 16 mm diameter circular wire grid placed 1 cm away from the extractor plate. 

Ions were detected using a 500 MHz digital oscilloscope coupled with dual microchannel plates 

(MCP’s) in Chevron configuration. The MCP’s were located at the end of the field-free drift region 

of the TOF-MS. For each peak intensity value, the resulting ions from one thousand laser shots 

were collected and averaged. The data acquisition program collected the averaged signal for each 

of the different phases being evaluated in close succession, in order to prevent the influence of 

long-term drifts in the signal. This procedure, evaluating multiple different phases, was repeated 

to obtain 500 averages for each phase. 

The effect of high-order dispersion on a femtosecond pulse is relatively subtle and not easy 

to characterize. We recorded interferometric autocorrelations (AC) for the four types of pulses 

considered in this research; they are TL, -3×104 fs3 TOD, 3×104 fs3 TOD, and 3×106 fs4 FOD as 

shown in Figure 6.1. For the case of TOD pulses, a cross-correlation with a TL pulse is 

presented. The cross correlation measurement (TL vs TOD pulses) are carried out by the pulse 

shaper and a method called multiple independent comb shaping (MICS).289 The cross-correlation 

reveals the asymmetric temporal profile for the pulses and confirms the pedestals for positive and 

negative TOD has mirror image symmetry (Figure 6.2). HOD introduces a small pedestal, and 

some pulse broadening. The retrieved pulse durations (FWHM) are 36, 48, and 64 fs for each 
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phase, respectively. For all our experiments, the peak intensity of the pulses, with or without HOD, 

was kept constant. 

 
Figure 6.1 Interferrometric AC for (a) TL, (b) -3 × 104 fs3 TOD, (c) 3 × 104 fs3 TOD, and (d) 

3 × 106 fs4 FOD pulses. The TOD traces are cross-correlations with TL pulses to show the 

asymmetric time profiles. 
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Figure 6.2 Cross-correlation for -3×104 fs3 TOD (black, bottom axis) and 3×104 fs3 TOD (red, top 

axis) with a TL pulse. 

 

The pedestals seem to be negligible in the autocorrelations shown in Figure 6.1. For this 

reason, we plot calculated pulse profiles in logarithmic scale in Figure 6.3. FOD causes a time-

symmetric pedestal, while TOD causes a leading (negative) or following (positive) pedestal. The 

intensity of these pedestals is about 1-2 orders of magnitude smaller than the main pulse and 

extends for about 200 fs. In strong field laser experiments, where the peak intensity can exceed 

1 × 1015 W/cm2 (as shown in Figure 6.3), these pedestals cannot be ignored. Our experiments 

track the dissociative ionization process observed for a number of molecules including acetylene, 

methanol, methylene chloride, acetonitrile, toluene and o-nitrotoluene; comparing results for TL 

pulses and pulses with HOD. Our presentation begins by describing in detail results for toluene 

and o-nitrotoluene; we then generalize to the other molecules. 
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Figure 6.3 Theoretical simulation for the intensity of TL pulses compared to that of (a) -3 × 104 fs3 

TOD and (b) 3 × 106 fs4 FOD pulses. The insets show same pulses on a linear scale. Positive TOD 

(not shown) resembles the negative TOD shown in (a) except that the pedestal appears after the 

main pulse. 
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6.3 Results 

The mass spectrum from toluene using TL pulses at 6.8 × 1014 W/cm2 is shown in Figure 6.4 (o-

nitrotouene mass spectrum is shown in Figure 6.5). Both are in good agreement with previous 

studies.266,290-291 The strong non-resonant fragmentation of both molecules produces shorter 

hydrocarbons along with multiply charged ions. Coulomb explosion products can be identified in 

the spectrum because of their structure; ions traveling towards the detector arrive at earlier times 

compared to backward moving ions. When comparing the two compounds, o-nitrotoluene, which 

is more polarizable than toluene and has an ionization potential that is larger by 0.4 eV,292 produces 

larger amounts of fragment ions relative to that of the molecular ion.266 

 
Figure 6.4 TOF mass spectrum for toluene. The inset in the spectrum shows magnified region 

over the small m/z fragments. 
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Figure 6.5 TOF mass spectrum for o-nitrotoluene. The inset shows magnified region over the 

small m/z fragments. 

 

The main results are depicted in logarithmic spider plots in Figure 6.6 for toluene and 

Figure 6.7 for o-nitrotoluene. Based on this plotting scheme,293 where ion yields are normalized 

to yields obtained from TL pulses at the given intensity, the mass spectrum using TL pulses is 

represented as a unity circle. This allows one to determine the relative associated changes in the 

ion yields when using HOD pulses. Each of the spider plots represents the variations in the relative 

yield at a particular peak intensity. 
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Figure 6.6 Spider plots on a logarithmic scale for the observed toluene fragment ions using FOD 

(blue), negative (red), and positive (green) TOD pulses compared to TL (black) pulses at (a) 1.7, 

(b) 3.4, (c) 5.1, and (d) 6.8 × 1014 W/cm2 peak intensity. The ion yield enhancements indicated by 

the black arrows using FOD are: in (a) for C4H4
+=12.5±1.0, C3H3

+=18.4±1.6, C2H2
+=14.6±1.9, 

and  H+=20±2. In (c) for C2+=13.7±0.8. In (d) for C3+=16±1. 

 

At the lowest peak intensity (Figure 6.5a), one can clearly see yield enhancements 

resulting from HOD for all of the observed fragment ions, which are the H+ ion and the heavy 

fragments. Note that at the lowest intensities some ions are not observed and those are marked by 

red dots. Comparing between negative (pre-pedestal) and positive (post- pedestal) TOD, slightly 

higher enhancement is observed for pulses with a pre-pedestal. In the case of FOD, symmetrical 
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pedestal, the ion yields were much higher than TL or TOD pulses. With respect to TL, FOD 

enhancement of several ions, exceeds an order of magnitude; which is represented by the small 

black arrows in Figure 6.6a. At higher peak intensities Figure 6.6b-d, the same trend is observed. 

The highest overall enhancement occurs when using FOD pulses, whereas negative TOD produces 

slightly more ions compared to positive TOD. The general enhancement pattern at different peak 

intensities can be summarized as follows: i. At any peak intensity the ions yield increases in the 

following order: TL < positive TOD < negative TOD < FOD. ii. At low peak intensity, the heavy 

fragments and H+ experience the greatest increase in yield. iii. At higher peak intensities, the lower 

m/z fragments (C+, C2+, C3+) are enhanced. 

Similar behavior was observed for o-nitrotoluene as shown in the Spider plots in Figure 

6.7. The general trend in the ion yields enhancement is similar to toluene. The highest observed 

ion yields were observed when using FOD pulses as well. Slight enhancement is observed for 

negative relative to positive TOD. The observed HOD enhancements are slightly lower than those 

noted in the case of toluene. 
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Figure 6.7 Spider plots on a logarithmic scale for the observed o-nitrotoluene fragment ions using 

FOD (blue), negative (red) and positive (green), TOD pulses compared to TL (black) pulses at (a) 

1.7, (b) 3.4, (c) 5.1, and (d) 6.8 × 1014 W/cm2 peak intensity. The ion yield enhancements indicated 

by the black arrows using FOD in (a) for H+=15.9±1.0. 

 

Similar experiments were carried out on a number of different molecules. The dissociative 

ionization of acetylene, methanol, methylene chloride, and acetonitrile showed, in general, similar 

ion yields enhancement as described for the larger mollecules. Here we only show in detail results 

for acetylene in Figure 6.8. As for the other molecules, at low intensity factor-of-ten enhancement 

is observed for the parent ion. At higher intensities, the over an order-of-magnitude enhancement 
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is observed for C2+, and, in the case of acetylene, for the doubly charged acetylene ion. Formation 

of acetylene dication, at mass-to-charge 13 is distinguished from the CH+ fragment ion, based on 

the appearance of a small peak at mass-to-charge 13.5 corresponding to 13C containing doubly 

charged acetylene ions with an intensity pattern that matches the relative natural abundance of the 

carbon isotope. Double ionization of acetylene requires ~32 eV, and its ground state is stable.294 

Dissociative enhancement associated with HOD occurs with the smaller molecules at slightly 

higher intensities compared to the larger ones. Moreover, the proton ion yield enhancement 

(compared to TL at any given peak intensity) was also smaller and was found to increase in the 

following order: methylene chloride < acetonitrile < acetylene < methanol. 

 
Figure 6.8 Spider plots on a logarithmic scale for the observed acetylene fragment ions using FOD 

(blue), negative (red), and positive (green) TOD pulses compared to TL (black) pulses at (a) 3.4, 

(b) 5.1, and (c) 6.8 × 1014 W/cm2 peak intensity. The ion yield enhancements indicated by the 

black arrows using FOD are: in (a) for C2H2
+=12.2±0.8. In (b) for C2H2

2+=10.2±0.9. In (c) for 

C2H2
2+=12.2±0.7, and for C2+=16.5±1.2. 
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Kinetic energy release (KER) following dissociative ionization was obtained from the 

measured peak profiles for the light fragments, which appear as multiple separate components due 

to the fact that the forward Coulomb exploded fragments reach the detector at an earlier time 

compared to the backward ones (see Figure 3). From such peak profiles, the KER can be calculated 

according to the equation:295 

 
2 2 2

7( ) 9.65 10
8

t n F
KER eV

m

 
    (6.5) 

where t  is the separation time between the forward and backward peaks in nanoseconds, n  is 

the charge, F  is the DC extraction field in V/cm, and m  is the atomic mass number. The KER 

distributions are obtained from the forward ion peaks in Figure 6.9, in order to circumvent the 

limited angular acceptance in the ion spectrometer over the energetic fragments. The calculated 

KER distributions was obtained at 6.8 × 1014 W/cm2 for the forward peaks of H+, C3+, and C2+ 

from toluene and o-nitrotoluene while using vertically polarized beam (parallel to the flight tube 

and the detection axis). HOD increases the total ion yields as well as the KER distribution. This is 

observed both, regarding the cutoff KER and the most probable KER. A similar behavior is 

observed for C3+ and C2+. 
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Figure 6.9 KER from (a-c) toluene and (d-f) o-nitrotoluene using TL (black), positive (green) and 

negative (red) TOD, and FOD (blue) pulses at 6.8 × 1014 W/cm2 peak intensity. 

 

Similar increase in the KER of H+, C2+, and C+ was found for acetylene (Figure 6.10), and 

for the other smaller molecules. The increase in KER associated with the presence of HOD 

indicates greater accumulation of charge prior to Coulomb explosion. The increase in both of the 

total amount of fragments and their KER indicates a significant role for the pedestal in the 

dissociation mechanism The KER cut-off values from acetylene and the other small molecules 

were smaller than those observed for the larger molecules. The KER increase appears to depend 

on the number of charges that can be accumulated prior to Coulomb explosion, as discussed below. 
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Figure 6.10 KER from acetylene using TL (black), positive (green) and negative (red) TOD, and 

FOD (blue) pulses at 6.8 × 1014 W/cm2 peak intensity. 
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6.4 Discussion 

To understand the underlying mechanism behind the observed yield and KER enhancements 

reported for pulses with HOD, we draw from previous findings in the strong field ionization 

literature. Ionization processes are highly dependent on the relative orientation of the molecule 

and the laser polarization axis.296 Pulses with negative TOD have been implemented to increase 

the dissociation yield of H2
+ 59 by means of using the pedestal to induce nonadiabatic alignment of 

the molecule. Such a mechanism is feasible in the case of small diatomic molecules, where the 

rotational constant supports fast rotation within the timescale of the pedestal. In the current work 

with large molecules, the rotational constants are associated with a rotational motion that is two 

orders of magnitude slower. Therefore, it is unlikely that significant alignment is induced by the 

pre-pedestal. Moreover, one would expect to have a greater difference between negative and 

positive TOD, whereas only slight enhancement was observed in the favor of negative TOD. 

It has been shown that when the molecular bonds get stretched to a certain critical 

internuclear distance "bond softening”, ionization cross section reaches a peak rate that is orders 

of magnitude larger than at the equilibrium internuclear distance.297 This process is also known as 

enhanced ionization and is attributed mainly to the nonadiabatic electron density localization near 

the nuclei after bond stretching. The enhanced ionization mechanism has been used to explain the 

ejection of energetic H+ from polyatomic hydrocarbons due to the accumulation of a highly 

charged parent ion.272 With increasing molecular size, bond softening can occur at multiple C-H 

bonds simultaneously, leading to a highly charged state with strong Coulomb repulsion forces. The 

highly charged state mechanism, in which all the H+ fragments are ejected at once in a concerted 

fashion, has been demonstrated in the framework of time-dependent Hartree-Fock298 and time-

dependent density functional theories.299-300 In our current work, the ejection of energetic H+ can 
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be explained to take place following a similar mechanism, which is supported by the increased 

KER values with accordance to the molecular size. 

TOD and FOD pulses are associated with the presence of pedestals along with a slight 

increase in the pulse duration. An increase in the yield of energetic H+ ejection from molecules 

has been observed to occur at constant intensity with longer pulse durations.281 The observation 

was attributed to the necessity to populate the precursor’s highly charged states through which 

multiple C-H stretching and softening can occur, followed by the concerted Coulomb explosion. 

However, the currently observed enhancement, both in terms of yield and kinetic energy, is 

attributed mainly to the pulse pedestals. We confirm this assertion by plotting changes in the ion 

yields when employing TL pulses with durations that are similar to that of the TOD and FOD. 

Such changes were much smaller than those found for TOD and FOD pulses (Figure 6.11). 

 

Figure 6.11 (a) Ion yield enhancement from toluene at 5.1 × 1014 W/cm2 normalized with respect 

to the yield of 36 fs TL pulses (black unity circle at 1) when using negative TOD (red) and FOD 

(blue). (b) The same normalized comparison with respect to 36 fs TL pulses when using 48 fs TL 

pulses (red) and 64 fs TL pulses (blue). 
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The higher KER values are consistent with HOD pedestals leading to highly charged 

precursors prior to Coulomb explosion. Here we suggest that pre-ionization is important to reach 

higher charge densities. To evaluate this hypothesis, we recorded the ion yields from toluene and 

o-nitrotoluene as a function of laser peak intensity using TL pulses as shown in Figure 6.12. For 

both molecules, it can be seen that molecular ionization starts at 1014 W/cm2 and saturates soon 

after. Pre-ionization is also expected to enhanced electron density localization near the nuclei. 

 

Figure 6.12 Ion yield as a function of peak intensity for (a) toluene and (b) o-nitrotoluene on a 

double-log scale. Vertical lines indicate the peak intensities at which the HOD pulses were used. 
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 Taking pre-alignment, bond softening, and pre-ionization into account, we were surprised 

that we do not see larger differences between negative and positive TOD. We expected a greater 

difference. In the search for that difference, we carried out pump-probe experiments by generating 

a weak long pulse (~100-200 fs) and a stronger (~10 times more intense) short pulse (50 fs). 

However, the ion yield differences were slightly higher when the long pulse precedes the short 

one, which is similar to the negative TOD enhancement compared to positive TOD. We also 

evaluated fifth-order dispersion pulses that closely matched the pedestal of the FOD pulses and 

again failed to see large differences between positive and negative fifth order dispersion. Our 

findings show that FOD, which is time symmetric, produced the highest ion yields and KER 

values. From which it can be surmised that even a lagging pedestal is effective. Therefore, we 

propose our results require we consider a process known as cascaded ionization.301-302 We envision 

that at the intensities being studied, a number of electrons move in response to the field, the 

cascaded hopping of electrons within these large molecules leads to the creation of highly charged 

ions such as C3+, and their emission along the polarization direction of the laser pulses. 
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6.5 Conclusion 

The dissociative ionization of a number of molecules including acetylene, methanol, methylene 

chloride, acetonitrile, toluene and o-nitrotoluene following interaction with intense laser pulses in 

the presence and absence of high order dispersion have been explored in this chapter. We find that 

both third- and fourth-order dispersion leads to an order of magnitude increases in the yield of 

fragment ions and that these enhancements are accompanied by a factor of three increase in the 

kinetic energy release of these ions; a factor of two increase for the smaller molecules. Comparison 

between pulses with pre- and post-pedestals found relatively small differences, implying that 

mechanisms such as pre-alignment, pre-ionization, and bond softening appear to play a relatively 

small role in explaining our results. We invoke a cascaded ionization process, in which multiple 

electrons hop within the molecule causing highly charged species. Once the electron cloud forms, 

it creates a localized plasma that is highly susceptible to the laser field and hence to the trailing 

pulse pedestal. This explanation is consistent with the detection of highly charged species such as 

C3+ emitted along the laser polarization axis, the minuscule difference between pre- and post-

pedestal pulses, and the molecular size dependence. We have found that the effects are greater for 

larger molecules. Future work will focus on molecular properties that enhance our findings. 

Similarly, we will explore the use of differently shaped pulses that may best take advantage of 

cascaded ionization. In particular, we are eager to explore stretched square pulses that offer fast 

initial ionization and maintain the field intensity constant until the end of the pulse.303 Through 

collaborations, we hope to explore time-dependent theoretical simulation of our results and 

coincidence measurements that will further clarify the processes leading to high-energy highly 

charged particles. 
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Chapter 7 Summary and Future Outlook 

The work presented in this thesis is a continuation of an endless effort from the Dantus research 

group to use femtosecond laser pulses to understand control laser-matter interaction. The work that 

is described here in particular focuses on mainly on how to use shaped pulses to understand and 

control excited state dynamics of molecules. Chapter 2 focused on unraveling the dynamical steps 

that are associated in ESPT from protic solvents to a Schiff base known as FR0-SB. The use of 

single beam shaped pulses to reveal dynamical information for cyanine dyes with various 

substituents as well as the effect of protein pocket on the dynamics of cyanines are described in 

Chapters 3 and 4. Lastly, shaped femtosecond pulses have been used to control energy transfer and 

the population of higher excited state in cyanines in Chapter 5 as well as the ionization yield and 

KER of polyatomic molecules using pulses with HOD. 

 In the following subsection a future perspective is given for two major areas that have been 

investigated in this thesis. 
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7.1 Photobases and Proton Transfer Dynamics 

The amount of literature that is known about photobases is still scarce and limited relative to what 

is known about photoacids. With the given photobase in hand, further steady-state and time-

resolved studies can be carried out to address proton transfer dynamics from non-alcoholic solvents 

as the studies presented here were limited to small alcohols. 

 The kinetic and steric factors can also be addressed and how would they be related to the 

observed proton transfer dynamics as in the studied alcohols, mainly MeOH and EtOH, the time-

resolved intermediate formation was limited by the dielectric solvent relaxation constant and this 

was also reflected in the observed final equilibrium between the protonated and nonprotonated 

forms of FR0-SB after excitation. However, early results show large differences in ESPT when 

comparing n-propanol with iso-propanol, which hints towards the importance of steric factors in 

abstracting the proton and solvating the negatively charged alkoxide moiety without further 

geminate recombination. 

 Further studies can be also carried out on similar Schiff bases that are bound inside 

specifically designed protein systems in which the protons are placed at targeted amino acids 

allowing ESPT to occur from those protons while shielding the photobase environment. 
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7.2 Controlling Energy Transfer in Cyanines 

In this thesis a powerful control scheme is proposed in Chapter 5 in which excitation to higher 

excited state can couple the system between the higher excited state and the ground state in which 

internal conversion to lower excited state. 

 In the demonstrated control the S2 state was populated directly with a one photon transition 

using shaped pulses. Further studies could make use of using lower frequency photons to reach the 

excited state using a multiphoton transition while modulating the phase of the excitation pulse, in 

a particular the use of sinusoidal and pi-step phases which were demonstrated as strong tools to 

specifically enhance targeted multiphoton transitions. Early unpublished results from our group on 

the same molecular system (IR144) while using infrared pulses that are centered around 1070 nm 

with a sinusoidal phase demonstrate the applicability of this approach to modulate the relative 

emissions between S2 and S1 states. 

 The control scheme can be also applied to molecular systems in which the reaction can be 

initiated from a higher excited state with better efficiency than a lower excited state. Such as energy 

transfer from the S2 state in carotenoids to the chlorophyll Qx band in light harvesting complexes. 

Or in specifically designed dual chromophores that can trigger a fluorophore release from a higher 

excited state.304 
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