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ABSTRACT

CONTROLLABILITY OF HYPERBOLIC AND DEGENERATE
PARABOLIC EQUATIONS IN ONE DIMENSION

By

Jonathan Matthew Bohn

In this thesis, we study the controllability problem for two systems of partial differential
equations. We will first consider the wave equation with variable coefficients and potential in
one dimension, uy — (a(x)ug )z + pu = 0, with control function v(t) acting on the boundary.
We consider a class of functions corresponding to a special weight function that contains the
variable coefficient a(z). From here, we derive a global Carleman estimate for this system,
and establish the controllability property. We then later extend the class of admissible
functions a(z) for which the controllability property holds true.

We then study the controllability problem for the degenerate heat equation in one di-
mension. For 0 < a < 1, on (0,1) x (0,7, we consider wy — (x%wg),; = f. This equation is
degenerate because the diffusion coefficient % is positive in the interior of the domain and
vanishes at the boundary. We consider this problem under the Robin boundary conditions.
Again, we derive a Carleman estimate for this system, taking into account the new boundary

terms that arise from the Robin conditions.
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KEY TO SYMBOLS

. R" = p-dimensional real Euclidean space, where R = R

. 2 C R"™ = open set in R".

0Q) = boundary of (.

. v = v(z) = unit outward normal.

Foru:Q — R,z € (), then ug; = gu = lim w, whenever this limit exists.

h—0 h

For u:Q — R, then Au=73"1", Uz, the Laplacian of u.

. AC(Q) ={u: Q C R — RJu is absolutely continuous} .

8. CF(Q) = {u:Q — R|uis k — times continuously differentiable} .
9. Ce(22), C?(Q), etc., are those functions in C(£2), C’k(Q), etc., with compact support.
10. LP(Q) = {u : @ — Rlu is measurable and |[[u||rp) < oo}, for 1 < p < oo, where
1
lullpy= (fq lulPdx) P
11. L%°(Q) = {u : @ — R|u is measurable and [[u||fo0() < oo}, where [[ul|zo0(0)=
esssupq |ul.
12. WkP(Q) = {u € LP(Q)|D € LP(Q),V|a| < k}, the Sobolev spaces.
13. Wéc’p(ﬂ) is the closure of CZ° in Wk’p(Q).
14. HY(Q) = Wh2(Q), HE(Q) = W (Q).
15. H=1(Q) is the dual space to H&(Q)
16. For X a real Banach space, with norm || - ||, then
LP(0,T;X) = {u :[0,T] — Xu is strongly measurable and |[|uf|zp(o 7.x) < oo},
1
for 1 < p < oo, where [|ul|rp( 1.x) <f0 [lu(t det>
17. C([0,T]; X) = { :[0,T] — X|u is continuous, and ||uHC([O,T];X)<oo} , where
lullegor)x) = ona [[u(®)]]-
18. lep(O,T;X) = {u € LP(0,T; X)[u’ exists in the weak sense, and u’ € Lp(O,T;X)} )
19. For m >0, LZ, (Q) = {q € L>=(), [[q|[poo(q) < m}-

vil



20.

21.
22.
23.
24.

For m >0, LZ, (2 x (0,T)) = {p € L=(Q x (0,T)),]|pl|[ oo < m}.

HLY0,1) = {u € L?(0,1)|u € AC([0,1]) and \/au, € L?(0,1)}.

H2(0,1) ={u e H1(0 D|au, € H'(0,1)}.

B((0,1) x
For operator (A
H((0.1) x (0,7)) =

D(A

)
L

o
),
2

[0,77; L2(0,1)) N L? (0, T; HL(0,1)) .

(0,75 D(A)) N HY(0,T; L%(0,1)) N C ([0, T]; H}(0,1)).

viii



Chapter 1

Introduction

In this study, we present some applications of the problem of controllability in partial differ-
ential equations. The controllability problem in the context of this work may be described
in summary as follows: Consider a evolution system described in terms of partial differential
equations and a time 7" > 0. Allow ourselves to influence this system through means of a
control function. Now, given a set of initial states and final states, the goal is to find such
a control function, so that by means of the control, the system is driven from the initial
states to the final states in time 7. The natural question arises then; Which systems are
controllable?

We will consider this question for two different systems. An answer can be developed
depending on what space the initial and final states reside. In Chapter 2, we develop the
framework necessary for the solution space to study the hyperbolic system of Chapter 3. Of
interest then, let Q € R™ be a domain, w C Q, T' > 0, and consider the linear wave equation

with interior control function f in Q x (0,7,

;

ugt — Au = f(z,t)xw, (x,t) € Q2 x (0,7T),

u=0, (z,t) € 99 x (0,T), (1.1)

u(z,0) = ug(x), ug(x,0) = uy(z), x €.

\

It is well known that for f € L?*(Q), (ug,u) € Hé(Q) x L2(Q), then (1.1) is well posed,



with a unique finite energy solution u € C ([0, T; H&(Q)) Nt ([0, T7J; LQ(Q)) . However, the
controllability question is most naturally posed in the larger class (ug, u1) € LQ(Q) x H~1 ().
In Chapter 2, we present the Transposition Solutions, arising from this form of the initial
states. Then, in Chapter 3, the control function for the hyperbolic equation can be developed
in terms of these solutions.

In Chapter 3, we study the variable coefficient wave equation. For control v(t), and

potential function p(z,t), consider

.

utt — (a(x)ug)z + p(x, t)u =0, (x,t) € (0,1) x (0,7),

w(0,8) =0, u(l,t) =v(t), te (0,T), (1.2)

u(z,0) = ug(z), w(z,0)=wui(z), x€(0,1).

\

By the Hilbert Uniqueness Method [38], the controllability of such a system is equivalent
to the observability of the adjoint problem. That is, for an appropriately defined subset of
the boundary, I'(z(), one can positively show controllability by obtaining an inequality of

the form

2
gz drdt. (1.3)

T
2
||(u0,ul)||L2(Q)><H_1(Q) = C’/O /F(ffo)

A more refined inequality is the Carleman Estimate, which contains the necessary infor-
mation of observability. In Section 3.2 we develop the Carleman Estimate for a certain class
of functions a(x), assumed to be C2(Q), and in the class B defined in (3.7). Specifically, for

these a(x), let T > 0, and assume that xg < 0,ag > 0. There exists 5 € (0,1) such that

(&= 20) (1.4)



Then for any m > 0, we will show there exists A > 0 independent of m, sy = sg(m) > 0
and a positive constant M = M (m) such that for ¢ and ¢ as defined as in (3.10), for

a(z) € B(zg,ap) defined in (3.7), for all p(z,t) € LZ ((0,1) x (=T, T)) and for all s > s,

T 1 T 1
5/ / 252 (|wi|? + |wy|?)dadt + 83/ / 25 |w|? dudt (1.5)
-TJ0 -TJ0
1 1

—|—s/ 628@(—T>(|wt(—:r)|2+|wa,(—T)|2)dx+s3/ 250 (=T) (= T)|2dz
0 0

T rl T
< M/ / erﬂLw—l—prQdmdt%—Ms/ e |wy (1, 1) dt,
-TJo T

for all w € L?(—T,T; H&(O, 1)) also satisfying wy — (a(z)wz)z + pw € L2((0,1) x (=T, T))
and wy(1,t) € L2(=T,T).

In Section 3.3, we show the connection between the Carleman Estimate and controlla-
bility. We will show that with the Carleman Estimate as above, controllability holds true.
In Section 3.4, we expand the class of functions a(x) for which controllability holds. For
a(x) defined up to the base point z(, we extend the admissible class of functions to those
a(z) € C1(Q).

In Chapter 4, we pose the same questions for the degenerate parabolic equation. Consider

the parabolic equation

up = (a(@)uz)y = f(@, )xw,  (2,1) € (0,1) x(0,T),

u(z,0) = ug(z), z € (0,1).

(1.6)

Then if a(0) = 0, this system is said to be degenerate. In the case a(x) = z%, the
Carleman Estimate is known to hold under the appropriate Dirichlet or Neumann boundary

conditions, for 0 < a < 2. In Section 4.1, we recall and apply a recent work necessary for



well-posedness for Section 4.2. In Section 4.2, with this chosen a(z), we state and prove the

analogous Carleman Estimate with Robin boundary conditions.



Chapter 2

Preliminaries

2.1 Regularity of the Wave Equation

The goal of the first part of this section is to introduce the relevant existence and uniqueness
results for the wave equation with less regular data. It is well known that the hyperbolic
system is well posed with suitable regularity on initial conditions, for example, data in
H&(Q) x L?(Q). However, the system can be studied with less regular initial conditions.
The corresponding transposition solutions can only be understood in the transposition sense
of Lions [39]. In turn, we will apply the transposition solutions to the controllability problem
for the wave equation of section 3.1, as in a very natural sense, this is the largest space for
which the problem is well-posed.

Consider the system

@tt_A¢:f7 (Jf,t)EQX(O,T),

¢ =0, (z,t) € 00 x (0,T),
(2.1)

©(x,0) = po(z), z €,

et(z,0) = p1(z), x€Q,

where f € L' (0, T LQ(Q)) , and the initial conditions ¢q(x) € H&(Q), and @1 (z) € L*(Q).



Then, with these regularity assumptions, the solutions ¢ of (2.1) satisfy
e e ([0.7 HY@) Nt (10,7): (%)) (2.2)

For the proof, see for example [3] or [16]. However, the finite energy property does not
apriori show L2 regularity of %5 by classical trace inequalities. The result is in fact true
that T € L2 (99 x (0,T)) . This is not straightforward, and requires careful analysis of the
resulting terms after using a multiplier technique. For this reason, the regularity for g—f is
often referred to as Hidden Regularity. The correct multiplier for this particular problem is
due to Ho [26] (cf. [36], [37], [38]). The regularity result will be needed for the definition

of the transposition solutions to the wave equation in Section 2.2.1. The Hidden Regularity

proof below is adapted from [37].

Theorem 1. (Hidden Regularity). Let Q@ € R™ be a domain with smooth boundary, and let
© solve
QOtt—AQD:f, ($,t>€QX(O,T>,

o0, (z,t) € 9Q x (0,T),
(2.3)

o(z,0) = ¢o(z), r €,

ot(2,0) = p1(z), €,

\
where f € L (O,T; L2(Q)), and initial conditions ¢g(x) € H&(Q), and p1(x) € L2(Q).

Then y € L2 (99 x (0,T)), and furthermore,

for some constant C.

W l20ax 1) ¢ <||f||L1(0,T;L2(Q)) 1ol 1) |!<P1||L2(Q)) , (2.4)



Note: In the proof, always use the Einstein summation convention when applicable. That

is, for functions {f;},{g;};";, then
m
figi = _ figi (2.5)
1=1

Proof. By the standard approximation argument, the problem reduces to proving the result
for regular functions f, ¢, and ¢q.

This will use a function multiplier from [26], for which we always assume the Einstein
summation notation of (2.5). For k = 1,...,n, let hy(x) be functions such that hy, € C1(Q)
and hy, = v, on 0€). (Such functions exist because of the assumed regularity of the boundary).
Now, we incorporate the multiplier from [26]. Multiply both sides of (2.3) by hk(%pk and
integrate to obtain

i
— | A T dr = 2.
/Q SUtthk; dil? / Wlk D 7 dr = / Jhi— D S —d. (2.6)

We will integrate by parts, considering terms separately. First, look at the second term

of (2.6). We have

Op 8@ 0 Op _/ Jp . Op
/ —oehy &rkd o 0x; Ox; (h &pk) da 0 81/h Oxy, 9y (2.7)
(%) 9% O Ohy, Dy %
o) 3_xihk8xi8:pk d + o Ox; 0z; 8mkdx /3 v a5, (28)

where we have used the definition of hj = vy on the boundary. Now, the first term of (2.8)



becomes

Do 0% 1 ) 5
—h dr == | hp—=— dz. 2.

Upon integration by parts,

th

0 0> 1
Ld L4 dx:—/ hivy, |Veo|? dS——
[}9]

24
Vo 2.1

2
Since ¢ = 0 on 9N, we have that |Ve|? = (%‘5) . In combination with (2.8), we discover

that the second term from (2.6) can be written as

L[ Oy o o g Oy, Dy _1/ o\ 2
B / Vel de + o Oz; Ox; 8xkdx 2 Joo \ Ov ds.

Now, return to (2.6). Integrating by parts with respect to time gives

T 0
2
hy—— ) dxdt 2.12
/O/Q(W ’“amk) (2.12)

T T
—/ /wthk%d:pdw/ggothkg—i o
8hk dp |7
- [
/ /9$k /Q% Mok, !

Integrating, and combining (2.6) and (2.12), we arrive at the expression

ahk op 1
s e [ emnged,
B Oh — o T 1 9y Ohy Oy 1 /T / 9o\ 2
_ 2/0 /ank Vol dmdt+/0 /(9:162 G gedrt— [ (G0 dsin

dx (2.13)




T
dp

+ / / Fhy =2 dadt.
o Jo Fouy

Now, since h € C1(€), there exists constants ¢ and & such that

n
[h(z)| < c, and ) |9ihj(x)] <&
ij=1
2
Solving (2.13) for fOT /. 90 (%5) dSdt and using the above bounds, we arrive at the

) 0
expression for || 3;@ 72 (092x(0,T)

Now, we can recover the desired inequality (2.4). Define the energy

1
E(t) =5 /Q o7 (w0, t) + |Veo(x,t)*dr, 0<t<T. (2.14)

Then, by computing the derivative, we easily see

dFE
o / oi(prt — Ap)dr = 0.
Q

That is, the energy is independent of ¢. In particular, for ¢ = 0, we use (2.13) and (2.14) to

obtain the inequality in terms of the initial data, as desired,

9y
ov

L2(60%(0,T)) =¢ (HfHLl(O,T;LQ(Q)) ol o) H%01||L2(Q)) : (2.15)



2.2 Transposition Solutions

Now, we introduce the notion of transposition solutions. Because of the decreased regularity
of the initial conditions, the solution to the wave equation does not exist in the classical
sense. Rather, the solution must be defined through an intermediate system. The general
method for the transposition solutions can be found in volumes 1 and 2 of [39]. The short
introduction for our problem is adapted from [45]. The main idea is that the solution of the
less understood equation can be interpreted by a different well understood one.

Consider the system

u — Au = f, (x,t) € Q2 x (0,7T),
u =0, (x,t) € 02 x (0,7,
. (2.16)
u(@,0) =up(z), =z,
ut(xvo) = Ul(l’), YIS Q7

where (ug,u1) € L2(Q) x H~1(Q), and f e L? (0,75 H~1(Q)). For ease of notation, let us
set

Y = L3(Q) x H1(Q) and D(A) = H}(Q) x L*(Q).

Then, for (y1,y2) € D(A), we define A by its action

Ay = A(y1,y2) = (y2, —Ay1).

Here, —A : H&(Q) — H71(Q), and so we may also associate the scalar product on H~1(Q)

10



in the usual fashion, defined by

(B g-1g) = [, V- V(=0)ed. (217)

In (2.17) above, (—A)7I¢ is that solution w of the equation —Aw = ¢ in Q (for w €
H&(Q)) As is standard then, the method of proof for well-posedness will be to construct a

semigroup of contractions.
Theorem 2. The operator (A, D(A)) is the generator of a semigroup of contractions on'Y .
The following short lemma will prove to be useful in the proof of Theorem 2.

1
Lemma 1. The map f — HfHH—l(Q) =(/, <_A)_1f>l2{—1(§2) is a norm in H~1(Q)

xH}(Q)

equivalent to the usual norm.

Proof. Since (—A)~1 . H71(Q) — H&(Q) is an isomorphism, then also the map f —

||(—A)_1f||H1(Q) is a norm in H~! equivalent to the usual norm. Now, let f € H~1(Q),
0

and test the equation —A ((—A)_lf) = f with (—A)_lf. We get upon integration by

parts that

| Vs ke = (1007, (218)

(QxH Q)

By Poincaré’s inequality, we have that the left hand side of the inequality is equivalent to
the H& norm. By our first statement, f — ||(—A)*1f||H1(Q) in 1 is also an equivalent
0

norm. Therefore,

2 12,7, AL
el 10 S/Q’V((_A) P de = <f’( A) f>H—1(Q)xH5(Q)

11



< CII 11 (2.19)

Taking square roots, the lemma is proved. O
With this lemma, we continue with the proof of the theorem.

Proof of Theorem 2. The proof will involve showing the hypotheses for the Hille-Yosida The-
orem, which is standard. The statement of the Hille-Yosida Theorem can be found in [16].
First, A must be shown to be densely defined and closed. It is clear that D(A) is dense in Y.
Let us show that A is closed on D(A). Let yn, = (y1n, y2n) € D(A) be a sequence converging
to some (y1,y2) € D(A), where Ay, converges to some (f,g) € L>(Q) x H~1(Q). By the
definition of A, we have that yo = f. Now, because (—A)*1 is continuous as an operator
from H~1(Q) to H&(Q), we have that (—A) " (=Ay1,) = y1n — (—=A)"1g. From here, it
follows that y; € H}(Q) with g = —Ay;.

For the second part of the Hille-Yosida Theorem, it must be shown that every positive
A belongs to the resolvent set and that the resolvent operator defined by Ryu=(\ — A) v
satisfies [|Ry]| < % for A > 0. Recall X belongs to the resolvent set if the operator A\I — A is
one-to-one and onto.

Now, let A > 0. For f € L?*(Q),g € H1(Q), consider the system

)‘yl_y2:f7 il’lQ,
(2.20)

Ayg — Ayp =g, in Q.

Notice then that Ry(f,g) = (A\I — A)~(f,g9) = (y1,y2). By multiplying the top equation

12



in (2.20) by A and adding the two equations, we obtain

Ny — Ay = Af +g, in Q.

(2.21)

By the standard elliptic theory (see [25] for example), there exists a unique weak solution

to (2.21) in H&(Q) Now, we need to obtain a suitable estimate. By applying (—A)~! to

the first equation of (2.20), we get
-1 -1 -1
AM=L) "y = (=8) Ty = (L)

Next, by testing (2.20) with (—A)~1ys and substituting by (2.22), we obtain

A<?/2,(—A)_1y2> +/\<—Ay1,(—A)_1y1>

H-LQ)xH} ()

= <g, (—A)_1y2>

H-L(Q)<H}(©)

+ <—Ay1, (—A)_1f>

H=L Q)< H}(©) H-LQ)xH} ()

Using Lemma 1, the first term on the right hand side of (2.23) can be estimated,

-1
< ||g||H—1(Q)||(_A) y2||H&(Q)

< C||9||H—1(Q)||y2||H—1(Q)-

Also, we can see by an application of Green’s formula that

(=ou. (=) ) = /Q ((~am)((~2) ")) do

H=1(Q)x H} (%)
= / y%da:.
Q

13

(2.22)

(2.23)

(2.24)

(2.25)

(2.26)



The same is true replacing y; with 9. Also,

(=D, (-2)7'F) vy = [ (CamEa ) 2

H=1(Q)xH ()

From (2.23), (2.24), (2.26), and (2.27), we finally obtain

Myt + Aol -1y < € (11120 1]l 22y + 19l 710y Il g1y ) - (2:28)

This bound is valid for all f € L2(Q),g € H~}(Q), and so we can obtain the required
: : 2 -1 _ 2
estimate by taking the norm on L=(Q) x H~*(Q) as ||(y1, y2>HL2(Q)XH_1(Q) = ||y1HL2(Q) +

||y2||§1’_1 ) By the Hille-Yosida Theorem, A is the generator of a semigroup of contractions

onY. O

2.2.1 Application

Here we apply the method to our specific problem of interest. We will use the transposition
solutions defined in this section to the problem outlined in Chapter 3.

Consider the problem

2 — Nz = f, (x,t) € 2 x (0,7),
z =u, (x,t) € 02 x (0,T),

(2.29)
2(2,0) = zo(z), we

#(2,0) = 2(2), 2,

where f € L (0, T H~1(Q)), the control function u(z,t) € L? (09 x (0,T)), and the initial

14



conditions zo(z) € L?(Q), z1(z) € H~H(Q).

By Theorem 2, we know that problem (2.29) has a solution when w is identically 0. But,
to study the control problem, one must make sense of what it means for u to control the
boundary. This is made precise in the method of transposition. We now introduce the
notion of solutions for (2.29). This will be the definition used when proving existence and

uniqueness.

Definition 2.2.1. (Transposition Solution) A function z = z(z,t) € C ([0,T); L*(Q)) N

ol ([0, T7; Hﬁl(Q)) is a transposition solution if

T T 9z T
/ /fyd:tdt:/ /zgpd:pdt—l—<—(T),y > (2.30)
0 Jo 0o Jo ot H=1(Q)xHL(Q)
0z T / dy
— ( =(0),y(0 - Ty dx + 0)==(0)d
SHON >>H_1(Q)XH6<Q) [ smna s [ 000

T
+/ / @udsdt,
0 Joq ov

for all (go,yT, ATy e Ll (O,T; LQ(Q)) X H&(Q) x L2(), where y solves the problem

ytt—Ay:% (:L'7t) €N X (O7T)7

y=0, (x,t) € 02 x (0,T),
(2.31)

y(.T,T) - ?JT> YRS Q7

| w@T) =", zeQ

Now, we introduce the main existence/uniqueness theorem, in the sense of transposition,

due to [38].

Theorem 3. (Ezistence and Uniqueness of Transposition Solutions). For every set of func-

tions (f,u, 29, 21) € LY0,T; H~1(Q)) x L2092 x (0,T)) x L*(Q) x H1(Q), the equation

15



(2.29) has a unique transposition solution z. The map to z is continuous as a map into

C([0,T); L*(€)) n C1([0, T); H~ ().

Proof. By Theorem 2, because of the semigroup theory, given initial data (f,zg,z1) €
LY0,T; H1(Q)) x L?(Q) x H1(Q), there is a unique solution z = z(f,0, 29, z1) to system
(2.29). The map to z is linear and continuous into C'([0, T]; L2(Q))NC(0, T; H~1(Q)). Thus,
without loss of generality, by linearity we can consider the specific case where (f, 29, 21) =
(0,0,0). For, if z solves (2.29) for u = 0, and Z solves (2.29) for (f, zg,21) = (0,0,0), then
w = z + Z solves (2.29).

Now, let A be defined by A(y) = %, where y solves

ytt—Ay:% ([E,t)GQX (OaT)a
y=0, (z,t) € 002 x (0,T),
(2.32)
y(x,T) =0, x € €,
ye(z, T) =0, x e .

\

By the Hidden Regularity estimate from Theorem 1, we have that % e L2 (99 x (0,7)).
Thus A defines a map A : L2(Q x (0,T)) — L?(9Q x (0,T)). Now, set z = A*u, where
A* is defined in the sense of <u7A90>L2(8Q) = 50 u%ds = (A*u,go)LQ(Q). Then, z €
Lz(Q x (0,7)). By multiplying (2.29) by y and integrating by parts in space in time, we

arrive at

0z dy T 9y
—( —=(0),y(0 +/ 0—0d+//—ddt=0. 2.33
<3t( bl >>H1(Q)xH3(Q) QZ( Yr (0 o Joa o' (233)

That is, z solves (2.29) in the transposition sense (uniquely) with zero initial data, in the

case yT = O,7T =0.
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Now, we must show that the solution z actually does belong to z € C ([O,T]; LQ(Q)) N

cl ([0, T]; H1(Q)). Let (un)°, be a regular approximating sequence. Let 7 € [0,77], and
n=1

(y7,7") € H} () x L3(2). Then there is a solution y € C ([0, T]; H () NC ([0, T]; L*(R2))

to
ytt—Ayzo, (.CL",t) e x (O,T),
y=0, (x,t) € 0Q x (0,T),
(2.34)
y(z,7)=y7, x €,

ye(z,7) =177, z € Q.

\

Since the initial data has enough regularity, the Hidden Regularity estimate of Theorem
1 applies, and we have

‘ ‘ dy(y™,7")

. ¢ (I Ny e+ 107l 200)- (2.35)

L2(09%(0,T))

Now, recall definition 2.2.1 of the transposition solution. Take v™ = 0 and 3" = 0

respectively. From (2.34), the two equations are satisfied by z,=2z(0, uy, 0,0):

Ozp, T> /(9zn o / / dy(y",0)
—(7),y dx = updsdt 2.36
< o ") H=L(Q)x H} () ot oo ov " (2.36)
and

T T
/zn(T)Wde:/ / %undsdt. (2.37)
Q 0 JoQ v

From here, we can easily obtain the Cauchy estimates. By using Holder’s inequality and

(2.35),

lzn = 2mll e 0. 02(0)) = Tg[L(l)pT] WII 2 )=t

// 9(0.77) Uy — U )dsdt
9 v
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. (2.38)

— Um||L2(aQ><(O,T))’

and

oy(yT, 0
/ /69 o um)dsdt

(2.39)

1Gzn)t = Gm)ell ooy -1(0)) = resﬁ)pT HyTII o)~}

< Clluy — Um||L2(8Q><(0,T))'

Taking limits, the theorem is proved. O
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Chapter 3

Hyperbolic Equations

3.1 Introduction

In this section, we consider global Carleman type estimates for the one-dimensional wave
equation with variable coefficients and a potential term. Specifically, the system of study is

the following:

(

ut — (a(x)ug)y + plx, t)u =0, (x,t) € (0,1) x (0,7),

w(0,t) =0, wu(l,t)=v(t), te (0,7), (3.1)

\ u(z,0) = ug(z), ui(z,0)=ui(xz), ze€(0,1).

The end time is fixed with 7' > 0. Also, we assume that a(z) € C2([0,1]) with a(z) >
ag > 0 in [0, 1], the potential p(xz) € L°°((0,1) x (0,7)), and the initial conditions ug €
L2(0,1) and uy € H~Y(0,1). Here, v = v(t) € L?(0,T) is called the control function and
u = u(x,t) is the associated state.

From Theorem 3, for (ug,uy) € LQ(O, 1) x H_l(O7 1), there is a unique transposition

solution u(z,t) to (3.1), such that

ue CO([0,77; L2(0,1)) n ([0, T]; H~1(0,1)). (3.2)

The exact controllability problem for (3.1) at time 7" > 0 is then the following: Given
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initial conditions (ug,u1) and final conditions (zg,z1), find a control function v € L2(0,1)

such that the corresponding solution u satisfies

w(z,T) = zg,ut(x, T) = 21, for z € (0,1). (3.3)

In other words, through the control function v(t), is it possible to drive a set of given
initial conditions to a prescribed final state? Because of linearity and time reversibility
of the operator of study, exact controllability of (3.1) at time t = T is equivalent to null
controllability at T'. That is, under the same initial conditions, the corresponding solution u
satisfies

u(z, T) = 0,u(z, T) =0, for x € (0, 1). (3.4)

The controllability problem for the wave equation has been studied for both one dimension
and higher dimensions. It is known that (3.1) is null controllable for a large enough time 7'
depending on a, although the majority of previous works focus mainly on the case a = 1.
By the Hilbert Uniqueness Method [38], the null controllability of (3.1) is equivalent to the
observability of the adjoint problem under certain geometric conditions from [4] on subsets
I'(zg) of the boundary I". These geometric conditions are taken into account because of
possible Gaussian beam solutions from [41], [43], [44], that can propagate along curves.

Thus, for x¢ € R", if one considers subsets of the form

D(xg) ={x €Tl : (x —xq)-n(z) > 0},
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then the boundary observability inequality for the controllability problem is

2

ou
on

T
||(u0’u1>||22(ﬂ)xH*1(Q) S C/O /F(xo) dldt. (35)

Previous authors have developed a variety of tools to derive this inequality. Multiplier
methods, [32], [38], microlocal analysis, [4], finite difference, [56], and Carleman estimates [5],
6], [13], [22], [24], [27], [29], [49], among other techniques have been developed. In addition,
for particular cases, sharp results about the observability constant C', and the time 7" are
known; see for example [12], [15], [50], [52], and [53]. The problem has been studied in the
context of unique continuation in [2], [14], [28], [35], [30], [31], [47], and [48]. Controllability
results for a subset of functions a(z) for higher dimensions was considered in [40]. A survey
paper for these results can be found in [54].

We note here that we consider control on the boundary. One could also consider a control
function as acting in the interior of the domain (as will be done in Chapter 4). In some sense,
the boundary control is connected to internal control in the limit, as in [17], [18].

Carleman estimates (developed in section 3.2), the focus of this chapter, offer more
information and utility than just the existence of the observability inequality. They give, for
example, the advantage of being able to easily deal with L°° potential terms, while requiring
less regularity than the microlocal analysis technique. This flexibility means that studying
the effects that the variable coefficient a(x) introduces is of interest.

Once the Carleman estimate is proved, a variational technique adapted from [27] naturally
produces the control function required. Thus, the question becomes: For which functions
a(x) does the Carleman estimate hold?

In the recent work [13], the authors study the same control problem (3.1) for the one
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dimensional case. They prove Carleman estimates and controllability for (3.1), but with a
restrictive requirement on the function a(z). Specifically, they require a(x) to belong to the

family

where zg < 0 and ag > 0 is a positive constant. It can be easily seen that all constant
functions are in this family. Also, since z( < 0, A contains all strictly positive, monotonically
increasing functions. Furthermore, if the derivative is small, |a;| << 1, the functions will
belong to this family. However, if the function decreases too rapidly in (0,1), this condition
may fail to be true.

In Section 3.2, we consider a different condition on a(z), providing more functions for
which controllability of (3.1) will hold, as well as an computationally easier condition to

check. Let us take g < 0 and ag > 0 a positive constant. We introduce the family

B(zg, ag) = {a e C2([0,1]) - alz) > ag > 0, 2 — W > 0} .3

It will be seen that this is a natural choice of family, given the weight function that will
be chosen in Section 3.1.1. Besides the decreased regularity needed on a(x), notice that
B(xg,ag) also contains all constant functions, as well as any strictly positive, monotonically
decreasing function. From now on, we shall always assume that the function a(z) belongs to
B(xq,aq). Also, for the remainder of the section, by a time translation we will use the time

interval (—7,7") to make the notation and proofs easier. With this assumption, the main
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result of this section is the existence of a control function v(¢) so that the controllability for

(3.1) holds true.

Theorem 4. Given initial conditions ug(x) € L*(0,1),ui(x) € H~1(0,1), for T large

enough, there ezists a control function v(t) € L? ({1} x (=T,T)) such that the solution

u(z,t) of
( Utt — (a(:l?)ux)m —|—p(3§,t)u =0, (LE, t) < (07 1) X (_Ta T)7
§ w(0,8) =0, wu(l,t)=uv(t), te (=T,7), (3.8)
\ u(z, =T) =up(x), w(x,—T)=ui(z), x€(0,1),

satisfies w(x,T) = ug(z,T) = 0.

The rest of this chapter is organized as follows. In Section 3.1.1, we outline the particular
weight functions used for the Carleman estimate. In Section 3.2, we state and prove various
Carleman estimates. First, the estimate is proved in the special case that the functions
vanish at the time endpoints, and then this restriction is eventually removed. Here we
give a precise time for the T condition necessary in Theorem 4. In Section 3.3, after some
preliminary definitions, we use the results of Section 3.2 to prove Theorem 4. This theorem

will then be extended in Section 3.4, where we prove an increased regularity result.

3.1.1 Weight Functions

Carleman Estimates give weighted bounds on functions and their derivatives. As in [13],

often the weight functions are defined in the following fashion: Let zp ¢ Q € R™ and
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B € (0,1). Define for (z,t) € Q x (=T,T),

O(x,t) = |z — x0|2 — Bt? +Cy, and for \ > 0, oz, t) = e)‘w(x’t), (3.9)

where Cp > 0 is chosen such that ¢ > 1 in Q x (=T, 7).

However, since the system of study (3.1) contains the function a(x), it is reasonable that
this should be incorporated into the weight function. Thus, in this system, we consider a
special test function for the one-dimensional case. Fix xg < 0, and then define the weight

function

T _
P(z,t) = /0 Sa(sx)o ds — Bt? + Cp, and for A >0, p(z,t) = e)"/’(x’t), (3.10)

where Cy > 0 is chosen such that ¢» > 1 in (0,1) x (=T,T). Note that by the choice of
a(z) € B(xg,ag) from (3.7), then (3.10) is well defined. Here ¢(z,t) depends on 8 and A,
but for simplicity of notation these dependencies are omitted. Also, as in [5] we define for

m > 0, the spaces

Zm(0,1) = {q € L>(0,1), [lgl| oo (o,1) < m},

Sn((0,1) x (=T,T)) ={p € L=((0,1) x (=T, 1)), |Ipl| oo < m}.
We will also use the following notation when appropriate:

Lu = uy — (a(z)ug) - (3.11)
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3.2 Carleman Estimates

The method of deriving the Carleman Estimate comes from incorporating the weight function
into a series of integration by parts. This type of argument was used in the method from
[22]. Also, see [5], [27], [53]. The novelty comes from the new weight function, where ¢ now
has a(x) in its definition. First, a new state w is considered from the original state and the
weight function. From here, the estimate can be derived for w. The main result is the global

Carleman estimate.

Theorem 5. (Carleman Estimate). Assume that xq < 0,ag > 0. There ezists € (0,1)
such that

B ze0,1] a(z) (3.12)

Then for any m > 0, there exists A > 0 independent of m, sy = so(m) > 0 and a positive
constant M = M(m) such that for ¢ and ¢ as defined as in (3.10), for a(z) € B(xg, ag), for

all p(x,t) € LZ,((0,1) x (=T, T)) and for all s > s,

T 1 T 1
s/ / 62590(]wt]2+\waQ)dxdt+s3/ / 5% |w|?dudt (3.13)
-TJo -7 J0
1 1
+s/ 62890(T)(\wt(—T)|2+]wz(—T)\Q)d:c—i—s?’/ 252 |w(=T) 2da
0 0
T 1 T
< M/ / 6289"|Lw+pw|2d$dt+Ms/ 25w, (1,)|%dt,
-TJo -T

for allw € L*(—=T,T; H&(O, 1)) also satisfying wy — (a(x)wy)y + pw € L2((0, 1) x (=T7,7))
and wy(1,t) € L*(—=T,T).

Before showing Theorem 5, we first prove a Carleman estimate in the special case where

the function and its derivative vanishes at the endpoints, so that v(-, £7) = ve(-, £T) = 0.
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Note here that T can be arbitrary.

Theorem 6. Let ¢(x,t) be defined as in (3.10). Also, let a(z) € B(xg,ag) as defined in
(3.7). Then, there exists positive constants sg, and M, depending only on xg, ag, ||al|, and T

such that, for all s > s,

/ / 252 (lug |2 + vz |?) d:cdt—l—s/ / 252 |v| 2 dadt

< M/ / 2S¢|Lv|2dxdt+Ms/ 2590, (1, ) 2t
T

for any v € L? (=T, T; H&(O, 1)) also satisfying Lv € L2((0,1) x (=T, T)),

ve(1,t) € L2(=T,T), and v(-, £T) = vy (-, £T) = 0.

Remark: All computations can be done for smooth functions v. By classical results using
density arguments, the result will hold true for all v(x, t) satisfying the conditions of Theorem

6.

Proof. As noted previously, the proof follows similar arguments to that in [13]. We indicate
in the proof especially where the new admissibility condition of (3.7) and weight function of
(3.10) are used.

Consider the function

w = e*¥u, (3.14)

and define Pw as the conjugation

Pw = e¥L(e”*%w) = *? ((e*Pw)y — (ale *Pw)z)z) - (3.15)
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By the admissibility condition (3.7), we can find constants «, 5 such that

Pyttt (3.16)

0<
20 +1 20+ 1

Then, we can decompose the function as Pw = Pjw + Pow + Rw, where

Prw = wy — (awy;)x + 32)\2902w(|¢t|2 - a|¢x|2)a
Pyw = (a — 1)shpw(thy — (atz)z) — sApw(|th|* — altpu|?) (3.17)
— 25 \p(Yrwr — arhpwy),

Rw = —ashpw(yy — (ats)s):

Let us note here that by the choice of ¢ from (3.10), the term (¢¢ — (at)y)z) = —28—1 s
constant. This will simplify some of the expressions below. However, we keep this expression
in its generic form, so that one may use different possible weight functions not considered in

this work. We will first estimate the integral
T 1 3
I= / / (Prw)(Pyw)dwdt = 1. (3.18)
-7J0 =
1,j=1

There are nine integrals to compute. Throughout, we will repeatedly use the assumption
that w(-, £T) = w¢(-, £T) = 0. Then, integration by parts in time, space, or both gives the
following explicit representations. Because of the complexity of the expressions, only the

final representations will be provided, without intermediate computation.

T 1
I = (a—1)sA /_T/o wirow (Y — (ay )z )dxdt
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T 1
=(1— a)s)\/_ / olwi|? (i — (ay)y)dadt
a-al, / / ol Pbre (s — (at) ) drdt

/ /W‘“' [ (Ve — () dwdt.

Iig = —sA / / Wi W |¢t| —a|1/13;| Ydzdt

/ / |wt| |¢t|2 - a|¢x )dxdt — S)\2/ / o|w| |@/)tt|2dxdt

53)\3 20, 12 5 0
- solwl |9t wttd:cdwr— 90|w| alz |2 pdadt

)\4
- / /@W”%HWW—MWUMﬁ

T 1
I13 = —2s\ / . /0 wyp(Prwy — abgwy)drdt

T 1 T 1

= 5/\/ / @\wt|2¢ttdxdt + S/\2/ / <p|wt|2]¢t\2dxdt
-TJo -TJ0
T 1 T 1

+ S)\/ / g0|wt|2(awx)xdxdt+ s)\Q/ / g0|wt|2a|1/1x|2dxdt
-1 Jo =T J0

T 1
— 25\? / / paphrwgwedadt.
-TJ0

Making use of the fact that 1y — (a)y)z is constant,

T 1
Iy = (1 —a)sA /T/O (awg)ppw (g — (athy)y)dxdt
T 1
——=a)sx [ [ alunln — (ave)e)dads
(1—a) T rl
+TS)‘2 /—T/O @|w|2<awx)x(wtt - (a¢x)x)d$dt

_ T rl
* - 2 . x° /—T/O palw] e (Y — (aty)o)dadt
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T 1
—(1 —a)s)\2 /—T/O cp\w\2awx(awx)mdxdt

1
SN / / olwl?(ae(ats)ze + alaty) e )dzdt.
=T J0O

T 1
lp =5\ [ [ sl = afa Pt
= o2 [ [l Pl ~ ol Pt
¥ / / |w| |ax|2—|—aam)|¢x| +4aax¢x1/}xx+2a(a¢x)x¢xx> ddt
SA?’ / / el (ave)o (6ol — aliel?)dadt
”4 o T L v

—s)\3 /—T/O gp]w] awx(aﬂwm\ + 20030 )dadt.

T 1
Iz = QSA/T/O (awy)zp(Yrwr — athpwy)dxdt
T 1 5
= SA/T/O wa|wg|* (Ve + arhyy )dxdt
T 1 T 1
+ s)\z/ / gpa|wx|2(|¢t|2 + a|¢x|2)dxdt — 23/\2/ / pahphpwpwedrdt
-1 Jo =T J0

T
20 / (1)1 (L, (1,8) = a(01us0,) P 0, )0, )t
T 1
I = (@ — 1)s*\3 /_ ; /0 (] — ale|?) (Y — (arbe)e)ddt.

T rl
By ==\ [ [P unf? sl P
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T 1
I35 = —9253\3 /—T/O go?’w(lthQ - a‘wm’2)(¢twt — apwy)dxdt
T 1
=0 [ [Pl — altul?) s s
=T J0
T 1 1
+ 253/\3 /—T/O 903|w|2 (’¢t‘2¢tt + §aaz¢x’¢x|2 + a2|¢x|2w:cx> dzdt

T 1
PRI / ; /0 Slul ()2 — altbe|?)2drdr.

Collecting all the terms and simplifying, we find that

T 1
I:/—T/O (Prw)(Pow)dxdt
T 1
- [ /0 ol (2 — ot — (atbr)o)dudt
T 1
+ s\ /—T/O ¢a|wx|2(a(¢tt - (G@Dx)x) + 2(‘”7%)37 - ax¢x)d$dt
T 1
+ 252 /_T/O o(lwi 20> = 20 pbrwpws + a®|we|?| e |?)dadt
T 1
314 30,12 2 212
w20 [ nf? a2z
T 1
+sh0 [ ; /O Pl2(1260 2t + aapbn o + 202 2 dudt
T 1
a2 [ [Pl = ale P~ (b)) dadt
T J0
T
=20 [ (a0 (1) P10 (1.6 - a(0)2lus 0. 0(0, 00(0.0)

=T

+ X,

where X is the sum of the remaining terms, satisfying

T 1
| X| < Ms)\4/ / 3 |w|?dadt.
-7 J0
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Now, we will take advantage of the new class of admissible functions of B(zg,ag) in
estimating I. First, let us notice that the third term above is a perfect square, and so we

have

T 1
ZSAQ/T/O %) <|wt|2|@/}t|2 — 20 rwpwye + a2|wx|2|¢x|2> drdt > 0.

Consider next the terms of order s\. Let us briefly mention here that estimation of these
sA terms is how the authors from [13] arrived at the class A defined in (3.6). For us, since
«a and [ were chosen such that 2;% < « by (3.16), we obtain by computation that the

integrand of the first term in I satisfies

20y — (Y — (a)z)z) > 0.

Similarly, since a < 2522%3: by (3.16), we obtain that the integrand of the second term

satisfies

a(hy — (az)z) + 2(aths) e — agthy > 0.

Thus, the order s\ terms can be estimated as follows:

T 1
i\ / ; /0 ol 2(2un — alvr — (aty)e))dedt

T 1
+s)\/T/O palwz > (a(y — (athe)z) + 2(athy) s — azthy)dadt
T 1 -
ZMS)\/ / (p]wt|2dxdt—|—]\/[s)\/ / @\waQd:cdt.
~7Jo o

It remains to estimate the higher order terms. We can rewrite these terms in the following
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fashion:

T 1
2500 [ [ ui(unf?  aliaf? P
T J0
L / ; /O Pl (1200 20 + aagte|al? + 202 e Pone) drdt
3.3 (1 [1 o 0 2 2
FasA /TA ¥ ‘wl Owt’ _a’wx‘ )(wtt_(@wx)x)d.%dt

T rl
253)\3/ / G|w|?Fy (z,Y (z,1)) dadt,
-TJ0

where we have let Y = [¢¢|> — alt,|? and

Fy = 20Y2 4+ (204 + oy — (athe)))Y + a|tbz|*(20y + agthe + 2a1bey)

= 2\Y2 — (48 + a(28 4+ 1))Y — a(@)|ve*(48 + azthy — 2).

This is a quadratic polynomial in Y. As such, since A > 0, we can estimate by the critical

2
point to get Fy(z,Y) > —w;# — a(z)|1e|? (48 + agiby — 2). Once again, by (3.16),

we have 45 + az1), — 2 < 0. Thus, for A large enough the function F'y is nonnegative, and

we can conclude

T rl T rl
33)\3/ / o3 |w|?Fy (z)dzdt > Ms3)\3/ / o3 |w|?dadt.
-TJo -7 J0

Combining all of the estimates so far gives

T r1
I_/—T/O (Prw)(Pow)dxdt (3.19)

T 1 T 1
> MS)x/ / o(lwe|? + |wx]2)da:dt+Ms3)\3/ / 3w dxdt
-TJo -TJ0

32



T /1 r
_M3A4/T/O 903’w!2da:dt—Ms)\/T’wx(Lt)th‘

Let us use (3.19) to finally obtain the desired estimate. Recall the decomposition (3.17) of

Pw to write

T 1 T 1
/ / <|le|2 + | Poyw|? + Q(le)(PQw)> dwdt = / / |Pw — Ruw|2duwdt.
-1 Jo -TJ0

By the Cauchy estimate, we have that

T 1 T 1 T 1
/ / |Pw—Rw|2dxdt§M/ / |Pw|2dxdt+M52)\2/ /¢2\w|2dxdt.
-TJO =T JO -TJO

Thus, we obtain

T 1 T 1 T 1
/ / (Pyw)(Pyw)dzdt < M / / |Pw|?dadt + M s> \? / / O |lwldzdt.  (3.20)
-TJ0 -TJO =T JO

Combining (3.19) and (3.20) gives

5)\/ / (lwel? + |wa|?) dxdt+33)\3/ / 3w dzdt

<M/ / |Pw|2dxdt+Ms)\/ (1, 4)[2dt

+MS)\4/ /gp |w|2dxdt+M52/\2/ /cp lw|?dadt.

When s is large, the last two terms on the right hand side can be absorbed to the left.

Finally, we can use w = ve®?, Pw = e%?Lv to rewrite the equation in terms of v, so that
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Theorem 6 holds. We obtain

/ / 290 (Jug|? + [ug )t + 5° / / 25

<M/ / 289"|Lv|2dxdt+Ms/ 5% vz (1, )2 dt
T

3.2.1 Carleman Estimate for large T'

Theorem 6 was valid for functions that vanished at the endpoints. If the time T is large
enough, this condition can be removed. The argument will combine the previous Carleman
inequality along with an energy estimate. The major ideas of the proof can be found in [5],
although some modification is needed.

First, we recall the weighted Poincaré inequality from [5], as applied to this case:

Lemma 2. (Poincaré): Let ¢ € C?([0,1]) and assume that
inf |pz| > 6> 0.
[0,1]

Then, there exists some constants sy > 0 and M > 0 such that for all s > sqg, and for all
2 € Hy([0,1)),

1 1
52/ 2502 2dx < M/ 20| 2,2 d. (3.21)
0 0

For the following, we will need to use a slightly modified form of this inequality, with
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a(x) € B(xg,ag), which is immediately seen.

1 1
82/ %5922 dx < M/ 250 a(x)| 2z |2 da. (3.22)
0 0

Note that by direct computation, our weight function ¢(z,t) defined in (3.10) indeed
satisfies the hypothesis for Lemma 2. Then, we can state the Carleman estimate for large

enough 7.

Theorem 7. Let ¢(x,t) be defined as in (3.10). Also, let  satisfy (3.16) and T be such

that T' > % m[ax] (\"T/_LO). Then there exists some sg > 0 and a positive constant M, such
z€(0,1 alr

that for all s > sq,

/ / 252 (|we|* + |wz|?) d:cdt+s/ / 5% |w|?dxdt (3.23)

<]\/[/ / 28%0|Lw\2dxdt+Ms/ e**?|wy(1,1)|%dt,
T

for all w € L2 ((—T, T);H&(O, 1)) satisfying Lw € L2 ((0,1) x (=T,T)) and wy(1,t) €

L2(-T,T).

Proof. By the assumption on 7', there exists some n € (0,7"), and € > 0 such that

(3.24)

To facilitate work near the time endpoints, we introduce a cutoff function y € C2°(R) such
that 0 < xy <1 and

x(t) =
0, if |t|>T.
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Set v = xw. This function satisfies the hypotheses v(-, £7") = v¢(-,£7") = 0 of Theorem 6,

and so the Carleman estimate from there applies:

T 1 T 1
3/ / 25 (|vg|? + |vg|?)dadt + 83/ / 252 |v| 2 dadt
—-TJo -7 J0

T 1 T
gM/ / erwyLv\th/ €259], (1, 1) 2dt.
=T J0 =T

Now, since Lv = xLw + ypw + 2x¢wy, it follows that

/ / 252 (|wy|? + |wy|?)daxdt + s / / 2P |w|?dadt
T+n T+n

<M/ / 25| Lw|? da:dt+Ms/ 25 lwe (1, 1) |2dt (3.25)
=T

T+n T 1
+M/ / 252 (Jwy|? + |w|2)d:cdt+M/ / 2% (Jwy)? + |w|?)dadt.
=T 0 T—nJ0O

Denote by Es = Eg(t) the energy correlated with L,

1 1
By(t) = 5/0 e259 (|uy |2 + a(x)|wy |2)dz, for all £ € (—T,T).

Then, taking derivatives,

dt

1 1
= 5/0 252 oy (Jwe|? + alwz|?)dx + /0 25 (wpwyy + awgpwy )de.

Through integration by parts,

dt

1 1
—3/ 252 oy (lwe|? + alwz|?)dz + 25/ 2% appwiwypda (3.26)
0 0

1
= / 25w, Lwdz.
0
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We must now estimate these terms. Let us first restrict the value of ¢ to work in one specific
time interval.
Estimate for t € (T'—n,T):

We claim that

dEs
dt

1 1
- 5/0 5% (pp + Vaps) (|wi]? + alwg|?)dz < /0 2wy Lwdz. (3.27)
To see this, first note that since a(x) and ¢, are strictly positive, we have
25ppwiwpa > _S@x\/a(|wt|2 + a|w$|2).

So, from (3.26) above, this gives

dEs
dt

1 1
— 8/0 251 (Jwe|? + alwy|?)da — 5/0 e*5Ppop/a(jwi]? + alwy|?)dx

1
< / P, Lwdz,
0

from which

dt

1 1
— 8/0 2% (o + vaws ) (|we|? + alwz|?) < /0 %Py Lwdzx. (3.28)

Due to (3.24), the definition of ¢ from (3.10), and the restriction of ¢ € (T"—n,T'), we notice

that

—(pt + Vapg) > <2B(T —n) — \/5%) M > e 0.
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Thus, we arrive at

dEs
dt

1 1
+ SC/ 5% (lwi)? + alwg|?)dz < / e25Pwy Lwdz. (3.29)
0 0

The right hand side can also be bounded,

1 1
1
< f/ 628<‘0|wt|2dl’+—/ |Lw|?dz.
2 Jo 2sc Jo

By absorbing the first term above to the left hand side of (3.29), and using the definition of

1
/ e>5Pw, Lwdx
0

the energy, we have

dEg 1 I
®  —scBs < —/ 25| Lw|?dx.
dt 2 2sc Jo

Then, by the Gronwall Lemma, for all t € (T'—n,T),

1 t 1
Es(t) < Eo(T — p)esdT—n1) 4 2_30/ eSC(T_t)/ 25| L (r)|2dzdr
T—n 0

1 T 1
< Ey(T — p)esT—n=1) 4 — / / 25¢(7) | Lw(r)|2dzdr. (3.30)
2sc T-nJ0

Integration in the ¢ variable gives

T T
/ Eg(t)dt < Es(T —n) / se(T=n—t)q / / 2% | Lw|*dadt
T—n 2sc

Ey
M
< —E (T —n) +—/ / e25%| Lw|*dxdt. (3.31)

It remains then to get a pointwise bound on E4(T — n), in terms of E4(7), where 7 €

(=T +n,T —n). To do this, we recall (3.26), and integrate both sides in ¢ from 7 to T'— 7,
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producing

T—n rl
Es(T —n) = Es(7) :S/ /0 e Pip(|wil* + alwg )
T

T—n rl T—n r1
— 25/ / erwagomwthdxdt +/ / 25wy Lwdxdt.
T 0 T 0

Here we use Cauchy-Schwarz to estimate. Since the resulting integrands are positive, we

may integrate over the larger time domain to arrive at

T—n

MoT 1
Es(T —n) — Es(1) < Ms/ Eq(t)dt + —/ / 2% | Lw|?dxdt.
$ J-TJo

—T+n

Once more we integrate, this time in 7 between —7"+ n and 1" — 7. Since s is large enough,

the second term on the left can be absorbed to obtain

T—n

M T 1
Eg(T —n) < Ms / Es(tdt + — / / 25| Lw|*dadt. (3.32)
=T JO

—T+n

Using the relation (3.32) on the right hand side of (3.31), the fact that s is large, and

positivity of the integrands gives

T 1
/ / 259wy |2 + alwg|?)drdt
T—nJ0

T—-n 1 Moo
gM/ / 625¢(lwt|2+|wx12)dm‘dt+—/ /625‘P|Lw\2d:cdt. (3.33)
—T+nJ0 s J-TJo

By the Weighted Poincaré estimate from Lemma 2, we finally get

T 1
5/ / 2% (Jwy)? + alwe|? + s2|w|?)dzdt
T-nJ0
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T—n T 1
<Ms / Es(t)dt + M / / ¢259| L | 2dudt. (3.34)
—T+n -7 J0

Estimate for t € (=T, —T + 1)
By the change of variable t — —t, we obtain similar estimates on (=7, —T + 7). By the

same procedure, we obtain

-T+n 1
/ / 25 (Jwr|? + alwy |*) ddt
=T 0

T—n 1 MorT 1
<M / / €250 (|uy |2 + |y |2)dadt + L / / ¢25¢| Lu|2dadt, (3.35)
—T+nJ0 § J-TJ0

and

—T+n 1
s/ / 252 (Jwy|? + alwe | + s2|w|?)dzdt
=T 0

T—n T 1
<Ms / Eg(t)dt + M / / 5% | Lw|?dxdt. (3.36)
—T+n -7 J0

To conclude, combining estimates (3.25), (3.33), and (3.35), for s large enough, we can say

T—n 1
s/ / e259 |y |2 + |wo? + 52 [w|2)ddt
—T+nJ0

T 1 T
<M / / ¢259| Lu[2dudt + Ms / €250 (1, 1) |2t (3.37)
-TJo =T

3.2.2 Pointwise Carleman Estimate at —71'

Following similar steps as in Theorem 7, we obtain an additional estimate at time —7'.
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Corollary 1. Under the conditions of Theorem 7, we obtain

1 1
s / 22T (| (=T 2 + |z (=T)[2)dz + s° / 250 (=T) | y(—T)|2dzdt
0 0

T 1 T
<M / / 25| Lw|?dxdt + Ms / 25wy (1, 1) [2dt, (3.38)
-TJO T

for all w € L2((—T,T);H6(0,l)) satisfying Lw € L?((0,1) x (=T, T)) and wy(1,t) €

L2(=T, 7).

Proof. By the change of variable ¢ — —t¢, we obtain similar estimates to (3.30) and (3.32).
Evaluating these at ¢ = —T, we get an estimate for Fs(—T7). Then, by combining the

Poincaré inequality and Theorem 7, we obtain the desired estimate (3.38). O

With the Carleman estimates for the operator Lw, we can obtain the Carleman estimate
for the operator L + p for bounded p. With the results proved so far, we can finally complete

the proof of the first theorem.

Proof. (Theorem 5). Notice that p(x,t) € L ((0,1) x (=T,T)) so that
2 2 2 2 2 21,12
|Lw|* < 2|Lw + pw| +2||pHLOO((0,1)><(—T,T))|w| < 2|Lw + pw|* + 2m*|w]|*.

Taking sg large enough, the term

T 1
2Mm? / / 25 w2 dxdt
=T J0

can be absorbed by the left hand side of (3.23). Then combining (3.23) and (3.38), we obtain
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the result of (3.13),

T 1 T 1
s/ / 5% (lwy]? + |wx|2)dxdt+33/ / 5% |w|?dadt
-1 Jo =T J0
1 1

+s/ 625""<_T)(|wt(—T)|2+|w$(—T)|2)d:v+53/ 250 (=T) | yy(—T)|2dz
0 0

T r1 T
< M/ / 25| Lw +pw|2dxdt+Ms/ e wy (1, 1)|dt.
-7 Jo =T

3.3 Control

For the remainder of the section, assume that the time condition (3.12) holds true. We now

would like to use the Carleman estimates to prove controllability for the original system

(3.1). The technique used is based on [5] and [22]. We restate here the main theorem to

prove.

Theorem 8. Let ug(z) € L?(0,1),uy(x) € H~1(0,1) be initial conditions. Then there exists

a control v(t) € L2({1} x (=T,T)) such that the solution u(z,t) of

(

ut — (a(x)ug)z + p(z, t)u = 0, (x,t) € (0,1) x (=T,T),

§ u(0,t) =0, wu(l,t)=uv(t), te (-T1,7),

w(z,=T) =up(x), w(x,=T)=ui(z), x€/(0,1),

\

satisfies u(x, T) = ug(z,T) = 0.

The control will arise as part of the minimizer of some functional s, to be specified

in the next theorem. Let us first classify where this functional should be defined. For a

42



potential p € L>((0,1) x (=T,T)), define the space

T(p) = {u € LX(—T,T; H}(0,1)), where Lu + pu € L2((0,1) x (—T,T))

and ug(1,t) € L2((~T, T))}. (3.40)

One can note that this is the space of functions that are well-defined for the Carleman
estimate (3.13). Also, since pu € L2((0,1) x (=T, T)) whenever p € L®((0,1) x (=T, T))
and u € L2(—T, T, H&(O, 1)), we see that this space does not depend on p. Let us then drop
the dependency and label in the future 7(p) = 7. We can then define the norm on 7 as

follows :

1 T 1 T
|\z||§7p: E/T/o 628%0|ztt—(a(a;)zx)x+pz\2dxdt+/Te28¢|zx(1,t)|2dt. (3.41)

Because of the Carleman estimate (3.13), this is a norm for s > sg. As this quantity is
the (scaled) right hand side of the estimate (3.13), we see that if ||z||sp = 0, then z = 0
identically. Furthermore, €25¢ is bounded from above and below on this domain by positive
constants depending on s, so that || - ||sp is a norm for all s > 0.

Next, we define the natural norms to be used for the initial values. On H&(O, 1)x L2(0,1),

introduce || - ||_7 ¢ defined by

1
10, 2Dl 7 = /O 22T ([ (20)a? + |21[2) e (3.42)

One can see that by the estimate (3.13), and by bounding functions depending on s, for
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all s > 0, there is a constant C' depending on p and s such that

1(z(=T), 2t(=T))l|l-1,s < C(s,p)l|2]]s.p (3.43)

for those functions with the regularity needed for the Carleman estimate. Also, on the dual

space L2(0, 1) x H71(0,1), take as a family of norms

1
—2s(— d _
(g, u) . = /O e~ 2 =T) (!uo\%]@(—Ad) tuy

2
) da. (3.44)

Here, the notation (—Ag) luq is the one dimensional version of the definition as in
(2.17). Now, we can define the correct functional and produce the desired control function

as minimizer of that functional.

Theorem 9. Assume that the time condition from Theorem 7 holds. Then the functional

1 T 1 1 T
Faale) =gz [ [ ¥ (aw)a + pelPade 5 [ Bt P

1
+ /0 w0t (=T) = (0 2(=T) 1,y d (3.45)
is continuous, convez, and coercive on (T,||-||sp), and thus has a unique minimizer Z[s, p] =
ZeT.

Proof. Fix s > 0and p € L*((0,1)x (=T,T)). Convexity is straightforward to check. Then,
by the estimate (3.43), for (ug,u1) € L?(0,1) x H~1(0,1), the functional F; 5 is defined and

continuous on 7. The same estimate also implies the coercivity condition, since we have the
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inequality

L2
]:57}7(2) > §||Z||s,p - ||(Z(_T)vZt(_T)H—T,SH(UOaul)“—T,s,*

v

L2
§||Z||s,p — C (s, p)||2l]s,pll(uo, u) || =7, +-

Thus, there is a unique minimizer Z[s, p). ]
We now use this minimizer to prove the existence of the control.

Proof. (Theorem 8). Fix s > 0 and p. Let Z = Z[s, p] be that minimizer from Theorem 9.

We claim that by taking

1 1
U[Svp] = g625@(Ztt - (a(‘r)Zﬂj)I +pZ) and V[S7p] = _62890217(17t)7

a(1)

then Uls, p] solves (3.39) with the corresponding control Vs, p|, and also satisfies U(z,T) =
Up(xz,T) = 0. We will check the control is as claimed. The Euler-Lagrange equation can be

computed directly.

T
é/—T/O *5P (24t — (a(2)20) + p2)(Zit — (a(2) Zy)w + pZ)dedt (3.46)

T 0 1
+ /_Te Pzp(1,0))(Z(1,¢))dt +/0 ugze(—=T) — <u1’z(_T)>H—1><H6 dx = 0.

Let 2(x,t) € CZ((0,1)x(=T,T)). Then, after integration by parts, we can check directly
by computation that with U = %erso(Ztt —(a(x)Zz)z+pZ), we have Uy — (a(x)Uz )z +pU =
0.

Next, let us check the initial and boundary conditions of U. Choose now z(x,t) such that

2z, zy vanishes on the boundary. Then, noting that U is a solution to (3.39), the first term
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in (3.46) gives, after integration by parts,

T 1 1
/—T/O Ulzee — (a(x)2g) g + pz)dxdt = /0 (U — zUt)Ede. (3.47)

But then, using (3.47) in (3.46), what remains is just

1 1
/O (2U — 2U)| Ly + /O upze(=T) — (uq, z(—T)>H_1xH6 dz = 0. (3.48)

Since z was arbitrary, we obtain the boundary/initial conditions U(T") = Uy(T') = 0, and

also U(—T') = ug, U(=T) = uqp. Finally, using these conditions and (3.48) in (3.46), we see

that
T
/T a(1)(z(1, ) Uz (1, ) — 20(1,)U(1, 1)) dt (3.49)
- /_ TT a(0) (2(0, 1)U (0, ) — (0, )U(0, 1)) dt
+/_ie2sw(zx<1,t))(zx(1,t))dt:o.
Thus, Ul 1y« (—1.7) = ﬁezs‘pi(l,t), and Ul gy (—7,7) = 0, as claimed. O

3.4 Increased Regularity

In proving the Carleman estimate, there are two main considerations. First, one must
choose the weight function v (z,t). Then, one must prove that through a specified time
condition determined by 1, this weight function will actually satisfy the inequalities. This
is determined through the integration by parts. In turn, when using “direct” computation

the weight function ¢ (z,t) determines the class of functions that will be allowed.
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We saw that the choice of ¢ from (3.10) determined the family B from (3.7). In particular,
this choice of weight function also determines the regularity needed on a(z). In this section,
our main goal is to show that the Carleman estimate still holds true with only C'! regularity.
This in fact is true with just the knowledge that the estimate holds with the “standard”

weight ¢ (x,t) from (3.9), assuming that a(x) is defined up to the base point z(. Note this

is used in the new time condition.

Theorem 10. Assume that xq < 0,ag > 0, and let 5 € (0,1) be such that

1 T
T> — max (3.50)

1‘601 xo A/ a

Then for any m > 0, there exists A > 0 independent of m,sg = so(m) > 0 and a positive
constant M = M(m) such that for ¢ defined as in (3.10), for a(z) € C0,1] with a(z) >

ag >0, for all p € L%Om(((), 1) x (=T,T)) and for all s > s,

/ / e (|ug]* + a(x) |uz | dxdt—i—s/ / 25 u|?dadt

<M/ / 2590|Lu+pu|2dxdt—|—Ms/ 25 ug (1,1)%dt, (3.51)
T

for all uw € L*(=T,T; H&(O, 1)) also satisfying g — (a(x)ug)y + pu € L2((0,1) x (=T, T))

and ug(1,t) € L*(=T,T).

As before, note that all computations in the proof can be done for smooth functions wu.

By classical results using density arguments, the result will hold true for u satisfying the

conditions of Theorem 10.

Proof of Theorem 10: Let us introduce a change of variable. For a given function b(x),
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let

y(x) = /Oa? b(s)ds =: B(x). (3.52)

Without loss of generality, we can scale y by a constant, so that y(0) = 0,y(1) = 1, and

y'(x) = b(z). In the particular case of

be— L w(yt) = ulat), (3.53)
a(x)
then we have
vy = ug (B~ () = u ! =u ! =u !
p =B S ) T ) e O
so that
a(x)uy = a(x)b(z)vy = v/a(x)vy. (3.55)

Taking one more derivative gives

(a(x)ug)y = vyyy/(x)\/a($)+2 2(3:)@/(;10)1@

d (z)vy. (3.56)

= v +
vy 9

Consider now the Carleman estimate from Theorem 5 with “standard” weight as in (3.9),
defined by

w=ly—wol? - B2+C, o=e, (3.57)

/
where yg < 0 and C' is chosen so ¥ > 1. Because \‘}—a € L, and p € L, then denoting
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v = vy — vpy, we have that

T 1 T 1
s/ / 25 (|vg|? + |vy|*)dydt + 83/ / 25| 2dydt
-1 Jo =T J0

T 1 T
gM/ /623@|Dv|2dydt+Ms/ oy (1, ) 2dt

2 2
M/ / Plog — vyy +pu + = 5 \/_Uy| dydt

T rl
M @ / / 625¢]Uy|2dydt+M|p\Loo/ / 252 |v| 2 dydt
valgee Jor Jo —1rJo

T
2 2
+Ms/Te 5y (1, 1)|2dt.

For s large enough, the terms can be absorbed, and we obtain

/ / 25% \Ut|2—|—|v| dydt—O—s/ / 252 |v| 2 dydt

< M/ / e**?|0v + pv + 5—=vy| dydt+M8/ e**Fluy(1,1)Pdt.
2f Y T

Now, we go back to the u variable. The space portion of the weight function from (3.57)

changes to

ly — yol2 = |B(x) — yol? = /

J_ds_/

560\/_

Let Q = |B(z) — y0|2 — BtQ + C. Then vy = uz+/a, and we have

d
/ / QSQ |ut|2+a( )|Ux| —dt+8 / / 28Q|u|2 x

1 QSQ
<M// L+pHdazdt+Ms/ 28Q<>|ux<1,t>|2dt-
T
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After scaling again, we attain the estimate (3.13).
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Chapter 4

Degenerate Parabolic Control

In the previous chapters, we have studied the control problem for the hyperbolic equation.
Here, the variable coefficient a(x) was assumed to be strictly positive. We now consider one
such analogue for the parabolic problem.

Let © = (0,1). Let a € [0,2), and consider the function a(z) = 2. Then, a(x) vanishes
at © = 0. Let h(z,t) € L%((0,1) x (0,T)) be a control function, and let ug be an initial
state in 2. Then, the basic form for the interior degenerate parabolic system with control

function h is

)
ut — (aug)z = hxw, (x,t) € Q2 x (0,T),
u(1,t) =0, te(0,7),
u(0,t) =0, for 0 <a<1,t€(0,7), (4.1)
(aug)(0,t) =0, for 1 <a<2,te(0,7),
ku(gv,O) = U, x €.

In this chapter, we study the controllability properties for the degenerate heat equation.
We recall the criterion of null controllability for (4.1): Given 7" > 0, and initial state u,
the goal is to find a control function h(z,t) such that the solution u(x,t) to (4.1) satisfies
u(T) = 0.

The properties of the degenerate heat equation of the form (4.1) are less well known than
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nondegenerate parabolic equations. An early study was done in [8], where a Carleman-type
estimate was established. It is shown in [1], [8], [10], that null controllability holds in the
case 0 < a < 2, and in [11] that null controllability does not hold in the case o > 2. The
study has been expanded to contain multiplicative control [7] and approximate control for
the nonlinear degenerate Cauchy-Neumann case [20]. Also, under certain hypothesis on the

degeneracy, control in higher dimensions was considered in the recent work [9].

4.1 Robin Boundary Conditions

The goal of this section is to show that the Carleman estimates are also true for the degenerate
parabolic equation with Robin boundary conditions.

Consider the degenerate parabolic system with Robin boundary conditions,

/

ur — (a(z)ug), = plx, )u+ f(z,t,u), (x,t) € (0,1) x (0,7,
Bou(0,t) + Sra(0)u,(0,t) =0, te(0,7),
S (4.2)
you(l,t) + y1a(1)ugz(1,t) =0, te(0,7),
u(z,0) = ug(z), xz € (0,1).

\

As in [7] and [21], we define the spaces appropriate for the degenerate parabolic equation.

For a(z) € C[0,1], define

HY0,1)={u e L?(0,1)|u € AC([0,1]) and vaug € L*(0,1)}, (4.3)

H2(0,1)={u € H}(0,1)]au, € H'(0,1)}.
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Then, for 0 < a < 1, it can be shown that these are Hilbert spaces under the respective

natural norms of

el =l 2,1, + ol o (4.4
and
el =l + a2, (4.)
where ]u\%,aiﬂ\/ﬁuh@][%Q(O 0 is a seminorm.
Furthermore, as in [7], consider the operator (A, D(A)) defined by
(
Bou(0) + p1a(0)us(0) = 0,
D(A) ={ue H20,1)
You(l) +y1a(l)uz(1) = 0, (4.6)
Au = (aug)z +pu, Yu e D(A),
\

for p € L ((0,1)). It is shown in [7] that A is a closed self-adjoint dissipative operator
with dense domain in L2 (0,1). Then A is the infinitesimal generator of a Cy—semigroup of
contractions in LQ(O, 1), which will give rise to the uniqueness/existence theorem.

As the stated goal of this section is to show the Carleman estimate holds true for the
original system with the Robin boundary conditions, we shall not need to take advantage
of the full nonlinear term in which [21] provides well-posedness in more generality. See [21],
Definition 1.1 for the full problem formulation. The important conditions necessary and
applicable to this section are the degeneracy condition on a(z) and the sign condition for

the boundary condition coefficients.
1. a(z) € CY([0,1]) satisfies a(0) = 0.

2. a(z) € C1(0,1) is such that ﬁ e LY0,1).
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3. (Sign condition) : The constants (5, 51,70,71 € R satisfy 6(2) + ﬂ% > (),73 + 7% > 0,

and the sign conditions Fyf1 < 0, and ~gy1 > 0.

The first two conditions combined are called the weak degenerate condition, correspond-
ing to the diffusion coefficient a(z). Notice that the function a(z) = % does indeed satisfy
the first two conditions, when o € [0,1). Since the function degenerates at 0 in (4.2), this
equality is in the limit sense. For completeness, and to make sense of the solution space
later, we include the conditions on f = f(z,t,u) from [21] here. Define Q7 = (0,1) x (0,7).

Then,

4. f: Q7 x R — R is such that

e (z,t) — f(z,t,u) is measurable, for all u € R,
e u— f(x,t,u) is continuous, for almost every (z,t) € (0,1) x (0,7,

o t — f(x,t,u) is locally absolutely continuous for a.e x € (0,1), and for every

u € R.

e There exists constants k > 0,0 € [1,4), and v > 0 such that

G tow) = ) v (14 [ul 70+ o7 ) Ju—vl, (4.7)
(f(z,t,u) — fz,t,0) (u—v) < v(u—10v)2 (4.8)

f ()] < klul©, (4.9)

filz, tw)u > —vu?, (4.10)

for a.e. (z,t) € Qp,Vu,v, € R.
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Now we must define the Banach spaces in time for the well-posedness result. As in [7]

and [21], given T > 0, define

B(Qr)=C ([0, T); L*(0,1)) N L2 (0,T; Hy (0, 1)) . (4.11)
This has the norm
2 2 Tt 2
lolfiopy = zon 01742 [ [ e (412
Also, define
H(Qr)=L? (0.7: D(A) n B (0.7322(0,1)) N ([0, T]; H(0,1)) (4.13)

This stronger space has norm

T
Il = s (11ll? + [1v/ausl[2) + /O (Iwel 2+ Il(@ua)ol?) @t (4.14)

Finally, we provide for completeness the two notions from [21] of solutions of this problem,
providing the necessary well-posedness result. These are the strict solutions and strong

solutions, corresponding to the respective solution spaces.
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Definition 4.1.1. For ug € H}(0,1), u is a strict solution of (4.2) if u € H(Q7) and

(

up — (a(x)ug)r = plz, t)u+ f(z,t,u(z,t)), a.e. (z,t) € (0,1) x (0,7,
Bou(0,t) + Fra(0)ug(0,t) = 0, a.e. t € (0,7),
(4.15)
You(l,t) + v1a(1l)ug(1,t) = 0, a.e. t€(0,7),
u(0, ) = ug(x), z € (0,1).

\

Definition 4.1.2. Let ug € L?(0,1). Then, u is a strong solution of (4.2), if u € B(Q7),
u(-,0) = ug and there exists a sequence {uy}ren in H(Q7) such that as k — 0o, up, — w in

B(Qr), and for every k € N, uy, is the strict solution of

(

upr — (a(X)upy)e = pla, uy, + f(z, t,ug(z, 1)), a.e. (z,t) € (0,1) x (0,7),
ﬁouk<0, t) + ﬁla(O)ukx(O,t) =0, a.e. t € (O,T),
(4.16)
your(1,t) + y1a(1)up,(1,t) = 0, a.e. t € (0,7),
up(z,0) = uko(:c), z € (0,1).

\

With all conditions as defined above, the well-posedness results are the major results of

[21]. The two cases are as follows.

Theorem 11. For all ug € H; (0,1), there exists a unique strict solution u € H(Qr) in the

sense of Definition 4.1.1 to (4.2).

Theorem 12. For each ug € L?(0,1), there exists a unique strong solution u € B(Qr) in

the sense of Definition 4.1.2 to (4.2).
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4.2 Carleman Estimate

With the well-posedness result, we can now prove the Carleman estimate associated to the

degenerate parabolic equation with Robin boundary conditions, extending the work of [§].

Theorem 13. Let 0 < a < 1, and let T > 0. Let a(x) = z®. Consider the adjoint degenerate

parabolic problem with Robin boundary conditions,

’

wi + (a(z)wy), = f(z,1), (x,t) € (0,1) x (0,T),
Bow(zx,t) + Bra(r)wy(z,t) =0, r=0, te(0,7),
< (4.17)
w(l,t) =0, t e (0,7),
w(x, T) = wp(x), z € (0,1),

\

where By and By satisfy the sign conditions Bg + B% > 0, and BpB1 < 0. Then, there exists
a function o(z,t) : [0,1] x (0,7) — R of the form o(x,t) = p(x)0(t), where p(x) > 0 for all
x €[0,1], and (t) — o0 ast — 07, T, and two positive constants C and Ry = Ry(C,T),
such that for all wp € LQ(O, 1), f € LQ((O, 1) x (0,7)), the solution w to (4.17) satisfies, for

all R > Ry, the Carleman Estimate

// <R«9$O‘w923 + R393x2_o‘w2) e 219 gy dt (4.18)
Qr

T
< C// 672R0f2d37dt + C’/ {RHeiQRUw%} )
QT 0 =1
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Proof. Consider the Robin boundary conditions

Pow(z,t) + fra(z)we(z,t) =0, x =0,

w(l,t) = 0.

(4.19)

For simplicity, by scaling let us assume that $; = 1. Then, call 5y = 8. According to the

sign condition 3, we have that § < 0. Similar to the procedure for the hyperbolic equation,

as in (3.14), we make the change of variables z = e~ #7(*:1) (2, ¢). Then the space derivative

satisfies

ze = e FO@H (2, t) (= Roy) + wye TO@1)

= 2(—Roy) + wye” Ro(@t),

The boundary conditions for z(x,t) satisfy

Bz(z,t) + a(z)zz(z, 1)

= —a(z)zRoy + a(z)wee 7 + gefioy

= —a(z)e wRoy + a(z)wee 7 4 Be ROy

e*RO’

= —a(z) wRoy

= —a(z)zRoz(x,t).

Then we also have the relation for the z derivative,

zp = e FO@H (2, t)(—Roy) + wye TO@1)
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(4.21)

(4.22)



= z(—Rog) + wye o)

The same method as from Chapter 3, (3.15) can be utilized. That is, we decompose the

equation into 2 parts, and compute the product. Define the relations

Piz = Royz + R%a02z + (azy) . (4.23)
Poz =zt + R(aoy)zz + 2Raoy 2. (4.24)

Then, we have
Piz+4 Pyz = fe 19, (4.25)

From [8] (Lemma 3.1), by computing (P;z, P»z), the following identity holds from the de-

composition,

T
(P1z, Pyz) :/ [azxzt + R2a010,2% + R3a%03 2> (4.26)
0

1
+Raxa2z% + Ra(aax)xzzx} 0 dt

= 1R// Opp2> —2R2/ Gﬁtxap%zz
2 Qr Qr

_33//Q 03220 (2pr + apy)p2e?
T

—R// 9x2a_1(2xpxx+osz)z% —R// Oz (x%py ) ww 222
QT Qr

This splits the product into two parts, the boundary terms, and the space-time terms.

The interior terms will be evaluated second. The boundary terms now obey the condition
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of (4.21). The boundary terms are

T T 1 T 1
Boundary = / [azxzt] dt + R? / [acrtamzﬂ dt + R / [a20322} 0 dt (4.27)
0 0

+ R/ O';E(ZQZ% dt + R/ aaz)xzzx](l) dt.

To avoid confusion, let us evaluate each of these terms separately. Let us here also define

the function p(x) by

9yl
= ——. 4.28
Note that p(x) > 0. Then the derivative satisfies
-«
-z
= 4.29
Using (4.21), the first term from (4.27) gives
T T
/ [azmzt](l) dt = / [(=Bz — aRmez)zt](l) dt (4.30)
0 0

T
:/0 {(Bz + aROpyz) 2t} p—g dt

- %/OT {5(22)t + aRpr(zQ)t} . dt

Tr=
T
R
:/ { 9tx22} dt,

where we have used the decay in the limit from the definition of z. The second term of (4.27)

gives

R2 /OT [aataxz2](1)dt % /OT {aUtUxZQ}z:O dt (4.31)
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T 2 T 562_a
= R? / {Hﬁt—3x22} dt — R2/ {99t—3x22} dt.
0 (2—a) =0 0 (2—a) =0

The third term from (4.27) gives

T 1 T
R3/ [a20§’3z2} dt = —R?’/ {a2agz2} dt (4.32)
0 0 0 =0

T 2—«
— R3/ { < 393x22} dt.
0 (2 - a) x=0

The fourth term from (4.27) gives

T 1
R/ [chﬂz%} dt (4.33)

0 0

T T
= /0 {GxCLQZ%}x:l dt — R/O {0$a2zg}xzo dt
T T
1 2 2 2

= — 0 dt — R 0 dt.

JRt=r zm}mzl IR

Now, once again using the Robin boundary conditions from (4.21), we continue the equality

from (4.33),

T 1
R/ [axazzg] dt (4.34)
0
T 2 T
sz R -« 2
= — — — —Bz —aRf dt
R/O G-a) }x1 dt + 2= a) /0 {9:6 (—Bz — aROpyz) }:z::()

__R OT {%}xl dt + r% /OT {6291;1*%2}:6:0 dt

2R (T i, 2 R L e 972,32
0 dt
+ 2o/, r “BRO(apy)z }x:O dt + (2_04)/0 {x a“R“0°p;.z }x:O
T 2 T
02z R 2, 1—a 2

- 4.35

. 0 {(Q_Q)}ledt+(2—a)/o {6 O : }x:odt ( )

2R* (T o 20 R’ Ty aaps o

— 0 dt.
2—a2 {x po*z }x:odH (2_04)3/0 {x ? }x:o
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The final term from (4.27) gives

T
R/ [a (aax)xzzx](l)dt (4.36)

= —R/ { < ) z(—pBz — aR@pIz)}zO dt
2 T
B _(2—a)/0 {’692 }xzoJr(ziz—a)?/O {QQxZQ}xzodt'

Combining all of the results from (4.30) - (4.36), we arrive at the expression for the boundary

terms:

T R
Boundary:/ { 9t$22} dt (4.37)
+ R? /T {«9(%%9522} dt — R? /T {99tx2—_a33:z2}
0 (2 - Oz) =0 0 (2 - O‘) =0
T 2—«
3 x 3,..2
=0
T 2 T
0z R 2, 1—a 2
n {<2—a>}x:f“+ T )y (P eR)
2R T o aam.0 R3 T 5032
— —(2—a)2/() {.Z’ B0° = }xzo dt + —(2—a)3/0 {x 0°z }x:O dt.

T 9 T
@ ]—%04)/0 {p0=2}, o+ (2]_%—@)2/0 {%2:2}  at

Because of the 3 sign condition, 5 < 0, every term involving 5 from (4.37) is nonnegative.

By [8] (Lemma 3.1), we have that for all v € H}(0,1), then zv?(z) — 0 as x — 0F. Thus,

the remaining terms vanish, and we have

Boundary > —

(2 Jja) /OT {923:}3:1 dt. (4.38)

From the form of (4.26) and (4.37), we choose the weight function 6(¢). We will prove
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the theorem using a more general function 6(t) than that in [8]. For k > 0, consider the

function

o(t) = (ﬁ)k (4.39)

Note that the choice for (t) satisfies the limit conditions prescribed in Theorem 13 for
t — 07,t = TT. Then the time derivatives are
k(2t —T)

0; = W (4.40)

and
Ak + 2)t2 — 20(2kT + T 1)7?
Gttzk((k+ )l tRET +T) + (k+1) ) (4.41)
(H(T —t))*+2
From (4.26), the space-time terms satisfy
: 1 2 2 0,2 2
Space-time = —=R Oupz-dadt — 2R 00z prz dxdt (4.42)
2 Qr Qr

—R3 // «93x20‘_1(2xpxx + Osz)p%z2dxdt
Qr

— R// 9$2O‘_1(2xpm + osz)z%d:pdt — R// 0(x“py) pxzzpdxdt.
Qr QT

By the choice of p(x), this simplifies to

Space—time = —ﬁ // QttZQdfdt + ﬁ // etth_aszl‘dt (443)
«a Qp « Qr

) 2
—ﬁ / / 00,22 22 dzdt
3

R

T az

/ 032222 dadt + R/ 2% 22 ddt.
Qr Qr
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2

Let us estimate these terms in (4.43). The leading term in 22 contains #3. The leading

term in z% contains 6. Thus, we want to estimate the first three terms in (4.43) with respect

to the last two. Now, by the form of 6 and 6y from (4.40), an estimate of the form |fy;| < 63
T4k7203

is possible if and only if £ > 1. In this case, |0y| < ¢ . Thus, the second term from

(4.43) gives

R 2—a 2 T4k ’ 3,2-0,2
3 Oppx” “2%dxdt 6°x dxdt. (4.44)
2(2 - a) Qr 2 —a) Qr

For the third term from (4.43), we must estimate |#0;|. By definition from (4.39) and (4.40),

we have

-t

2k+1
00, = k(2t — T) (ﬁ) | (4.45)

so that once again |06;| < ¢f3 if and only if k& > 1. If this is the case, then we can estimate

the third term as

) 2
L // 00,2% 222 dxdt| <
Qr

Finally, we consider the first term from (4.43). By Young’s Inequality, we can estimate the

2 T2k; 1
e / / 032222 dudt. (4.46)
Qr

2—a

second derivative,

r T
Oy < 0™ =c <0xp1z2> ! (03x2_0‘z2> 2 , (4.47)
where 0 < r9 < 7y and
r1+ 79 =1
r1 + 319 =m (4.48)

(2—a)rg+piry =0.
The first two equations restrict m to 1 < m < 3. The inequality 0y < 0" can be only be
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satisfied if k(1 —m) + 2 < 0. If this is the case, then

(2%// Httszl'dt
— Oé

k —242k(m—1)
< Re(k)T // @xplz (6’3952_0‘,22)r2 dxdt
2 — a Qr

2+2k‘ m 1
< eRC(k) // 02P1 22 dxdt
Qr

(4.49)

- 2—a
2+2km 1
+< )T2 Retk)T / / 03220 2 dudt
€ 2—a Qr

Since o < 2, and r9 < rq, then

If a # 1, then Hardy’s inequality ([8] Lemma 2.1) gives

// 02P1 22 dxdt < // 022222 dadt < LQ // 02 22 ddt. (4.50)
Qr Qr (a—1) QT

Combining (4.44), (4.46), (4.49), and (4.50) gives

3
Space-time > B 2 // 034222 dadt + R// %22 dxdt (4.51)
(2-a) QT Qr

4k —2 2 2k—1
2T // 8320‘2ddt—R2 )T // 0322~ 22 dydt
—a)? Qr —a)? QT
2—|—2k‘m 1
_ BT / / 0222 dwdt
(2—a (1—a)? Qr

_ m Re(k)T—>+2km—1) // 0325202 gt
€ 2—@ Qr
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To make the Space-time terms nonnegative, we must choose € = €(7T") appropriately, and
then R = R(e, T, a) from there. The term containing ¢ must be dominated then by the
second term, so € needs to be on the same order as T2 2k(m=1)(2 — 4)2(1 — @)2. In terms

Y 1l
of T', this means that (%) "2 is of order <T*2+2k(m*1)> "2 From here, we can choose R.

By comparing the first and last terms of (4.51),

RS 2 RE2EHO) (g2 )) ((1 ) 12 )2> "
— —

so that

LY (k1) | .
s T(1+r2)(k( 1)-1) ( ) .
~ (1—a)(2—a)

Also, by comparing the first, third and fourth terms of (4.51),
R > T2k_1.
From these, choose R sufficiently large, so that

R > max {T(”Té)(k(m””, TQ’H} . (4.52)

Then, for the chosen e small enough and R large enough as in (4.52), from (4.51), the first

two terms will dominate, giving

3
Space-time > R—2 // 032222 dudt + R// 0% 22dxdt > 0. (4.53)
(2—a) Qr Qp

66



Thus, with R large enough as in (4.52), we have from (4.25), (4.38), and (4.53),

Ife~ 7|12 > (P2, Pyz) = Space-time + Boundary (4.54)

R3

T
+ R/ on‘z;%d:cdt _ R / {92%} dt.
Qp (2—a) Jy r=1

R

Finally, we recall that w = e'*? z. We use this to obtain the bounds in the original variable.

So,

R3032%~ % 4+ ROz%w? = R3P22 %2922 & RO2Y(Ropel' 2 4 €119 2,)? (4.56)

<c <R393x2_0‘62R022 + R@xae2Razg) )
To match (4.55), multiply by e 257 to get
R3032%~ e 2R 4 ROzuwle2R0 < ¢ (R3«93x2_a22 + Rexaz?) : (4.57)
From (4.55) and (4.57), the Carleman Estimate follows.

// (R@xaw% + R393x2_o‘w2> e 217 dyat (4.58)
Qr

T
< C’// e 20 f2 4 dt + C’/ {Rﬁe*Qng%} :
QT 0 =1

67



APPENDIX

68



Appendix

Minimum Energy: Approximate

Control

In this appendix, we now consider one brief application regarding the energy for the non-
degenerate parabolic system. Let (2 be a domain, let w C 2. Consider the interior control

problem

ut — Au = gxw, (z,t) € Qx(0,T),

u=0, (z,t) € 99 x (0,T), (A1)

\ u(z,0) =0, x e Q.

Here, g is a control function satisfying the approximate controllability condition. That is,
instead of driving the solution to an exact final state at a given end time as we have observed
before, the control function should only have the restriction that it drives the solution close
to a specified final state.

Let up € L?(Q) be a final state for (A.1). For ug € L?(Q),g € L?*(w x (0,T)), there is a
unique solution u € C ([0, T7; LQ(Q)) N L? (0,T; H&(Q)) . Given € > 0, we say then that the

approximate controllability condition is satisfied if

lu(z, T) —uzl| ;2 < e (A.2)
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Then, we know (see [19] for example) that if ug € L?(Q),u; € L?(Q), that (A.1) is
approximately controllable in the sense of (A.2). Furthermore, § is a control function for

(A.1), where g is given by the solution to the adjoint equation

g+A0g=0, (z,t)eQx(0,T),
g9=70, (z,t) € 0Q x (0,7), (A.3)

(x,T) = go x € ),

Nt

\

where gq is the (unique) minimizer of the functional

1
1 (7 2
Je(u1,9) = 5/0 /|g\2dxdt+6 (/Qg2dx) —/Qulgdx, (A.4)
w

in the sense that Je(uy,gg) = m%n Je(u1, g). We will observe that in fact, this g also has
geL4())

the minimum energy.

Lemma 3. Let gy be the minimizer of (A.4). Let g(x,t) be the solution to (A.3) with initial

data gy. Then § also minimizes the energy. That is, for any control function g for (A.1),

T T
/ / g2 dwdt > / / 1§12 dudt. (A.5)
0 w 0 w

Proof. Let g(z,t) be any control function for (A.1). Then, decompose g(z,t) as the sum of

we have

functions

g(z,t) = g(z,t) + h(x,t), (A.6)

where g(z,t) solves (A.3) with initial data gy, where gg is the minimizer of (A.4). Then,

upon multiplication of § and integration, we get
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T T T
/ / (g+ h)gdedt = / / ]§]2dxdt + / / ghdxdt. (A7)
0 w 0 w 0 w

On the other hand, using the definition of the decomposition and (A.1), we have the

relation

T
/ (§+ h) gdedt (A.8)

S—

[ [ - swrasa
I
J

u(T)g(T)dz,

u (g + §) dedt + /Q w(T)g(T)dx

2

Q

since ¢ solves the adjoint equation. Now, by using the definition for the approximate con-

trollability condition, (A.7), and (A.8), we obtain

1T 2
5 lg|“dxdt (A.9)
w

1 T
—/ /|§+h]2da:dt
2 Jo

T rq
— / / 2+ gh+ = h2dzvdt
o )27

Y

% /0 / G2dxdt + / / Ghdzdt
/Q w(T)g(T)dr — 5 /0 /w G2dxdt, by (A.8)
/Qulg(T)dx+/( (T) — u1)g (T)dx—l/T/ G2 dadt

1 (T 2
> Quw( Jdz —ellg®)llp2(q) — 5 dxdt

2 Jo

—Je(uq)
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1 T
= / / |G(, 1) dadt.
2 0 w

Thus, as claimed,

T
(2, ) 2dadt > /0 / (. ) 2ddt. (A.10)
w

S,
e~
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