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Abstract

Biometric Template Security

By

Abhishek Nagar

With the proliferation of biometric recognition systems, an attacker’s benefit in

staging a system compromise is also increasing and thus is the need to ensure system

security and integrity. This dissertation provides a thorough analysis of the vulnera-

bilities of a biometric recognition system with emphasis on the vulnerabilities related

to the information stored in biometric systems in the form of biometric templates.

To motivate the development of techniques to protect biometric templates, we show

that fingerprint image can be recovered from a well known fingerprint representation,

called the Minutiae Cylinder Codes, with high accuracy. The recovered fingerprint

image can in turn be used to create spoof fingers and compromise the systems in

which the finger is enrolled.

The techniques to safeguard the biometric templates are categorized into two main

groups: biometric cryptosystems and template transformation techniques. While bio-

metric cryptosystems allow binding a secure key to the biometric data to obtain a

so called secure sketch from which no information regarding the biometric data or

the key can be recovered, template transformation techniques non-invertibly trans-

form the biometric template with the user’s password. To analyze and improve the

biometric cryptosystems, we study its two main examples: fuzzy vault and fuzzy

commitment. Fuzzy vault is used to secure templates represented in the form of a

set of points whereas fuzzy commitment is used to secure templates represented as

binary vectors. An improved security analysis is provided that takes into account the

non-uniform distribution of biometric features. A framework to effectively combine



multiple biometric representations is also proposed. We identify two limitations of a

typical biometric cryptosystem, namely, i) linkability i.e. possibility to identify two

secure biometric templates generated using the same biometric, and ii) utilization of

only simple biometric representations, and develop techniques to overcome them in

the context of fuzzy vault.

Various template transformation techniques proposed in literature are studied

and the amount of security they impart is evaluated using a comprehensive set of

metrics. The analysis of difficulty of template inversion i.e. recovery of the original

template given a transformed template is an important element of its security analysis.

We develop the template inversion techniques and analyze security imparted by two

different transformed templates; one based on point set representation and the other

based on binary vector representation. The analysis presented indicates that the two

techniques, although generally considered secure, are vulnerable to inversion attacks.

Protection of biometric templates is critical for public acceptability in light of

the potential compromise of system security and user’s privacy. Equally critical is

a rigorous analysis of the security imparted by the techniques developed to protect

the biometric templates. We believe that the security analysis presented in this

dissertation will streamline the development of new techniques and help in finding a

robust solution for protecting biometric data.



Acknowledgments

First of all I would like to express my sincerest gratitude towards my advisor Prof.

Anil K. Jain. He has been a great advisor and an unrelenting source of motivation

and support throughout the course of my PhD. I have learned a lot from him as a

researcher and also as a person par excellence and it will be a life long effort for me to

inculcate in me his good qualities. I also thank Prof. Jain for the various professional

opportunities I was able to have during the course of my PhD. Thanks are also due

to Prof. Jain for the fun filled parties at his home at times much needed. I also

express my gratitude towards my senior and also a member of my PhD committee

Dr. Karthik Nandakumar. It has been wonderful collaborating with him. With his

excellent sense of articulation he has been a great source of clarity in the research we

conducted through my PhD. His efforts are undeniable in streamlining my research

in this little known and yet very important topic of biometric template security. I

would also like to thank Prof. Rong Jin from whom I learned a lot about the topic of

machine learning during his wonderful seminars where we had extensive discussions

on interesting topics. I also thank Prof. George Stockman for numerous discussions

and his advices at many occasions and for the fun filled canoe trips and dinners at his

house that I would cherish the most. I would also like to thank my PhD committee

member Prof. Hayder Radha, Prof. Richard Enbody and Prof. Pang-Ning Tan for

their valuable comments and suggestions on my thesis work.

I would also like to thank Dr. Shantanu Rane, who was my mentor during the three

months summer internship at the Mitsubishi Electric Research Laboratory, Boston

in 2009, for the wonderful time I had there. Thanks are also due to Dr. Kaushik

Josiam and Dr. Farooq Khan who mentored me during my summer internship in 2010

at Samsung Standards Research Laboratory, Dallas who are also currently my fellow

iv



senior researchers since I recently joined them as a full time employee to work on some

exciting projects. I would also like to thank Dr. Vivek Raghavan, Mr. Jagadish Babu

and Mr. Yashwant Kumar who were my supervisors during my summer stay with

the Unique Identification Authority of India in 2011. It was wonderful time I spent

there getting to know the intricacies of the world’s largest biometric identification

undertaking. I would also like to thank Dr. Julien Bringer, Dr. Vincent Despiegel

and Dr. Melanie Favre for extensive discussions during my one week visit to Morpho,

France.

I would also like to thank the fellow PRIP students and friends with whom I

shared a great time: Pavan, Jung-Eun, Soweon, Serhat, Kien, Brendan, Alessandra.

Also thanks to post-docs and visitors in the lab with whom I collaborated with on

various project: Dr. Jianjiang Feng, Dr. Shengcai Liao, Dr. Heeseung Choi, Dr.

Qijun Zhao, Dr. Eryun Liu. I would also like to thank my friends at East Lansing

for the good times we shared: Manish, Atha, Vaidy, Mayur, Rahul, Alok.

Special thanks are due to the department secretary Linda Moore for seamlessly

handling various logistics involved during the graduate curriculum. Thanks are also

due to Norma Teague for help with my various travels during the course of PhD.

Last but not least I thank my grandfather, my parents, and my brother for their

unconditional love and support without which this journey would not have been

possible.

v



Table of Contents

LIST OF TABLES ix

LIST OF FIGURES xi

LIST OF ALGORITHMS xviii

1 Introduction 1
1.1 Biometric System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Modes of Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 System Vulnerabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Consequences of Template Compromise . . . . . . . . . . . . . . . . . . . 15
1.4 Template Protection Techniques . . . . . . . . . . . . . . . . . . . . . . . 16
1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.6 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2 Fingerprint Template Inversion 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Minutia Descriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Binary Minutiae Cylinder Codes . . . . . . . . . . . . . . . . . . . . . . . 38
2.4 Reconstruction From Descriptors . . . . . . . . . . . . . . . . . . . . . . 40
2.4.1 Local Minutiae Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.2 Global Minutiae Recovery . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.3 Link Selection and Complexity Analysis . . . . . . . . . . . . . . . . . 51
2.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3 Biometric Cryptosystems 62
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3 Biometric Cryptosystem Implementation . . . . . . . . . . . . . . . . . . 66
3.3.1 Fuzzy Vault Implementation . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.2 Fuzzy Commitment Implementation . . . . . . . . . . . . . . . . . . . 73
3.4 Methodology for Security Analysis . . . . . . . . . . . . . . . . . . . . . 74
3.4.1 Fuzzy Vault Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.4.2 Fuzzy Commitment Security . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5.1 Databases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

vi



4 Multibiometric Cryptosystems 89
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3 Multibiometric Cryptosystems Framework . . . . . . . . . . . . . . . . . 93
4.3.1 Embedding Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.2 Multibiometric Fuzzy Vault Implementation . . . . . . . . . . . . . . . 97
4.3.3 Multibiometric Fuzzy Commitment Implementation . . . . . . . . . . . 98
4.3.4 Constrained Multibiometric Cryptosystem . . . . . . . . . . . . . . . . 98
4.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5 Augmented Fingerprint Vault 112
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2 Fingerprint Vault with Passwords . . . . . . . . . . . . . . . . . . . . . . 113
5.2.1 Minutiae Transformation using Passwords . . . . . . . . . . . . . . . . 114
5.2.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3 Fingerprint Vault with Minutiae Descriptors . . . . . . . . . . . . . . . . 118
5.3.1 Vault Encoding/Decoding . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.3.2 Descriptor Binarization . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3.4 Security Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6 Template Transformation 136
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2.1 Vector based transformation techniques . . . . . . . . . . . . . . . . . 137
6.2.2 Interest point based template transformation . . . . . . . . . . . . . . 141
6.3 Analysis of Template Transformation . . . . . . . . . . . . . . . . . . . . 144
6.3.1 Evaluation Measure for System Usability . . . . . . . . . . . . . . . . . 144
6.3.2 Security Evaluation Measures for Intrusion Threats . . . . . . . . . . . 145
6.3.3 Security Evaluation Measures for Linkage Threats . . . . . . . . . . . . 148
6.4 Security of Cancelable Fingerprint Templates . . . . . . . . . . . . . . . 150
6.5 Security of Biohashing Scheme . . . . . . . . . . . . . . . . . . . . . . . . 157
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

7 Summary and Future Research 167
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

APPENDICES 171

A Entropy of Biometric features 172

B Inversion of Cancelable Fingerprint 174
B.1 Minutiae Template Transforms . . . . . . . . . . . . . . . . . . . . . . . 175

vii



B.1.1 Mixture of Gaussians based Transform . . . . . . . . . . . . . . . . . . 176
B.2 Non-invertibility Measure . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B.2.1 Pre-image Computation . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B.2.2 Pre-image Likelihood Computation . . . . . . . . . . . . . . . . . . . . 178
B.2.3 Non-invertibility Measure Computation . . . . . . . . . . . . . . . . . 180
B.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

BIBLIOGRAPHY 186

viii



List of Tables

1.1 Different liveness/spoof detection techniques for fingerprint, face and iris. 13

1.2 Characteristics of software based template protection techniques. . . . . 24

2.1 Available techniques for recovering biometric data, given a stored template
and a matching system. . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Various minutia descriptors available in the literature. . . . . . . . . . . . 37

2.3 GAR values at FAR values of 0.1% and 0.01% for the four different sce-
narios considered in this chapter. . . . . . . . . . . . . . . . . . . . . 61

3.1 Comparison of fuzzy commitment and fuzzy vault. . . . . . . . . . . . . 69

3.2 Comparison of genuine accept rates of the different biometric cryptosys-
tems at a security level of 53 bits, which equals the security imparted
by a randomly chosen 8 character password [22]. Note that these values
for GAR are significantly lower compared to state of the art matching
performance obtained reported in literature. For example, the best
GAR reported in case of fingerprints from FVC 2002 DB2 is 99.7%
when there was no false accept [79]. . . . . . . . . . . . . . . . . . . 87

4.1 A simplified illustration of the proposed embedding algorithms. . . . . . 96

4.2 Comparison of genuine accept rates of the different biometric cryptosys-
tems at a security level of 53 bits, which equals the security imparted
by a randomly chosen 8 character password [22]. Here, baseline fu-
sion refers to securing individual templates using unibiometric cryp-
tosystems and combining decisions using AND-rule fusion, while the
proposed fusion scheme uses a single multibiometric secure sketch. . 106

5.1 Genuine Accept Rates (GAR), False Accept Rates (FAR) and Failure to
Capture Rates (FTCR) of the hardened fuzzy vault for FVC2002-DB2
database. Here, k represents the degree of the polynomial used in vault
encoding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2 3-bit Gray code. Note that adjacent quanta differ in only a single bit. . . 128

ix



5.3 The values corresponding to πdf , π0, maxi(πi) and Ta for the different
representations of descriptors considered. . . . . . . . . . . . . . . . . 134

6.1 List of different template transformation techniques available in literature
and their characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.2 Values of FRR, FARUK , FARkk, IRID(E−1(0), ϵ), and CMRT for the
cancelable fingerprint template scheme corresponding to a threshold
(ϵ) of 950. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.3 Values of FRR, FARUK , FARKK , IRID(E−1(0), ϵ), and CMRT for
the biohashing technique corresponding to a threshold (ϵ) of 20. . . . 159

x



List of Figures

1.1 Instructional diagram for Bertillonage: the first biometric recognition sys-
tem [1]. From left to right and then top to bottom the figures show
measurement of height, reach, trunk, length of head, width of head,
right ear, left foot, left middle finger, and left forearm. . . . . . . . . 2

1.2 Example of features extracted from a fingerprint as depicted in [51]. (a)
impressions of the fore and middle fingers of the right hand of Sir
William Herschel (one of the first British officers in India to use fin-
gerprints on contracts, see [56]), and (b) the corresponding extracted
features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Enrolment (top) and authentication (bottom) stages of a typical biometric

recognition system. xE denotes the feature vector that is stored as a
template in the system database during user enrolment. xA denotes
the query feature vector. For interpretation of the references to color
in this and all other figures, the reader is referred to the electronic
version of this dissertation. . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Biometric templates extracted from fingerprint, face and iris. Fingerprints
are usually represented using set of points marking the endings and
bifurcations of ridge lines called minutia which is encoded as a 3-tuple
(x, y, θ) with x and y representing the location of the minutia and θ
representing the direction of minutia. Face image is usually represented
using a vector of Linear Discriminant Analysis (LDA) coefficients. Iris
image is usually represented using the binarized responses of Gabor
filters, typically called the Iriscode. . . . . . . . . . . . . . . . . . . . 7

1.5 Intra class variation among fingerprints. Two fingerprints from the same
finger having large variation in the portion of the finger printed. . . . 11

1.6 Schematic diagrams for enrolment and authentication stages of encryption. 18

1.7 Schematic diagrams for enrolment and authentication stages of biometric
cryptosystems. Note that in certain constructions the “Helper Data
Extraction” module may not involve introduction of a system key dur-
ing enrolment thus a key is not explicitly shown in the enrolment part
of the schema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

xi



1.8 Schematic diagrams for enrolment and authentication stages of template
transformation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.1 Fingerprint reconstruction from minutiae. (a) A fingerprint with marked
minutiae, and (b) the fingerprint reconstructed from minutiae set (tem-
plate) in (a), using the technique proposed in [42]. . . . . . . . . . . 30

2.2 A schematic diagram depicting the various stages in recovering the finger-
print image from a descriptor-only representation (template) TD. . . 33

2.3 Three different kinds of descriptors: (a) fingerprint image with minutiae
and local neighborhood around a minutia, (b) image features based
descriptor, (c) minutiae features based descriptor, and (c) texture fea-
tures based descriptor. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 A cylinder associated with a minutia and the corresponding MCC de-
scriptor. Each of the six discs on the right represent the cells of the
cylinder corresponding to the six different minutiae directions. Source:
http://biolab.csr.unibo.it/ResearchPages/graphics/MCC1.png . . . . 40

2.5 Local minutiae reconstruction: (a) original minutiae in a local region of
a fingerprint, (b) associated bit-planes of the MCC-B for the five dif-
ferent equally separated minutiae directions, and (c) minutiae recon-
structed from MCC-B descriptor (in black) overlaid on original minu-
tiae (in red). Note that the white regions in bit-planes correspond to
the neighboring minutiae and the plane in which the white regions ap-
pears depends on the direction of the corresponding minutia. Here,
each plane is a 16× 16 block representing a region of size 150× 150 in
the fingerprint image. . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 Depiction of two links (5, 3, 1, 2) and (1, 2, 1, 2) between two minutiae sets
X1 (represented in red) and X2 (represented in blue) where the 5th
and 1st minutiae in X1 are overlaid on the 3rd and 2nd minutiae in X2,
respectively. Note that a link (i, j, p, q) indicates that the ith minutia
in the pth local minutiae set overlaps with the jth minutia in the qth
local minutiae set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.7 Simulation of the fingerprint reconstruction procedure. See Section 2.4.2
for a description of this figure. . . . . . . . . . . . . . . . . . . . . . . 50

2.8 ROC curves for cases when (a) the reconstructed fingerprints are matched
with the corresponding original fingerprints from which the templates
were derived, and (b) the reconstructed fingerprints are matched with
a different impression of the same finger. . . . . . . . . . . . . . . . . 55

xii



2.9 Relationship between the various link selection criteria and genuine accept
rate (GAR) at an FAR of 0.01%. (a) Effect of increasing the number
of links considered without checking their validity on the matching
accuracy, and (b) effect of increasing the computational complexity on
matching accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.10 ROC curves corresponding to the case when the reconstructed fingerprints
are divided based on the number of minutiae descriptors in the tem-
plate. Here the top-100 most compatible links are executed for recon-
structing the fingerprint. The threshold on the number of minutiae
used to categorize the reconstructed fingerprints into “Large no. of
minutiae” and “Small no. of minutiae” is 34. . . . . . . . . . . . . . . 57

2.11 ROC curves corresponding to the cases when original fingerprint is
matched with another impression of the same finger, fingerprint re-
constructed using top-100 links is matched with another impression of
the same finger, and the case when minutiae recovered using top-100
links are directly matched with the minutiae from another impression
of the same finger. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.12 ROC curves corresponding to the cases when fingerprint reconstructed
from MCC-B descriptors using top-100 links is matched with the same
fingerprint and the case when the original minutiae present in the local
region associated with the descriptors are used to generate the global
minutiae and thus the reconstructed fingerprint. . . . . . . . . . . . . 59

3.1 A schematic diagram for a typical biometric cryptosystem. The schematic
diagram of a biometric cryptosystem is also shown in Figure 1.7. . . . 65

3.2 A schematic diagram illustrating encoding and decoding of a typical fuzzy
commitment scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3 A schematic diagram illustrating encoding and decoding of a typical fin-
gerprint fuzzy vault. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.4 Sample iris, fingerprint, and face images from (a) CASIA Ver-1, FVC2002
DB-2, and XM2VTS databases, respectively, and (b) WVUmultimodal
database. Note that the quality of iris images in the WVU database is
much lower than that in the CASIA database. . . . . . . . . . . . . . 81

3.5 The G-S curves for fuzzy vault for fingerprints from FVC 2002 DB-2 and
WVU databases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.6 The G-S curves for fuzzy commitment for iris images from CASIA Ver-1
and WVU databases. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

xiii



3.7 The G-S curves for fuzzy commitment for face images from XM2VTS and
WVU databases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.1 Schematic diagram of a multibiometric cryptosystem based on the pro-
posed feature level fusion framework during the enrolment phase. . . 93

4.2 Enrolment phase of a constrained multibiometric cryptosystem. The tem-
plates corresponding to each constrained trait (traits 1 and M in this

example) have two representations (the primary representation (xEi (1))

and the secondary representation (xEi (2)) for modality i). The sec-
ondary representation is secured using a multibiometric secure sketch,
while the primary representation is secured using a unibiometric sketch
that is further encrypted using the key associated with the multibio-
metric cryptosystem. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.3 The G-S curves for fuzzy vault for iris, fingerprint, and face images from
CASIA Ver-1, FVC 2002 DB-2, and XM2VTS databases, respectively,
the baseline multibiometric cryptosystem based on AND-fusion rule
and the proposed multibiometric crytposystem using all three modalities.103

4.4 The G-S curves for fuzzy vault for iris, fingerprint, and face images from
WVU Multimodal database, the baseline multibiometric cryptosystem
based on AND-fusion rule and the proposed multibiometric crytposys-
tem using all three modalities. . . . . . . . . . . . . . . . . . . . . . . 104

4.5 The G-S curves for fuzzy commitment for iris, fingerprint, and face im-
ages from CASIA Ver-1, FVC 2002 DB-2, and XM2VTS databases,
respectively, the baseline multibiometric cryptosystem based on AND-
fusion rule and the proposed multibiometric crytposystem using all
three modalities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.6 The G-S curves for fuzzy commitment for iris, fingerprint, and face images
from WVU Multimodal database, the baseline multibiometric cryp-
tosystem based on AND-fusion rule and the proposed multibiometric
crytposystem using all three modalities. . . . . . . . . . . . . . . . . . 105

4.7 ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy
vault (red) for Iris images from (a) WVU and (b) CASIA Ver-1
databases. The ROC curves corresponding to the original features
is based on the Hamming distance between iriscodes. The curves cor-
responding to the fuzzy commitment are based on Hamming distance
between 1, 023 bits of the extracted binary feature vector. . . . . . . . 107

xiv



4.8 ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy
vault (red) for fingerprint images from (a) WVU and (b) FVC02DB2
databases. The ROC curves corresponding to the original features is
based on the scores obtained from Neurotechnology Verifinger matcher
using only the minutiae features. The curves corresponding to the
fuzzy vault are computed using the decoding complexity as the match-
ing score when a degree-10 polynomial used. . . . . . . . . . . . . . . 108

4.9 ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy
vault (red) for face images from (a) WVU and (b) XM2VTS databases.
The ROC curves corresponding to the original features is based on the
LDA features. The curves corresponding to the fuzzy commitment are
based on Hamming distance between 1, 023 bits of the extracted binary
feature vector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.1 Minutiae transformation using password. (a) Original minutia distribution
and (b) distribution of minutiae after password based transformation
is applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.2 Minutiae descriptor: (a) positions of 76 points in the neighborhood of
a minutiae; thickness of each line and its orientation corresponds to
frequency and orientation descriptors, (b) orientation descriptor and
(c) frequency descriptor. . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.3 Fingerprint fuzzy vault encoding with minutiae descriptors. . . . . . . . 121

5.4 Authentication using the proposed fingerprint cryptosystem. . . . . . . . 123

5.5 Different stages involved in obtaining a binary vector of desired length
from raw minutiae descriptors. . . . . . . . . . . . . . . . . . . . . . . 124

5.6 Estimating missing values in descriptors: (a) orientations of two match-
ing descriptors overlaid where missing values were estimated using the
nearest neighbor approach; (b) orientations of the same descriptors
when simple interpolation is used for estimating the missing values. It
can be observed that there are very few inconsistent orientation values
in case the nearest neighbor approach is used. . . . . . . . . . . . . . 127

xv



5.7 GAR (a) and FAR (b) for the fuzzy vault with and without descriptors.
“Desc (511, 19)” corresponds to case when orientation values are quan-
tized into 25 quanta, ridge frequency values are quantized into 24

quanta and 511 bits are extracted from them. Here the fuzzy com-
mitment scheme is constructed using BCH(511,19) code. “PCADesc
(31,6)” and “PCADesc (15,5)” correspond to cases when 10 principal
components are extracted and each value is divided into 27 quanta. In
“PCADesc (31,6)”, 31 bits are extracted and BCH(31,6) code is used
for fuzzy commitment whereas in “PCADesc (15,5)” 15 bits are ex-
tracted and BCH(15,5) code is used. BCH(511,19) corrects up to 119
errors, BCH(31,6) corrects up to 7 errors and BCH(15,5) corrects up
to 3 errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.1 Schematic diagram of the biohashing technique. . . . . . . . . . . . . . . 139

6.2 The original and transformed fingerprints for (a,d) Cartesian, (b,e) polar,
and (c,f) Gaussian mixtures based transform . . . . . . . . . . . . . . 142

6.3 Minutiae transformation (a) minutiae distribution in the original image,
(b) minutiae transformed according to mixture of Gaussians, where γ
is 30, and (c) transformed minutiae when the value of γ is 60. . . . . 152

6.4 ROCorig, ROCdiff, ROCsame for the mixture of Gaussian template trans-
formation. Neurotechnology Verifinger 4.2 is used to perform minutiae
matching. The evaluations in this figure and Figures 6.5, 6.6, 6.7, 6.8,
6.9, and 6.10 correspond to two transformations, Trans-1 and Trans-2,
where γ equals 30 and 60, respectively. The curves corresponding to
Trans-1 are shown in black where the curves corresponding to Trans-2
are shown in green. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.5 FRRT (ϵ) for the mixture of Gaussian template transformation. . . . . . 153

6.6 FARUK(ϵ) and FARKK(ϵ) for the mixture of Gaussian template trans-
formation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.7 IRID(β, ϵ) for two different values of β for the mixture of Gaussian tem-
plate transformation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.8 CMRT (ϵ, β) at β = 1 for the mixture of Gaussian template transformation.155

6.9 ROCinv for the mixture of Gaussian template transformation. . . . . . . 156

6.10 The C-E curve corresponding to two mixture of Gaussians based tem-
plate transformations, Trans-1 and Trans-2, where γ equals 30 and 60,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

xvi



6.11 Inversion of a biohash template. (a) Original face image from the FERET
database (after alignment and cropping), (b) face image reconstructed
from the Eigenface features (x̂) that are estimated by inverting the
biohash template (b) using equations (6.14) and (6.17). . . . . . . . . 160

6.12 ROCorig, ROCdiff, and ROCsame for biohashing technique. In this ex-
periment, 100 Eigenface features were extracted and 80 bits/template
were extracted using biohashing. The value of t used here is 100. . . . 160

6.13 FRRT (ϵ) for biohashing technique. . . . . . . . . . . . . . . . . . . . . . 161

6.14 FARUK(ϵ) and FATKK(ϵ) for biohashing technique. . . . . . . . . . . 161

6.15 IRID(β, ϵ) for two different values of β for biohashing technique. . . . . 162

6.16 CMRT (ϵ, β) for β = 1 for biohashing technique. . . . . . . . . . . . . . . 162

6.17 ROCinv for biohashing technique. . . . . . . . . . . . . . . . . . . . . . . 163

6.18 ROCdiff corresponding to the modified technique (a)ROCdiff for λ ∈
{2, 5, 10} corresponding to the case when number of dimensions of PCA
retained in 100 and number of bits extracted using biohashing tech-
nique is 80, and (b) shows the ROCdiff for λ ∈ {2, 5, 10} correspond-
ing to the case when number of dimensions of PCA retained is 500 and
the number of bits extracted using biohashing technique is 400. . . . 165

B.1 Marginal densities of minutiae in (x, y), (x, θ), and (y, θ) planes. . . . . . 179

B.2 Coverage-Effort curves for the mixture of Gaussians based feature trans-
formation. (a) and (b) CE curves for the case when γ equals 30 and
60, respectively keeping the remaining parameters fixed. In each fig-
ure four different instances of the transformation are shown with four
different solid lines. The dotted lines correspond to random guesses of
the true pre-image. The size of the colored regions indicate variance
in the security imparted by different instances of the transform. . . . 183

B.3 CE curve for individual finger. (a) shows the CE curve, (b) the most
likely pre-image of each minutia with the correctly guessed minutiae
shown in black, and (c) the true pre-images with the total number of
pre-images per minutia. . . . . . . . . . . . . . . . . . . . . . . . . . 184

B.4 ROC curves for the mixture of Gaussians based transformation of finger-
print template. Four random instances of the two cases where γ (see
Eq. (B.3)) equals 30 and 60 are shown as solid and dotted lines, re-
spectively. The size of colored regions indicate variance in performance
of different instances of the transform. . . . . . . . . . . . . . . . . . 185

xvii



List of Algorithms

2.1 Redundant links removal algorithm . . . . . . . . . . . . . . . . . . . . 45

2.2 Largest cluster selection algorithm . . . . . . . . . . . . . . . . . . . . 47

2.3 Global minutiae recovery algorithm . . . . . . . . . . . . . . . . . . . . 49

2.4 Link selection algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.1 Fuzzy vault decoding based on Berlekamp Massey algorithm [14]. . . . 73

3.2 A fuzzy commitment decoding algorithm that allows for erasures in the
codeword based on the crossover probabilities. . . . . . . . . . . . . 75

xviii



Chapter 1

Introduction

The science of identifying a person based on his anatomical or behavioral features was

introduced in the late nineteenth century by Alphonse Bertillon, a French policeman.

Alphonse developed the first set of tools, that are collectively called the Bertillonage

system, to identify repeat offenders1. Bertillonage involved measurement of certain

anatomical traits of a person mainly including head length, head breadth, length of

the middle finger, the length of the left foot, and the length of the forearm as shown in

Figure 1.1. These measurements were usually taken from the new convicts and were

matched with the measurements already take from the previous convicts to check if

the same person was convicted before.

Not long after the Bertillonage system came into practice, Galton [51], Her-

schel [55], and Faulds [39] noticed the usefulness of the ridge patterns present on

our fingertips for identifying an individual. Figure 1.2 depicts the fingerprint details

used by Galton [51] for matching two fingerprints. This led to the development of

fingerprint matching systems that replaced the tedious and less accurate Bertillonage

1A repeat offender is one who has been convicted multiple times on different
accounts. Convicts who are repeat offenders are usually given a harsher punishment in
order to de-motivate them to commit a crime again [99]. As a response, the convicts,
on the other hand, try to conceal their identities to evade the harsh punishment.
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Figure 1.1: Instructional diagram for Bertillonage: the first biometric recognition
system [1]. From left to right and then top to bottom the figures show measurement
of height, reach, trunk, length of head, width of head, right ear, left foot, left middle
finger, and left forearm.
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(a)

(b)

Figure 1.2: Example of features extracted from a fingerprint as depicted in [51]. (a)
impressions of the fore and middle fingers of the right hand of Sir William Herschel
(one of the first British officers in India to use fingerprints on contracts, see [56]), and
(b) the corresponding extracted features.
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system. Initially, the fingerprints were manually matched by the experts but with

the progress in computing technology, systems were developed in 1960’s to automate

the processing (acquisition, matching and storage) of fingerprints [17,48]. In addition

to fingerprints, automatic processing of other personal traits such as palmprints [9],

face [16], iris [33], etc. were also developed in parallel. These body traits used for

identifying an individual are known as biometric traits and the science of identifying

an individual based on his anatomical and behavioral traits is known as biometric

recognition or biometrics.

With the development of techniques to process biometric traits in real time, bio-

metrics is also being used as a means of user authentication in applications such as

computer log-in or gaining access to a building. Traditionally, user authentication is

performed based on passwords (something you know) or tokens such as smartcards

(something you have). These techniques are, however, inconvenient and less secure

since passwords can be forgotten or guessed and the tokens can be lost or stolen.

Biometrics, on the other hand, provides a convenient means of authentication as it

is based on something you are that cannot be lost or forgotten. Currently, biometric

based recognition systems are being extensively used in a wide range of applications

spanning governmental, forensic, and commercial sectors. As an example, the Govern-

ment of India is implementing a system to capture and store multiple biometric traits

(face, fingerprints and iris) from its population of more than 1 billion individuals for

the purpose of issuing them a unique identification number (UID) [102]. The world-

wide biometrics industry is also expected to grow steadily from an annual revenue

of 2 billion USD in 2009 to 11 billion USD in 20172. In most of these applications

biometrics is mainly used to either identify an individual from an existing database

(called identification) or verify the identity claimed by a user (called verification)

based on the acquired biometric trait.

2http://www.acuity-mi.com/FOB_Report.php

4

http://www.acuity-mi.com/FOB_Report.php


1.1 Biometric System

A biometric recognition system, or simply a biometric system, is a pattern recogni-

tion system that recognizes an individual based on his biometric traits. A biometric

recognition system consists of four main modules: (i) sensor that captures samples

of a biometric trait, (ii) feature extraction module that extracts certain salient fea-

tures from the biometric sample captured by the sensor, (iii) system database that

stores the features extracted by the feature extraction module, and (iv) matcher mod-

ule that matches the features extracted from the biometric samples with the features

stored in the system database. See Figure 1.3 for an illustration of a typical biometric

recognition system.

For the sake of brevity, we shall adopt the following terminology related to a

biometric system:

• Biometric trait: An anatomical or behavioral traits of an individual that is

processed and matched for person verification. Examples include fingerprint,

face, and iris.

• Biometric instance: A specific instance of a biometric trait such as the left

eye or the right index finger.

• Biometric sample: The snapshot of a specific instance of an individual’s

biometric captured by a biometric sensor.

• Biometric template (or simply template): The features extracted from the

biometric sample acquired during user enrolment that are stored in the system.

See Figure 1.4 for sample biometric templates extracted from fingerprint, face

and iris traits.

• Biometric query (or simply query): The features extracted from the biomet-

ric sample provided by a user during authentication to be compared with the

5
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Figure 1.3: Enrolment (top) and authentication (bottom) stages of a typical biometric

recognition system. xE denotes the feature vector that is stored as a template in the
system database during user enrolment. xA denotes the query feature vector. For
interpretation of the references to color in this and all other figures, the reader is
referred to the electronic version of this dissertation.

templates stored in the database.

• System threshold: The minimum value of similarity between the query and

a template such that the query can be accepted by the system as genuine.

1.1.1 Modes of Operation

A typical biometric system operates in two main modes: enrolment and authentica-

tion. In the enrolment mode, the system captures the biometric samples from the

user and stores the features extracted from the sample in the system database as a

biometric template, xE , along with the identity of the user, I. Depending on whether

the biometric system is being used for identification or verification, the authentica-

tion stage is implemented differently. In a verification system, the user provides his

identity, I, along with the biometric sample to the system. The features, xA, ex-

tracted from the query biometric sample is matched only with the template, xE ,

stored against the claimed identity and the system declares a match if the match

score is greater than the system threshold and declares a non-match, otherwise. Most

of the commercial biometric recognition systems operate in verification mode where
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Figure 1.4: Biometric templates extracted from fingerprint, face and iris. Fingerprints
are usually represented using set of points marking the endings and bifurcations
of ridge lines called minutia which is encoded as a 3-tuple (x, y, θ) with x and y
representing the location of the minutia and θ representing the direction of minutia.
Face image is usually represented using a vector of Linear Discriminant Analysis
(LDA) coefficients. Iris image is usually represented using the binarized responses of
Gabor filters, typically called the Iriscode.
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the user is asked his identification number before biometric matching.

In an identification system, the user provides only the biometric sample to the sys-

tem without claiming any identity during authentication. The query thus acquired

by the system is matched with all the templates stored in the system database. If one

of the templates in the database matches the query, a match is declared; otherwise

the system declares a non-match. In addition to a match/non-match decision, the

system may also output the identity of the matched user. In certain implementa-

tions, the system generates a list of candidate identities from the database ordered

according to their similarity to the query. The biometric templates stored against

the candidate identities are then manually matched with the query in order to iden-

tify the true match. Identification systems are most commonly used in governmental

applications where the objective is to identify an individual by matching his biomet-

ric traits against an available database. Examples of identification systems include,

FBI’s IAFIS [101] and the UID system by the Government of India [102]. In fact, the

first biometric system, i.e. Bertillonage, also operated in identification mode. How-

ever, in this thesis we shall mainly focus on verification mode of operation because

the security of biometric templates is of greater concern in the case of relatively less

controlled commercial applications where verification is the most common mode of

authentication. Furthermore, some of the techniques developed here can be extended

for identification scenario while taking advantage of the fact that identification essen-

tially involves verification of the query biometric with each of the identities stored in

the database.
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1.2 System Vulnerabilities

Biometric recognition systems are prone to deliberate attacks as well as inadvertent

security lapses that can lead to illegitimate intrusion, sabotage 3 or theft of sensitive

information such as the biometric templates of the users enrolled in the system. The

various factors that lead to such security lapses typically belong to one of the following

four categories: intrinsic failures, administrative privileges, non-secure infrastructure,

and access to biometric data.

1. Intrinsic failures

Due to the non-rigid and genetic nature of the biometric traits and variations

in the imaging conditions, the captured biometric images and thus the features

extracted usually exhibit large inter-class similarities and intra-class variabili-

ties. As an example, the face images of two identical twins are very similar to

each other and this may lead to an incorrect decision while verifying the identity

of one of the twins. The rate at which a biometric system incorrectly matches

two unrelated biometric templates is called the false match rate (FMR) of the

system. The term FMR is also sometimes referred to as the false accept rate

(FAR) of the system. While the former value quantifies the frequency of false

match decisions, the latter quantifies the frequency with which an impostor is

accepted by the system. Note that the two quantities will be different if a user

is allowed multiple attempts to provide biometric data during authentication.

However, for the course of this dissertation, we assume only single matching at-

tempt per authentication, thus FAR=FMR. A biometric recognition system, on

3Note that in a sabotage or a denial of service attack, the aim of the attacker is
to render the system unusable for the legitimate users. One benefit to the attacker
by staging this kind of attack is that it will force the system administrator to invoke
the exception processing routines that are, in general, easier to compromise.
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the other hand, may also fail to match two biometric templates extracted from

the same biometric due to large intra-class variation. See e.g. Figure 1.5 where

two very different fingerprints obtained from the same finger are shown. Such

errors are measured using the false non-match rate (FNMR) or false reject rate

(FRR) of the system. The FRR measures the number of times a genuine user is

rejected by the system irrespective of the number of attempts. However, due to

the assumption of single match per authentication attempt, FRR=FNMR. The

term genuine accept rate (GAR) is also commonly used to quantify the system

performance where GAR= 1−FRR.

These failures of a biometric system to correctly identify an individual can be

leveraged by an adversary to gain illegitimate access to the assets protected by

a biometric system. An adversary can simply present any available instance of

the required biometric trait and expect it to be accepted by the system with a

non-zero probability. Such an attack is also referred to as a zero effort attack

in literature. This is because the attacker does not make any effort in addition

to what is expected from a legitimate user in order to intrude into the system.

Further, if it is very difficult to capture the required biometric trait with an

acceptable image quality from a user, the system would practically be unavail-

able for that user. An example would be an individual wearing a band-aid on

his injured finger trying to authenticate himself using a fingerprint recognition

system. Exception processing routines are usually executed to authenticate

such users based on their identity documents such as a passport or a driver

license. An adversary can leverage the insecure nature of exception processing

routines to get accepted by the biometric system. To reduce the susceptibility

of a biometric system to intrinsic failures, the system threshold should be ap-

propriately tuned. Improvements in feature processing to obtain highly salient

10



Figure 1.5: Intra class variation among fingerprints. Two fingerprints from the same
finger having large variation in the portion of the finger printed.

biometric templates, combining multiple biometric traits (multibiometrics), and

combining biometrics with other forms of authentication such as password or

smartcards (multifactor authentication) can also reduce the intrinsic failures.

2. Administrative privileges

The system administrators usually have the privileges to make exceptions for

the individuals whose biometric traits cannot be acquired by the system possibly

due to some injury or disease. This functionality of the system can be abused

by an attacker by colluding with or coercing a system administrator to let

themselves enrolled or accepted as a legitimate user. An enrolled user can

also, either under force from an adversary or inadvertently, keep the access to

the system open (e.g. in a biometric door lock system) for the attacker. In

order to limit such vulnerabilities, the system administrator should be kept
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anonymous and audit trails should be frequently monitored in order to identify

any suspicious activity. Other measures such a continuous user authentication

[93] can also be used in specific scenarios.

3. Non-secure infrastructure

An attacker can also exploit the hardware infrastructure of a biometric system.

Attacks against the biometric infrastructure can be categorized into four main

categories:

(a) Attacks at user interface

The user interface of a biometric system essentially comprises of a sensor

that senses the user’s biometric trait and provides the sensed data in digital

form to the feature extraction module. With the intention of invoking the

less secure exception processing routines, an adversary can damage the user

interface. The adversary can also try to masquerade as a legitimate user

by presenting a replica of the user’s biometric trait. In case an adversary

is trying to evade an identification system, he can alter his own biometric

trait to avoid being matched to his enrolled template.

In order to avoid the above attacks, first, the sensor should be made robust

to any attempt of physical damage. Second, liveness detection techniques

should be implemented in order to detect presentation of spoof biometrics.

However, design of an effective liveness detection technique that incurs

low cost and operates in real time is still a challenge. See Table 1.1 for a

list of spoof detection techniques. And third, techniques to detect altered

biometrics should be implemented [140].

(b) Attacks at interface between modules

If the communication channels between various modules of a biometric

system are inadequately secured, an adversary can potentially stage a
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Technique
Biometric

Trait
Property used

Parthasaradhi et al., 2005 [97] Fingerprint Perspiration pattern
Antonelli et al., 2006 [12] Fingerprint Skin distortion

Setlak, 1999 [114] Fingerprint Electrical resistance
Nixon and Rowe, 2005 [94] Fingerprint Spectral characteristics

Li et al., 2004 [76] Face Fourier spectrum properties
Kollreider et al., 2005 [72] Face Motion of different parts

Jee et al., 2006 [66] Face Eye movement

Daugman, 1999 [34] Iris

Photonic, spectrographic
(red eye, purkinje) and
behavioral properties
(hippus, light reflex)

Lee et al., 2006 [74] Iris Purkinje reflection

Table 1.1: Different liveness/spoof detection techniques for fingerprint, face and iris.

man-in-the-middle4 attack to intercept or replace the information being

transmitted. The malicious information injected into the system can ei-

ther allow the adversary to steal the biometric template, gain illegitimate

access to the system or bar any legitimate user from accessing the system.

One way to avoid such an attack is by cryptographically verifying all the

information sent from one module to the other by techniques using e.g.

RSA cryptosystem.

(c) Attacks on software modules

An attacker can potentially modify or replace a software module using a

computer virus injected into the system during certain administrative op-

eration to force the module to output the values desired by the attacker.

An attacker can also leverage any algorithmic loopholes in the software.

Consider an example where the matching module of a fingerprint recog-

nition system always declares a match if the sensor area is covered by a

4In a typical man-in-the-middle attack, the attacker intercepts all the communica-
tions between two communicating entities and can replace the data being exchanged
with any desired data.
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sheet of white paper. While this vulnerability might not affect the normal

functioning of the system, an adversary can exploit this loophole for gain-

ing illegitimate access to the system without being noticed. To protect the

system against such attacks, the software modules should be thoroughly

studied and analyzed for all possible inputs and secure code execution

practices [113] should be enforced.

(d) Attacks on the template database

An attacker can potentially read or even replace the templates stored in the

system database with a desired template (e.g., attacker’s own template) in

order to gain illegitimate access. Note that access of the user’s biometric

data by an adversary is a compromise of user’s privacy [83, 135]. Further-

more, the accessed template can be used to generate spoof biometrics and

compromise biometric systems in which the same user is enrolled.

A number of techniques have been proposed to limit such attacks as dis-

cussed in Section 1.4 as well as the subsequent chapters.

4. Access to biometric traits

The fourth vulnerability of a biometric system arises from the fact that most

of the biometric traits such as face, fingerprint, palmprint, voice, and even iris

are not secrets. These biometric traits can be covertly captured without the

knowledge of the subject using a camera or a microphone. The captured bio-

metric data can be used for various nefarious purposes as mentioned in Section

1.3. Although it is not very difficult for an adversary to access biometric traits

of individuals in public, it is usually difficult to ascertain the digital identity

of the person whose biometric data has been captured. Furthermore, it is usu-

ally easier and safer for an attacker to hack into a system database and obtain

biometric information about a large number of individuals along with their iden-

tifying information. The security of templates stored in the biometric systems

14



is thus important.

1.3 Consequences of Template Compromise

There are a number of different ways an adversary can use the information available

in the templates stored in a database.

1. Database linkage

The adversary can ascertain if two templates from different databases belong

to the same person. This allows the adversary to track the activities of a user.

Furthermore, different databases may contain different pieces of information

about an individual, a linkage across different databases will thus allow an

adversary to consolidate such information enabling him to stage a more severe

identity related attack.

2. System Intrusion

There are three main ways in which an adversary can use the stolen biometric

templates to gain illegitimate access to a biometric system: template replay,

spoof construction and targeted false accepts. An adversary can possibly inject

the templates stolen from a biometric system directly into the system in which

the same user is enrolled. The biometric image can also be recovered from

the templates, e.g. by using a hill climbing [8] attack5, and can be used to

prepare spoof biometrics. A spoof can then be used by an adversary to gain

illegitimate access to the biometric systems. Finally, if an adversary can access

the biometric data in a system database, he can determine if a user’s biometric

trait is similar to his own. With this information in hand, the adversary can

5In a hill climbing attack the attacker essentially implements an iterative op-
timization algorithm to recover the original template where the fitness function is
determined by the matching score between the transformed version of the current
estimate of the original biometric and the stored template.
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easily masquerade as this user to gain illegitimate access to the system.

3. Recovery of subject’s medical condition

It has been shown in the literature that certain medical conditions about the

user can be recovered from his biometric template [83,134]. It is postulated that

this information can be used to deny insurance or employment to individuals

showing signs of certain disorder.

To limit database linkage, a template generated from an individual’s biometric

should not be matchable to any template previously generated from the same biomet-

ric. We refer to this characteristic of a template protection technique as non-linkability

or cancelability. In order to limit the recovery of any private medical information of

a user from the stored biometric templates, template protection techniques should

be developed that make it difficult to recover the original sample from the protected

template. We refer to this characteristic of template protection techniques as non-

invertibility. Note that non-invertible biometric templates are also resilient to system

intrusion as it is not possible to construct a biometric spoof without inverting the

template.

A protected template should thus be non-invertible as well as its non-linkable.

However, there is often a trade-off between these security characteristics of a protected

template and the matching performance of the system particularly characterized by

the GAR. In addition to template protection techniques liveness detection techniques

are also instrumental in thwarting certain attacks such as template replay and spoof

presentation.

1.4 Template Protection Techniques

Typically, passwords are used to protect digital data, however, there are many rea-

sons why passwords are not the best way to protect biometric templates. First, one
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of the advantages of biometrics is their convenience and requiring the user to remem-

ber passwords that would be used to decrypt their biometric templates during each

authentication attempt would undermine the convenience provided to the user as he

would have to remember and provide a complex password during every authentication

attempt. Second, the strength of security imparted by a password is not sufficient to

protect biometric templates.

Thus a number of specific hardware and software solutions have been proposed

to protect biometric templates. The hardware solutions mainly involve designing

a “closed” recognition system, where the template never leaves a physically secure

module and thus cannot be inverted or linked. An example of such a solution is a

commercial product called privaris PlusID [2]. In this product, the complete biometric

system including the biometric sensor is encased in a keyfob-sized device. During

enrolment, the device generates a template from the biometric sample captured from

the user and stores it inside the device. And during authentication, if the query

captured from the user matches with the stored template, the device transmits a key

to, say, an access control system (e.g., a garage door) that can open or close based

on the key it receives. A common name for similar devices is “system on card”.

Another similar system, called “match on card” hosts a template database and the

matcher inside a small physically secure module where, during authentication, the

biometric captured by an external entity is sent to the system for matching. One of

the main limitations of the hardware based solutions is that they are expensive and

inconvenient mainly because a user has to carry them and are prone to being lost.

In the software based techniques, the biometric data is usually combined with

some external key, such as a password or a system generated random number and

the resultant data is stored in the system database instead of the original biometric

template. It is expected that the protected template reveals little information about

the original template. Based on the way in which the matching is performed, the soft-
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ware based template protection techniques can be divided into three main categories:

Encryption, Biometric cryptosystems, and Template transformation. See Figures 1.6,

1.7, and 1.8 for the schematic representations of the three categories.
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Template

E(xE,kc)

Biometric

Query (xA)

Matching

Key (kc)Biometric

Template (xE)

Encryption
E

Enrollment

Authentication

Match/Non-
match

Key (kc)

Decryption
E
-1

Biometric

Template (xE)

Encrypted
Template

E(xE,kc)

Figure 1.6: Schematic diagrams for enrolment and authentication stages of encryp-
tion.

1. Encryption

In encryption based techniques, the biometric template is encrypted using an

encryption key, possibly derived from a password, during enrolment. During

authentication, the stored data is decrypted using the corresponding decryption
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key and is matched with the captured query. See Figure 1.6. Two different

kinds of encryption techniques can be used: symmetric and asymmetric. The

symmetric encryption, such as the Advanced Encryption Standard (AES) [6],

is the simplest form of encryption where the decryption key is the same as the

encryption key. In the case of asymmetric encryption, the encryption key is

different from the decryption key and it is computationally hard to obtain one

from the other. Since the encryption key may be discarded after constructing

the secure template, the adversary would not be able to replace the existing

encrypted templates even if he steals the decryption key. One of the main

limitations of encryption based techniques is insecure key management since the

decryption key is exposed to the system during each attempt to authenticate

and thus can be easily stolen by the adversary. The advantage, however, is that

any sophisticated matching procedure can be employed thereby preserving the

matching accuracy.

2. Biometric cryptosytem

The second approach to protect a biometric template is using a biometric cryp-

tosystem. In a typical biometric cryptosystem, a key is associated with the

biometric data to obtain the so called secure sketch or helper data that does

not reveal any information about the biometric template. During authenti-

cation, the query is used to recover the original biometric template from the

helper data and the exact recovery of the original biometric data is verified

to authenticate a user. The main advantage of biometric cryptosystem is that

exact recovery of original biometric data allows its use as an encryption key in

another cryptosystem e.g. a cryptosystem used to secure online transactions.

See Figure 1.7.
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Figure 1.7: Schematic diagrams for enrolment and authentication stages of biometric
cryptosystems. Note that in certain constructions the “Helper Data Extraction”
module may not involve introduction of a system key during enrolment thus a key is
not explicitly shown in the enrolment part of the schema.
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3. Template transformation

In a template transformation technique, during enrolment, the template is trans-

formed using the user’s password and during authentication, the query is also

transformed using the same password before being matched with the trans-

formed template. See Figure 1.8. Usually, geometric transformations involving

projection onto a new space determined by the password are applied to the bio-

metric features. The main advantage of template transformation techniques is

that if the user transforms his biometric on a separate personal device and sends

only the transformed template to the biometric system, the original biometric

is never revealed in the system. The main limitation of such techniques is the

loss in performance when the attacker has access to the user’s password. This is

because the transformation usually leads to a loss of discriminative information

available in the biometric data. The overall discriminative information in the

protected template may, however, be increased due to the contribution from the

user specific password. A class of client-server based cryptographic protocols

for biometric authentication that avoid exposure of the biometric data to the

server during authentication may also be considered as template transformation

techniques. Typically, homomorphic encryption is used in such protocols that

allow the template matching to be performed in the encrypted domain at the

server. See [19, 118, 130] for examples of such protocols. There are two main

differences between these homomorphic cryptographic protocols and the geo-

metric transformation based techniques. First, the homomorphic cryptographic

protocols preserve the matching accuracy while geometric transformation may

degrade the matching accuracy compared to the case when no technique is

used to protect the templates. Second, as in the case of encryption techniques,

the cryptographic protocols also require decryption during each authentication
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attempt.

Note that the three techniques discussed above are independent in nature and can

be used in any combination. For example, the templates protected using either the

template transformation or biometric cryptosystem can be further encrypted and a

transformed template can be secured using biometric cryptosystem which in turn can

also be encrypted. Various distinctive characteristics of these three techniques are

also enlisted in Table 1.2. In this dissertation we shall mainly focus on techniques

related to geometric transformation of templates and the biometric cryptosystems,

primarily because of a number of open research issues in these two techniques related

to handling biometric data with sophisticated representation having large intra-class

variation. A number of techniques to protect biometric templates have been proposed

till date but there has been insufficient effort towards developing a robust analysis of

security imparted by these techniques. Note that assurance of security of the stored

biometric templates is the primary reason for development of these techniques. The

need for thorough analysis of techniques developed to provide information security is

also highlighted by Anderson and Moore [10] who note that

Akerlof ’s ’market for lemons’ explains why so many information security products

are poor: buyers are unwilling to pay a premium for quality they cannot measure.

A major portion of this thesis is thus devoted towards developing a comprehensive

analysis of the security imparted by the available template protection techniques.

1.5 Contributions

The contributions of this dissertation are as follows:

1. Invertibility analysis of a well-known fingerprint minutiae descriptor, namely,

the Minutiae Cylinder Code.
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Encryption
Biometric

Cryptosystem
Template

Transformation

Description

Encrypt the
template; decrypt

before
authentication

Bind a key to
biometric to obtain

secure sketch;
recover the key or
original biometric
for verification

Transform template
using a password;

query also
transformed before

matching

Match criteria
Score (original
biometric)

Key recovery Score (transformed)

Access to
biometric

During
authentication

attempt

After accept
decision

Never

User’s Re-
sponsibilities

Provide biometric Provide biometric
Provide biometric
and password

System’s Re-
sponsibilities

Store key
Keep key safe after
accept decision

None

Main
advantage

Performance
preservation

Provides key
management

Ensures
non-linkability

Main
limitation

Key management Linkability Weak security

Available im-
plementations

[19, 118,130]

fingerprint
[20,91,139],

face [20,44,71],
iris [54,75]

fingerprint [124],
face [46], iris [142]

Table 1.2: Characteristics of software based template protection techniques.
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2. New metrics to perform security (invertibility and linkability) analysis of tem-

plate transformation schemes such as biohashing and cancelable fingerprint tem-

plates.

3. Invertibility analysis of well-known biometric cryptosystems such as fuzzy vault

and fuzzy commitment and evaluation of the security-GAR tradeoff in such

systems.

4. Enhancing the security-GAR tradeoff in biometric cryptosystems through fea-

ture level fusion of multiple biometric traits.

5. Improving the non-linkability and non-invertibility of a fingerprint-based fuzzy

vault through the incorporation of passwords and texture-based minutiae de-

scriptors, respectively.

1.6 Thesis Organization

In chapter 2 we discuss the possibility of reconstructing fingerprint images from de-

scriptor based templates. We develop inversion techniques for a well know fingerprint

template, namely the minutiae cylinder codes (MCC). In chapter 3, we shall discuss

the biometric cryptosystems in detail and provide measures to evaluate their effective-

ness. The fourth chapter discusses a framework to incorporate multiple modalities in

a single biometric cryptosystem. Here we note that the proposed technique performs

significantly better than a simple cascade implementation. In chapter 5, we shall fo-

cus on fingerprint fuzzy vault to secure minutiae. We identify some of the limitations

of the available fuzzy vault constructs and suggest improvements that allow inclusion

of user’s password and additional features related to the fingerprint ridge information.

In the sixth chapter, we provide a comprehensive set of metrics to analyze the security

imparted by a template transformation technique. The final chapter summarizes our
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contributions and provides suggestions for future work.
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Chapter 2

Fingerprint Template Inversion

2.1 Introduction

Biometric data is typically stored in the form of biometric templates that consist of

salient and efficiently matchable features extracted from the biometric signal or image

captured during user enrolment. If the original biometric image, e.g. a fingerprint

or a face image from which the template is derived, can be reconstructed from a

stolen template, a physical replica of the biometric, called a spoof biometric, can be

constructed thereby compromising the system security. Recovery of biometric image

is also a concern due to potential of deriving sensitive personal information from

a biometric image. Thus, from the system security perspective, the system designer

should ensure that it would be extremely hard to reconstruct the biometric image from

its stored template. From the matching accuracy perspective, however, the template

should contain as much individualizing information as is available in the associated

biometric image. In other words, there should be very little loss of discriminatory

information while extracting the template from a biometric image. These two are

competing requirements and it is important to find a template configuration that

satisfies both these requirements as best as possible. We feel that a thorough analysis
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of existing biometric templates will pave a way towards the design of an “optimal”

biometric template. Thus, we study a well known fingerprint representation based on

minutia descriptors, namely, the binary Minutiae Cylinder Codes (MCC-B) [23], and

determine its security against the recovery of the original fingerprint from which the

template was obtained.

A number of techniques have been proposed that would enable an impostor to

recover the biometric image from its stored template. See Table 2.1. These tech-

niques can be broadly categorized into: i) template inversion, and ii) hill climbing.

In a template inversion technique, features of the biometric image are identified from

a stolen template. These features are then used to reconstruct the biometric im-

age. In a hill climbing technique [117], however, the adversary starts with an initial

guess of the biometric image which is iteratively refined based on the score obtained

by matching the guessed biometric image with the stored template. Note that hill

climbing techniques do not necessarily require access to the stored template but only

require the match scores obtained when a reconstructed biometric image is matched

with the stored template. Despite its generic nature, a disadvantage of hill climbing

is that it is an iterative procedure with the number of iterations highly dependent

on the characteristics of the matching algorithm. Moreover, there is no guarantee

that the biometric image recovered from one system would match well with another

instance of the same biometric. In the case of fingerprints, for example, a hill climbing

approach may generate many spurious minutiae outside the domain of the original

minutiae set or in the peripheral region of the fingerprint image. Such a reconstructed

template may not lead to a high match score with another impression of the same

finger. Template inversion techniques, on the other hand, do not require use of the

matcher.

Fingerprints, since their inception in 1858 [56] as a method for personal identi-

fication, have been the most extensively used biometric trait. Traditionally, it was
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Reference
Biometric

trait
Input repre-
sentation

Recovered
output

Technique

Potzsch et al.,
1996 [100]

Face
Elastic

Bunch Graph
Face image

Template
inversion

Hill, 2001 [57] Fingerprint Minutiae
Fingerprint

image
Template
inversion

Ross et al.,
2007 [110]

Fingerprint Minutiae
Fingerprint

image
Template
inversion

Cappelli et al.,
2007 [24]

Fingerprint Minutiae
Fingerprint

image
Template
inversion

Testoni and
Kirovski,
2010 [125]

Iris Iriscode Iris
Template
inversion

Feng and Jain,
2011 [42]

Fingerprint Minutiae
Fingerprint

image
Template
inversion

Adler, 2003 [7] Face
Matching
System

Face image
Hill

climbing
Uludag and

Jain, 2004 [129]
Fingerprint

Matching
System

Minutiae
Hill

climbing
Yamazaki et al.,

2005 [137]
Signature

Matching
System

Time series
data

Hill
climbing

Mohanty et al.,
2007 [82]

Face
Matching
System

Face image
Hill

climbing
Muramatsu,
2008 [86]

Signature
Matching
System

Time series
data

Hill
climbing

Galbally et al.,
2010 [50]

Face
Matching
System

Face image
Hill

climbing
Martinez-Diaz
et al., 2011 [81]

Fingerprint
Matching
System

Minutiae
Hill

climbing

Table 2.1: Available techniques for recovering biometric data, given a stored template
and a matching system.
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(a) (b)

Figure 2.1: Fingerprint reconstruction from minutiae. (a) A fingerprint with marked
minutiae, and (b) the fingerprint reconstructed from minutiae set (template) in (a),
using the technique proposed in [42].

understood that it is not possible to recover a fingerprint image given its minutiae set

i.e. minutiae were considered to be non-invertible. Hill [57] proposed the first template

inversion technique for fingerprints. In this technique, the possible configurations of

core points1 were selected and the fingerprint orientation field was constructed for

each configuration. The orientation field that best fit the given minutiae was selected

and, starting from each minutia, ridge lines were then drawn along the estimated

orientation field to obtain a fingerprint image. Following Hill’s approach, a number

of other efficient approaches have been proposed that are able to reconstruct finger-

print images from minutiae that match the original fingerprints with high accuracy.

In [110], the fingerprint orientation field was reconstructed based on the direction of

neighboring minutiae and the ridge lines were simulated in a manner similar to [57].

In [24], a more sophisticated technique, proposed in [132], was used to reconstruct the

1Core points mark the singularities in the orientation field of a fingerprint.
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orientation field based on the minutiae. The orientation field estimation was followed

by a filtering step that used local Gabor filters oriented along the ridge orientation

to generate the fingerprint pattern. While this approach produced very realistic fin-

gerprints compared to the earlier approaches, it also resulted in a large number of

spurious minutiae. Feng and Jain [42] proposed a fingerprint image reconstruction

procedure by fitting an AM-FM model to fingerprints. This approach not only gener-

ates quite realistic fingerprints, it leads to very few spurious minutiae. Figure 2.1(b)

shows the reconstructed image of the original fingerprint image in Figure 2.1(a).

Given that fingerprint images can be easily and accurately recovered from minu-

tiae based templates, it is important to find alternate fingerprint representations

that are both discriminative as well as non-invertible. Minutia descriptors [59] have

received significant attention as a choice for fingerprint template due to their high

matching accuracy. A minutia descriptor template of a fingerprint containing n minu-

tiae is represented as TMD = {(x1, y1, θ1, D1), (x2, y2, θ2, D2), · · · , (xn, yn, θn, Dn)},

where Di is the descriptor associated with the minutia (xi, yi, θi). The ith minutia

descriptor Di consists of discriminative features extracted in the neighborhood of the

ith minutia which are invariant to rotation and translation of the fingerprint. This

neighborhood information in minutia descriptors allows a robust correspondence be-

tween minutiae from multiple impressions of the same finger leading to high matching

accuracy. Note that relative rotation, translation, non-rigid deformation, and small

area of overlap are some of the main factors affecting the accuracy of fingerprint

matching algorithms. Minutiae descriptors are, however, highly resilient to these

intra-class variations. Moreover, given their high saliency, descriptor-only fingerprint

templates, TD = {D1, D2, · · · , Dn}, have also been proposed that do not contain

any information about the minutiae location and direction. It was shown in [23] that

the descriptor-only template, TD, leads to similar matching accuracy as the full de-

scriptor based templates, TMD, which contain descriptor as well as the location and
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direction of the corresponding central minutiae2. The inversion of descriptor-only fin-

gerprint templates is, however, still an open problem. Here, we show that it is indeed

possible to recover the fingerprints from a descriptor-only template, TD. Note that

the techniques available in the literature to recover fingerprint image from minutiae

template can also be used to recover fingerprint images from TMD templates and

that is why we focus our attention to descriptor-only template (TD).

We follow a two-stage approach to reconstruct a fingerprint image from its

descriptor-only template (See Figure 2.2):

1. Local recovery: Recovery of minutiae in the local fingerprint region associated

with a minutia descriptor, Di.

2. Global recovery: Linking of locally recovered minutiae sets in the first stage

based on their mutual compatibilities to recover the global minutiae pattern.

Once the global minutiae set is reconstructed, the fingerprint image can be

obtained using any of the available techniques, e.g. [42].

We use MCC-B based descriptor-only representation to demonstrate the perfor-

mance of our reconstruction algorithm. Our choice of MCC-B is motivated by the

following facts: i) minutiae are not explicitly stored in the descriptor thereby making

the recovery of minutiae sets and hence the fingerprint image challenging, and ii)

matching accuracy achieved by MCC-B descriptor-only template represents state of

the art in descriptor based fingerprint matching. The performance of the proposed

reconstruction procedure is measured in terms of the match score of the reconstructed

fingerprint and the original fingerprint from which the descriptor-only template was

extracted using a commercial matcher.

2The Minutiae Cylinder Code (MCC) representation with minutiae information
(TMD) used in the LSA-R matcher achieved the best matching accuracy of 0.15%
on FVC2006 DB2. This compared to an equal error rate of 0.33% when minutiae
information was not included in the MCC representation (TD) [23].
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Figure 2.2: A schematic diagram depicting the various stages in recovering the fin-
gerprint image from a descriptor-only representation (template) TD.
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Section 2.2 provides a review of the available descriptor based matching tech-

niques. Section 2.3 provides a description of the Binary Minutiae Cylinder Codes

(MCC-B). Section 2.4 provides details of the proposed reconstruction procedure.

Section 2.5 details the experimental results obtained and Section 2.6 provides the

summary of this chapter and suggestions for future work.

2.2 Minutia Descriptors

A descriptor associated with a minutia represents the discriminative information in

the local neighborhood of the minutia. Based on the kind of information captured

by a descriptor, it can be categorized into one of three main classes (see Figure 2.3):

i) image features based descriptors, ii) minutiae features based descriptors, and iii)

texture features based descriptors. The image features based descriptors capture the

grayscale information in the local region around a minutia, the minutia features based

descriptors capture the information regarding other minutiae in the local neighbor-

hood of the central minutia, and the texture features based descriptors capture the

texture related characteristics such as ridge orientation and ridge frequency. See [43]

for a discussion on the characteristics and relative saliency of these three types of de-

scriptors. Here, we are mainly concerned with the minutiae features based descriptors

due to their high matching accuracy and because they appear to contain sufficient

information to reconstruct the fingerprint image.

Hrechak and McHugh [59] presented the first minutia descriptor based fingerprint

representation. It consisted of frequencies of eight different types of ridge based fea-

tures, namely, dot, ridge ending, bifurcation, island, spur, crossover, bridge, and short

ridge in a local neighborhood around each minutia in the fingerprint. These minutia

descriptors were, however, mainly used for indexing fingerprints for their fast retrieval

from large databases. Wahab et al. [133] extended the approach in [59] for finger-
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(a)

(b)

(c)
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Figure 2.3: Three different kinds of descriptors: (a) fingerprint image with minutiae
and local neighborhood around a minutia, (b) image features based descriptor, (c)
minutiae features based descriptor, and (c) texture features based descriptor.

print matching by first matching the minutia descriptors in two fingerprints and then

performing a global match of the two fingerprints based on the matched descriptors.

In [133] features such as the type of the neighboring minutiae, distances to the neigh-

boring minutiae, angles subtended by adjacent minutia in the neighborhood at the

central minutia, and ridge count from a minutia to the central minutia constituted

the minutia descriptors. Jiang and Yau [67] used a simplified form of the descriptor

compared to the one proposed in [133], which consists of two nearest neighbors of

the central minutia, but introduced a more robust matching procedure based on local
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and global matching. In the local matching stage, the minutia descriptors extracted

from the query were matched with the descriptors obtained from the template. In

the global matching stage, the top-N (N is typically 5) most similar descriptor pairs

were used to align fingerprints. A match score was computed for each such alignment

and the maximum value among them was output as the final match score between

the two fingerprints. This two-stage descriptor based fingerprint matching approach

has become popular; a number of similar approaches with different minutia descrip-

tors have been proposed. In [65] the minutia descriptor is essentially the same as

in [67] except for a small modification in the manner in which the two neighboring

minutiae are stored. In [41] a minutia descriptor that explicitly stores minutiae in

the local neighborhood of the central minutia was used. The Minutiae Cylinder Code

descriptor was proposed in [23] which consists of a vector indicating the presence

of minutiae in various possible configurations. See Section 2.3 for further details.

In [89], the descriptor, referred to as the Minutia Phase Spectrum, encodes the con-

figuration of minutiae in a local neighborhood by computing the Fourier transform of

the set of minutiae represented as Dirac-delta functions at their respective locations

and binarizing the phase of the response.

Minutiae features based descriptors can be categorized into two main classes based

on the manner in which the size of the neighborhood is determined:

1. Nearest neighbor based descriptor: Nearest neighbor based descriptors

include information regarding the k-nearest neighboring minutiae of a central

minutia. One advantage of these descriptors is their fixed length which allows

for a fast matching. However, nearest neighbor based descriptors are not very

resilient to the spurious or missing minutiae and thus lead to a lower matching

accuracy. See e.g. [67,133], and [65].

2. Fixed radius based descriptor: Fixed radius based descriptors include in-

formation regarding all the minutiae within a radius r of the central minutia.
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Reference Minutia descriptor
Neighborhood
definition

Hrechak and McHugh, 1990 [59]
Frequency of

landmarks in the
neighborhood

Fixed radius

Wahab et al., 1998 [133] k-nearest neighbors Nearest neighbor
Jiang and Yau, 2000 [67] 2-nearest neighbors Nearest neighbor

Tico and Kuosmanen, 2003 [126] Ridge orientation Fixed radius
Jea and Govindaraju, 2005 [65] Modification of [67] Nearest Neighbor

Feng, 2008 [41]
Ridge orientation,
freq. and minutiae

Fixed radius

Feng, 2009 [61] MinutiaCode Fixed radius

Cappelli et al., 2010 [23]
Minutiae Cylinder
Codes (MCC)

Fixed radius

Nandakumar, 2012 [89]
Minutia Phase

Spectrum (MPS)
Fixed radius

Table 2.2: Various minutia descriptors available in the literature.

The main advantage of fixed radius based descriptors is that, unlike nearest

neighbor based descriptors, the size of their neighborhood is not affected by the

presence of missing and spurious minutiae. However, the number of minutiae

present in the neighborhood associated with a descriptor may vary across mul-

tiple impressions of the fingerprint due to the presence of missing or spurious

minutiae. This leads to a computationally demanding matching algorithm. See

e.g. [28, 59, 105]. The matching speed, however, can be improved by extract-

ing fixed length aggregate features from the neighboring minutiae for matching

purpose. See e.g. [23,89].

Table 2.2 lists various minutia descriptors available in the literature.

In addition to the use of minutia descriptors in the local-global matching proce-

dure, aggregates of descriptors have also been effectively used in obtaining a fixed

length representation of a fingerprint. In [21], e.g., the descriptors explicitly con-

taining neighboring minutiae are extracted from a fingerprint and are matched with

a database of minutiae sets. The obtained match scores are thresholded to form a
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binary feature vector to be used as a fingerprint template. Privacy preserving modifi-

cations have also been applied to minutia descriptors by transforming the descriptors

according to certain user specific information. For example, in [138], a user password

is used to transform the set of minutia descriptors to obtain a secure representation.

Given this extensive and growing body of work on minutia descriptors, it is imperative

that we analyze various aspects related to minutia descriptor’s security and matching

accuracy.

2.3 Binary Minutiae Cylinder Codes

Minutia Cylinder Codes (MCC) were proposed as minutia descriptors for fingerprint

matching in [23]. An MCC consists of fixed length vectors associated with the minu-

tiae present in a fingerprint. These vectors, called the cylinder codes, represent various

possible configurations of a minutia present in the local neighborhood of the central

minutia. A mapping

H : C 7→ X (2.1)

is intuitively defined from the set C of cells associated with the cylinder code to the

set X of possible configurations of a neighboring minutia represented by a 3-tuple

(x, y, θ). A minutia (x, y, θ) belong to the neighborhood of (xc, yc, θc) if

√
(x− xc)2 + (y − yc)2 < r (2.2)

where r is the radius of the descriptor neighborhood. This restriction leads to a cylin-

drical shape of the descriptor in x, y, and θ coordinates. The value associated with a

cylinder cell is computed as the probability of finding a minutia, at a given location

around the central minutia, in another impression of the same finger. This probabil-

ity is computed under the assumption that the differences in location and direction
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of two corresponding minutiae in different impressions of the same fingerprint have

a Gaussian distribution. Figure 2.4 graphically depicts a minutia cylinder and the

corresponding minutia cylinder code. Note that the MCC descriptors combine the

advantages of both the nearest neighbor as well as fixed radius based descriptors. Not

only is the matching based on MCC based descriptors fast due to its fixed length, it

is also robust to missing and spurious minutiae, leading to high matching accuracy.

Further, construction of MCC does not require any additional information besides

minutiae.

A limitation of an MCC based descriptor in its original form is its large size.

However, Cappelli, et al. [23] showed that most of the discriminative information in

the descriptor is retained even if each element of the cylinder code is quantized to a

single bit. The resulting representation is referred to as the bit based or binary MCC

(MCC-B). Here, we consider the MCC-B representation instead of the basic MCC

due to its relatively compact nature. The proposed inversion scheme, however, is also

applicable to MCC as well. In the specific construction of MCC we are considering,

the local region around the central minutia is tessellated into a rectangular spatial

grid having 16×16 elements and the minutia direction is quantized into 5 bins leading

to a cylinder code with 1, 280 cells. The validity of each cell, i.e. whether the cell is

in the foreground region of a fingerprint image and it satisfies the restriction posed

in Eq. (2.2), is encoded as bits associated with each of the 16× 16 grid points. With

these parameters, a typical fingerprint consisting of 40 minutia would require ∼ 8

kilobyte (kB) of storage which is an order of magnitude smaller than the storage

requirement of the basic MCC template which is ∼ 200kB assuming the use of a

32-bit floating point number. The relatively compact and bit based MCC-B template

also makes it suitable for efficient fingerprint template storage and matching, and for

higher security in small/low-end devices such as smart cards. Figure 2.5 depicts the

MCC-B template for a typical minutia neighborhood.
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Figure 2.4: A cylinder associated with a minutia and the corresponding
MCC descriptor. Each of the six discs on the right represent the cells of
the cylinder corresponding to the six different minutiae directions. Source:
http://biolab.csr.unibo.it/ResearchPages/graphics/MCC1.png

2.4 Reconstruction From Descriptors

In this section we describe the proposed procedure that is able to reconstruct the

fingerprint image from an MCC-B descriptor-only template. The proposed fingerprint

reconstruction procedure involves two stages: i) local minutiae recovery and ii) global

minutiae recovery.

2.4.1 Local Minutiae Recovery

The local minutiae recovery stage involves the procedure to recover the minutiae from

individual descriptors. For success in this stage, it is necessary that the descriptors

contain sufficient information regarding the minutiae in the neighborhood of the cen-

tral minutia. This requirement is adequately satisfied by the MCC-B descriptors and

the following procedure is used to recover the neighborhood minutiae from them.

Given foreground bits (i.e. bits with value 1) in the binary cylinder code associated

with a minutia, we obtain the corresponding minutiae coordinates (x, y, θ) based on
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Figure 2.5: Local minutiae reconstruction: (a) original minutiae in a local region
of a fingerprint, (b) associated bit-planes of the MCC-B for the five different equally
separated minutiae directions, and (c) minutiae reconstructed fromMCC-B descriptor
(in black) overlaid on original minutiae (in red). Note that the white regions in bit-
planes correspond to the neighboring minutiae and the plane in which the white
regions appears depends on the direction of the corresponding minutia. Here, each
plane is a 16 × 16 block representing a region of size 150 × 150 in the fingerprint
image.

the mapping defined in Eq. (2.1). Since a single minutia in the original fingerprint can

lead to multiple foreground bits, and each foreground bit may receive contributions

from multiple minutiae, we cluster all the available foreground bits using an average-

link hierarchical clustering algorithm (also known as Unweighted Pair Group Method

with Arithmetic Mean (UPGMA)) [60] with a distance based tree pruning criteria.

The specific measure of distance between clusters, i.e. average-link, is used because

of its relevance with respect to spherical clusters. In order to use the MATLAB

routines for UPGMA tuned for euclidean distance, we represent a minutia as a 4-

tuple (x, y, 10 ∗ sin(θ), 10 ∗ cos(θ)). The tree pruning criteria is set to 20 in our
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experiments. The resulting cluster centers, after converting them back to the (x, y, θ)

representation, are considered as the set of recovered minutiae. Figure 2.5 shows the

minutiae reconstructed from a cylinder code. Note that the minutiae are in general

successfully recovered despite the quantized (binary) nature of the MCC-B code. Most

of the errors in minutiae recovery in terms of localization and presence of missing

or spurious minutiae can be attributed to relatively small number of foreground bits

associated with the boundary minutiae and presence of minutiae outside the boundary

of the local region in close vicinity. Based on our experiments on FVC 2002 fingerprint

database-2 [79], the average localization error in the minutiae is 2.5 pixels, and the

average deviation in the minutiae direction is 2◦. On average, there are 0.18 missing

minutiae and 0.61 spurious minutiae in a recovered local minutiae set. In this analysis,

an original minutia uo = (xo, yo, θo) is considered missing if there is no recovered

minutia ur = (xr, yr, θr) such that d(uo, ur) < 15, where

d(uo, ur) = dxy(uo, ur) + 0.2 ∗ dθ(uo, ur) (2.3)

and

dxy(uo, ur) =

√
(xo − xr)2 + (yo − yr)2 (2.4)

dθ(uo, ur) = (min(|θo − θr|, 360− |θo − θr|)). (2.5)

2.4.2 Global Minutiae Recovery

The global minutiae recovery stage involves linking the locally recovered minutiae sets

in order to obtain a global minutia pattern. This stage consists of two main phases.

In the first phase, referred to as the link assessment phase, compatibilities between

pairs of local minutiae sets are computed for all possible ways in which two local sets

can be linked. In the second phase, referred to as the link aggregation phase, the
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local minutiae sets are selected based on their compatibility scores and then linked

together in order to recover the global minutia pattern.

Link assessment

Consider two recovered local minutiae sets, Xp = {u1, u2, · · · , ukp} and Xq =

{v1, v2, · · · , vkq}. We align each minutia in Xp with each minutia in Xq separately

and compute the compatibility scores of all the kp × kq possible links. Note that a

specific alignment between two local minutiae sets is referred to as a link. See Figure

2.6. A link is represented as a 4-tuple (i, j, p, q) which indicates that the ith minutia

in the pth local minutiae set overlaps with the jth minutia in the qth local minutiae

set. The compatibility between two local minutiae sets aligned according to a link is

determined by two main factors: (i) number of overlapping minutiae between the two

local sets, and (ii) number of minutiae in one of the local sets that do not belong to

the region associated with the other local set. Note that the former factor indicates

the validity of the link whereas the later indicates the capacity of the link to increase

the total number of minutiae recovered.

A link is considered valid if the two minutiae being matched according to that link

are accurate recoveries of the same original minutiae i.e. if the distance between the

recovered minutia and the original minutia is less than certain threshold. Distance

between two minutiae u1 = (x1, y1, θ1) and u2 = (x2, y2, θ2) is computed using Eq.

(2.3). The compatibility score s
pq
ij , when the ith minutia in the pth set is aligned

with the jth minutia in the qth set, is given by

s
pq
ij =

∑
t=1:kp

S(ut, X
′
q) +

∑
t=1:kq

S(vt, X
′
p) + w(αp + αq) (2.6)

where

S(u,X) = max
v∈X

1− dθ(u, v) ∗ π/180
dxy(u, v) + 5

(2.7)
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Figure 2.6: Depiction of two links (5, 3, 1, 2) and (1, 2, 1, 2) between two minutiae sets
X1 (represented in red) and X2 (represented in blue) where the 5th and 1st minutiae
in X1 are overlaid on the 3rd and 2nd minutiae in X2, respectively. Note that a link
(i, j, p, q) indicates that the ith minutia in the pth local minutiae set overlaps with
the jth minutia in the qth local minutiae set.

dxy and dθ are defined in Eqs. (2.4) and (2.5), and the sets X ′p and X ′q are the

aligned minutiae sets corresponding to Xp and Xq, respectively.

The values of αp and αq are computed as

αp = |Xp| where Xp = {ui|ui ∈ Xp, dxy(ui, cq) > t} (2.8)

αq = |Xq| where Xq = {ui|ui ∈ Xq, dxy(ui, cp) > t} (2.9)

where cp (cq) is the central minutia in Xp (Xq), and t denotes the radius of the local

neighborhood. The parameter t is set to 75 which is the default value for the radius of

the neighborhood in the SDK for extracting the MCC-B descriptors provided by the

University of Bologna [23]. The weight w determines the trade-off between the effect

of number of overlapping minutiae among the two local sets being linked and the effect

of number of minutiae in the non-overlapping region of the two local neighborhoods

on the link compatibility score. Its value is set to 0.05 in our experiments.

The set of links determined between two local minutiae sets using the above pro-

cedure has some redundancy. Consider two local minutiae sets Xp and Xq as defined
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above. When a link li = (g, h, p, q) with compatibility score s is “executed”, i.e. when

the gth minutia of the Xp is overlaid on the hth minutia of Xq, a set of other minutiae

from the two local sets may also have mutual distances (see Eq. (2.3)) smaller than

a specified threshold. Figure 2.6 depicts a merged minutia set obtained by executing

a link; the same configuration of merged minutia set is also obtained while executing

another link as noted in the Figure 2.6. Let the pairs of minutiae in these sets cor-

respond to links {li1 , li2 , ..., lik} with compatibility scores {si1 , si2 , ..., sik}. We note

that all the links {li1 , li2 , ..., lik} when separately executed lead to similar merged

minutiae set and thus only the link with the largest compatibility score among them

is retained and the remaining links are discarded. This procedure is performed for

all the links associated with each pair of local minutiae sets. A description of this

procedure is provided in Algorithm 2.1.

Algorithm 2.1 Redundant links removal algorithm

Input: Xp, Xq : Two local minutiae sets being linked
Output: L: Retained links
Procedure L = LinkRed(Xp, Xq)
1: Let li : ith link among a set of |Xp| × |Xq| possible links
2: Let red: redundancy indicator; red(i) = 1 if the ith link is redundant, otherwise

red(i) = 0
3: for i = 1 to |Xp| × |Xq| do
4: red(i) = 0
5: end for
6: for i = 1 to |Xp| × |Xq| do
7: Let {li1 , li2 , ..., lik} = links corresponding to overlapping minutiae obtained by

executing li {Note: li ∈ li1 , li2 , ..., lik
}}

8: Let si = s
pq
gh where li = (g, h, p, q)

9: Let tret = argmaxk{sik}
10: for t = 1 to k do
11: if t ̸= tret then
12: red(it) = 1
13: end if
14: end for
15: end for
16: L = {li|red(i) = 0}
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Link aggregation

This stage involves merging of locally recovered minutiae to obtain a global minu-

tiae pattern. First, a set of links is selected from the available links based on their

compatibility scores as described in Section 2.4.3. Note that executing this set of

links, or in other words merging the locally recovered minutiae sets according to

these links, may lead to disjoint clusters of merged minutiae sets. Consider a set of

links {(1, 1, 1, 2), (1, 1, 2, 3), (1, 1, 5, 6)}. Executing this set will lead to two disjoint

minutiae sets, where the larger set is obtained by merging local minutiae sets 1, 2

and 3 while the smaller set contains minutiae from local sets 5 and 6. Given a set

of links, we identify the largest cluster prior to executing the links and execute only

those links that are associated with the largest cluster.

Given a set L of selected links, a single link hierarchical clustering algorithm [60]

over the sets of locally recovered minutiae sets is used to identify the clusters. For

the purpose of this clustering, the distance between two locally recovered minutiae

sets Xp and Xq is measured as

d(Xp, Xq) =

 0 if (i, j, p, q) ∈ L

1 otherwise
(2.10)

Algorithm 2.2 formally describes this procedure for selecting the links belonging to

the largest cluster.

Once the links associated with the largest cluster of local minutiae are selected,

the next step is to merge these links as described in Algorithm 2.3. Here, among

the links associated with the largest cluster, we start with the first link (with the

highest similarity) and merge the two local minutiae sets associated with the link in

the manner determined by the link. In order to merge the minutiae sets indicated in

a link (i, j, p, q), the minutiae in Xq are transformed such that the jth minutia in Xq
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Algorithm 2.2 Largest cluster selection algorithm

Input: L : Available set of links
Output: Ls: Links in largest cluster
Procedure Ls = LargestLinkCluster(L)
1: Let Xi be the ith local set
2: Let

{D}pq =
{

0 if (i, j, p, q) ∈ L
1 otherwise

3: C = SingleLink(D) {Note: The SingleLink procedure outputs a set of clusters.
Each cluster is a sets of indices into the data points belonging to that cluster}

4: Ls = ϕ
5: l = argmaxi |C{i}|
6: for i = 1 to |L| do
7: Let L{i} = (g, h, p, q)
8: if p ∈ C{l} OR q ∈ C{l} then
9: Ls = Ls ∪ L{i}
10: end if
11: end for

overlaps with the ith minutia in Xp. The transformed minutiae set X ′q obtained from

Xq is overlaid on Xp to obtain the matching minutiae points between the two sets.

The alignment is then adjusted based on these matching points using the registration

procedure described in [15]. Since the registration procedure in [15] requires sets

of two dimensional points, minutiae direction is incorporated during registration by

temporarily placing points at a distance of 20 pixels from each minutia along its

direction. The transformed minutiae belonging to set Xq are then added to the set

Xp to obtain the merged minutiae set. This procedure is referred to as Merge in

Algorithm 2.3.

After merging the two local minutiae sets based on the first link, we visit the next

selected link in order. If this link has one associated local minutiae set that is already

considered in the merged minutiae set, the second minutiae set is then combined with

the merged set according to the link. Once all the selected links are considered, the

links that have not been incorporated in the merged set are consider again in order.
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This procedure is repeated till all the links associated with the largest cluster are

executed.

Due to merging of local structures, there are overlapping minutiae in the recov-

ered global minutiae set. We thus cluster all the minutiae using an average-link

hierarchical clustering algorithm as described in Section 2.4.1. The centers of the

clusters obtained as a result of average-link clustering are considered as the final set

of globally recovered minutiae. The recovered global configuration of minutiae is fi-

nally transformed into a fingerprint image using the procedure described in [42]. In

order to avoid inordinately large execution time we do not reconstruct fingerprint

images in cases where the number of detected singular points is greater than 8. Fur-

ther, we generate eight different rotations of the recovered fingerprint image so that

at least one of the rotated images has a nearly upright position. Note that certain

fingerprint matchers do not match two fingerprints from the same finger if the rel-

ative rotation between the fingerprints is greater than certain threshold. Figure 2.7

shows an example reconstruction of a fingerprint when only the top-20 links with the

highest compatibility scores, irrespective of being valid or invalid, are used to recover

the global minutiae pattern. In Figure 2.7, we first show the 12 locally recovered

minutiae sets having largest number of minutiae. Then we show the indices of the

constituent local minutiae sets associated with 20 most compatible links in order. In

this case all the top-20 links were valid links. Note that in the links having large

compatibility scores belong to minutiae sets having large number of minutiae. Next

we show the snapshots of the reconstructed minutiae sets during first, middle and

final execution of a link. The last local minutiae set merged is shown in blue and the

corresponding link is marked on the image. The order of link execution is determined

by the procedure described in Section 2.4.2. Note that the link marked 4− 1 was not

executed in the second place despite having the second highest compatibility score

since the first link i.e. the link marked 2 − 3 did not involve either the first or the
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fourth minutia set. We then show the minutiae obtained after clustering the merged

minutiae set obtained by executing all the links. This minutia set is marked as “Final

Result” in the figure. We then show the reconstructed fingerprint generated based on

this reconstructed minutia set. This reconstructed fingerprint reasonably captures a

significant portion of the complete fingerprint leading to a high match score.

Algorithm 2.3 Global minutiae recovery algorithm

Input: X: Set of recovered local minutiae sets
Output: Xg : Set of globally recovered minutiae
Procedure Xg = GlobalRec(X)
1: Let L = ϕ
2: for (Xp, Xq) ∈ X do
3: L = L ∪ LinkRed(Xp, Xq) {Note: See Algorithm 2.1}
4: end for
5: Let L′ = links selected among L based on procedure defined in 2.4.3
6: Let Ls = LargestLinkCluster(L)
{Note: Algorithm 2.2}

7: Xm = ϕ
8: loop
9: for l = (i, j, p, q) ∈ Ls do
10: switch (Xm)
11: case XM = ϕ:
12: Xm=Merge(Xp, Xq, l)
13: case only Xp is already merged with Xm:
14: Xm=Merge(Xm, Xq, l)
15: case only Xq is already merged with Xm:
16: Xm=Merge(Xm, Xp, l)
17: end switch{Note: The procedure Merge(Xp, Xq, l) outputs the minutia set

when the sets Xp and Xq are merged according to the link l. The specific
details are provided in Section 2.4.2.}

18: end for
19: if all Xp associated with Ls are merged in Xm then
20: break;
21: end if
22: end loop
23: Xg = cluster centers of Xm {Note: Average link hierarchical clustering is applied

on Xm. See Section 2.4.2 for details.}
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Figure 2.7: Simulation of the fingerprint reconstruction procedure. See Section 2.4.2
for a description of this figure.
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2.4.3 Link Selection and Complexity Analysis

During the global recovery stage, even after the redundant links have been removed

using Algorithm 2.1, a large number of invalid links still remain in the selected set

of links. Thus, it is important to select a set of links that have a large probability

of being valid and use them to recover the global minutiae pattern as in Algorithm

2.3. An intuitive way to select a set of links among the possible links is by taking

a fixed number of the most compatible links, where the compatibility of a link is

measured using the procedure described in Section 2.4.2. The only parameter in

this procedure is the number of links considered. It is expected that as the number

of links considered is increased, the reconstruction accuracy will increase, but only

till a certain extent. Considering more links can also deteriorate the reconstruction

accuracy due to execution of a large number of invalid links during the reconstruction

procedure. See Figure 2.9 for the trend in reconstruction accuracy as the number

of links considered is increased. To improve the reconstruction accuracy beyond the

accuracy that can be achieved by considering only the top few most compatible links,

it is imperative to identify and discard the invalid links from the chosen subset of links.

One way to achieve this is by performing multiple trials of reconstruction, where in

each trial, a different subset of links is discarded. We use the strategy described in

Algorithm 2.4 for selecting the desired links for removal.

Given a maximum number n of links considered (1000 in our experiments), we

simultaneously perform the following procedure for each value of k = 1 to n. Given

top-k links, all possible subsets of links of size i = 1, 2, ...k are incrementally selected

and discarded, and the remaining links are used to reconstruct the fingerprint. If we

limit the number of candidate reconstructions allowed to thc, the value of k is limited
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by the following condition:

min(k−d,d)∑
i=1

(
k

i

)
< thc (2.11)

where d is the number of invalid links among the first k links. Note that the number of

locally recovered minutiae sets merged to obtain the global minutiae pattern depends

on the frequency of invalid links among the top few links with the largest compatibility

scores. A template for which there are very few invalid links with high compatibility

scores will allow a large number of locally recovered minutiae sets to be merged

thereby leading to a global minutiae pattern with larger number of minutiae. However,

if there are large number of invalid links among the top few most compatible links,

a large number of candidate minutiae sets would need to be generated in order to

recover a small number of true minutiae. For example, if there are two invalid links

present among the top 20 valid links, 210 candidate minutiae sets need to be generated

in order to obtain a global minutiae set that involves all the 18 correct links.

Algorithm 2.4 Link selection algorithm

Input: L = {l1, l2, ..., ln}: Ordered set of links, n: Number of most compatible links
considered, thc: Maximum number of trials allowed

Output: L: A list of sets of links to be considered for reconstructing global minutiae
pattern

Procedure L =LinkSelection(L, n, thc)

1: forall 3k = 1 to n do
2: C = 0
3: for t = 1 to k do
4: Let Lt = {l1, l2, ..., lk}
5: Let G is randomly chosen s.t. G ⊂ Lt AND |G| = t
6: Lt = Lt\G
7: L = L ∪ Lt
8: C+ =

(k
t

)
9: if C > thc then
10: break;
11: end if
12: end for
13: end forall
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2.5 Experiments

We used the FVC 2002 DB2 fingerprint database [79] in our experiments and analysis

which contains 100 different fingers with 8 impressions per finger. The fingerprint

images are of size 296 × 560 and they were captured at a resolution of 569 ppi.

First, the MCC-B descriptors (with neighborhood of radius 75 pixels tessellated into

a 16 × 16 grid and minutia direction quantized into five bins) were extracted from

the fingerprints using the SDK provided by the University of Bologna [23]. Given

these descriptors, our goal is to reconstruct the fingerprints following the proposed

approach.

The reconstruction procedure was tested under two main scenarios:

1. Same impression scenario: How similar is the reconstructed fingerprint image to

the original fingerprint image from which the MCC-B template was obtained?

2. Different impression scenario: How similar is the reconstructed fingerprint image

to a different impression of the same finger from which the descriptors were

obtained?

The success of fingerprint reconstruction under these two scenarios is presented

in the form of Receiver Operating Characteristic (ROC) Curves of the Morpho fin-

gerprint matcher [85]. Note that similar scenarios have also been considered for

evaluation of the fingerprint reconstructed from minutiae in [42]. For the same im-

pression scenario, the corresponding genuine match scores are obtained by matching

the reconstructed fingerprint with the original fingerprint from which the template

was derived. For the different impression scenario, the reconstructed fingerprint is

matched with a different impression of the finger to obtain the genuine match score.

This leads to 5, 600 genuine match scores for each scenario. The impostor scores are

3forall is the parallel for-loop which runs all the instances of the loop simultane-
ously.
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obtained by matching the first impression of each finger with the first impressions

of all other non-mate fingers. This leads to 9, 900 impostor match scores for both

the scenarios. Note that while matching a reconstructed fingerprint with a stored

template, the maximum match score obtained from each of the eight rotated versions

of the reconstructed fingerprints is used as the final match score.

In the first experiment, we evaluate the scenario where the adversary recovers

the local minutiae set from each descriptor in a template and uses the locally recov-

ered minutiae set with the largest number of minutiae as the global minutiae set to

recover the original fingerprint image. In approximately 25% of the 5, 600 genuine

match cases, the reconstructed fingerprints, when matched with same original finger-

print from which the template was derived, were accepted by the fingerprint matcher

operating at an FAR of 0.01%. However, when the reconstructed fingerprint was

matched with a different impression of the same finger, only 16% of the cases were

accepted. The corresponding ROC curves are shown in Figure 2.8.

Next, we evaluated the matching accuracy obtained when the fingerprints were

reconstructed by linking the top-k most compatible links without considering their

validity. It was observed that the reconstruction accuracy first improves as the num-

ber of links considered is increased but if the number of links is increased beyond

certain limit (100 here), the reconstruction accuracy declines likely due to execution

of invalid links. This trend is shown in Figure 2.9 where the genuine accept rate of

the reconstructed fingerprints is plotted against the number of links considered at an

FAR of 0.01%. As can be observed in Figure 2.9, the reconstruction accuracy peaks

at case when top-100 links are considered. The ROC curve corresponding to this case

is also shown in Figure 2.8.

Note that the adversary may also try to select the templates from which it is

easier to reconstruct the fingerprint images. We evaluated this scenario by using the

number of minutia descriptors in the template as a criteria to select the templates for
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Figure 2.8: ROC curves for cases when (a) the reconstructed fingerprints are matched
with the corresponding original fingerprints from which the templates were derived,
and (b) the reconstructed fingerprints are matched with a different impression of the
same finger.
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Figure 2.9: Relationship between the various link selection criteria and genuine ac-
cept rate (GAR) at an FAR of 0.01%. (a) Effect of increasing the number of links
considered without checking their validity on the matching accuracy, and (b) effect
of increasing the computational complexity on matching accuracy.
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Figure 2.10: ROC curves corresponding to the case when the reconstructed finger-
prints are divided based on the number of minutiae descriptors in the template. Here
the top-100 most compatible links are executed for reconstructing the fingerprint. The
threshold on the number of minutiae used to categorize the reconstructed fingerprints
into “Large no. of minutiae” and “Small no. of minutiae” is 34.

reconstruction. If only the templates that have a minimum of 34 minutiae, which is

the median value of the number of minutiae in a fingerprint in the database considered,

are used for reconstruction, the genuine accept rate at an FAR of 0.01% is increased

to 52% from 42% in the different impression scenario. The ROC curves for templates

having number of minutiae more than or less than 34 are shown in Figure 2.10.

Next, we analyze the recognition accuracy obtained when a large number of can-

didate reconstructed global minutiae sets are generated based on the link selection

procedure described in Algorithm 2.4. As shown in Figure 2.9, the reconstruction

accuracy steadily improves as the number of candidates generated is increased. With

a security threshold of 250, i.e. when the adversary is able to try 250 candidate

reconstructions, the genuine accept rate for the different impression scenario is 45%

at an FAR of 0.01%, which is 3% more than the genuine accept rate achieved when

top-100 links are executed to reconstruct the fingerprint.
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Figure 2.11: ROC curves corresponding to the cases when original fingerprint is
matched with another impression of the same finger, fingerprint reconstructed using
top-100 links is matched with another impression of the same finger, and the case
when minutiae recovered using top-100 links are directly matched with the minutiae
from another impression of the same finger.

Since the reconstruction of a fingerprint image from minutiae also introduces some

noise (e.g. the presence of spurious minutiae in the reconstructed image), we tested

the recognition performance when only minutiae templates were matched instead of

fingerprint images. We observe that, the recognition performance obtained by the

recovered minutiae was significantly better than the case when the reconstructed fin-

gerprint images were matched. For the different impression scenario, a genuine accept

rate of 57% was achieved when only minutiae were used for matching as compared

to a rate of 42% when the reconstructed fingerprint images were used for match-

ing for the case when top-100 links were used to reconstruct the fingerprint. The

corresponding ROC curves are shown in Figure 2.11. Thus, given better algorithms

for reconstructing fingerprint image from minutiae, and perhaps other non-minutiae

information, the matching performance of the reconstructed images based on the pro-

posed technique can be significantly improved. Regardless, an adversary can match
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the recovered minutiae directly with the minutiae templates stolen from databases in

order to link the users among multiple systems.
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Figure 2.12: ROC curves corresponding to the cases when fingerprint reconstructed
from MCC-B descriptors using top-100 links is matched with the same fingerprint
and the case when the original minutiae present in the local region associated with
the descriptors are used to generate the global minutiae and thus the reconstructed
fingerprint.

In order to evaluate the generality of the proposed approach, we studied the hypo-

thetical scenario where all the minutiae associated with the local MCC-B descriptors

are accurately reconstructed and there are no spurious minutiae. Note that this sce-

nario corresponds to the case when the minutiae are explicitly stored as descriptors.

In this situation, the genuine accept rate of 84% is achieved compared to 64% when

the proposed algorithm is used to reconstruct local MCC-B descriptors at an FAR

of 0.01%. These results are for the same impression scenario when top-100 links are

executed to reconstruct the fingerprint image. This difference of 20% in GAR can be

attributed to i) limited information available in the MCC-B descriptors and ii) limita-

tion of the proposed local reconstruction approach. Note that the difficulty in global

minutiae recovery is due to the fact that there are many ways in which the locally
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recovered minutiae set can be connected to form the global structure. In other words,

there exist a large number of invalid links, and searching for the correct configuration

is a difficult task. Further, there may be cases where the local neighborhood of a

minutia descriptor does not overlap with any other descriptor’s neighborhood. Such

descriptors are not accommodated in the proposed global minutiae recovery and they

are currently ignored.

2.6 Summary

The security of stored biometric templates is a critical issue in ensuring the integrity

of a biometric system and to preserve user privacy. It is essential to ensure that

if an impostor is able to access a biometric template, it will be extremely difficult

for him to create biometric spoofs and compromise the system. It has already been

shown in the literature that it is indeed possible to reconstruct a fingerprint image

from its stored minutiae template thereby voiding any claims about the security of

the minutiae templates. Here, we determine and analyze whether it is possible to

reconstruct the minutiae and hence the fingerprint image from a minutia descriptor-

only representation. Note that minutia descriptors capture information in a local

neighborhood of a minutia and they do not explicitly store minutiae information

(position and orientation). We show that it is indeed possible to reliably recover

sufficient information about the minutiae from a descriptor-only representation of the

minutiae and we quantify the success rate of an adversary attempting to reconstruct

the fingerprints from the stolen templates and compromise the biometric systems. See

Table 2.3. This result suggests that the biometric system designers are well advised

to store the fingerprint templates in a secure manner.

In the subsequent chapters of this dissertation, we shall develop techniques to

secure the biometric templates so that little biometric information can be gleaned
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Scenario
Same Impression Different Impression

FAR=0.01% FAR=0.1% FAR=0.01% FAR=0.1%

Largest Local
Minutiae Set

25% 43.5% 16% 30%

Top-100 Links 64% 79% 42% 59.5%

250 Trials 67% 83% 45% 64%

Selected Templates
(Top-100 Links)

73.5% 87% 52% 68.5%

Accurate Local
Reconstruction
(Top-100 Links)

84% 92% 65% 78.5%

Table 2.3: GAR values at FAR values of 0.1% and 0.01% for the four different sce-
narios considered in this chapter.

from the protected template while at the same the system should be able to recognize

a query biometric presented by a genuine user. Specifically, the Chapters 3, 4, and

5 are devoted to developing biometric template protection techniques based on bio-

metric cryptosystem whereas Chapter 6 analyzes the various template transformation

techniques for protecting biometric templates.
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Chapter 3

Biometric Cryptosystems

3.1 Introduction

From our analysis presented in the previous chapter, it is clear that the biometric

templates in the form currently used in practice are highly vulnerable. An adversary

can possibly recover the biometric image given a template which can pose serious

threats to the system security as well as user’s privacy. This highlights the need to

develop robust template protection techniques.

In this chapter we analyze biometric cryptosystems that are one of the two main

categories of software based template protection techniques. The other being the

set of template transformation techniques. During the enrolment stage of a typical

biometric cryptosystem, the biometric template is essentially encoded with a key to

generate the protected template, also called the secure sketch, which reveals no signif-

icant information about either the associated biometric template or the key. During

authentication, the biometric query is used to decode the secure sketch and thus re-

cover the key as well as the enrolled biometric template. Note that the associated key

is not explicitly stored anywhere in the system and the verification of the recovered

key or the recovered enrolled biometric template is performed by encrypting them
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and comparing with their encrypted form stored during enrolment. In addition to

concealing the biometric template, a biometric cryptosystem also serves as a mech-

anism to secure a key that may be used in another cryptosystem. Note that the

requirement to keep the encryption/decryption key secure is one of the major issues

plaguing the current cryptographic security systems. In this chapter, we mainly focus

on two commonly used biometric cryptosystems: fuzzy vault and fuzzy commitment.

A fuzzy vault is designed to secure biometric templates represented as an unordered

set of points whereas a fuzzy commitment is designed to secure biometric templates

represented as binary vectors.

Section 3.2 describes the common biometric cryptosystems available in the liter-

ature. Section 3.3.1 describes the proposed implementation of fuzzy vault whereas

implementation of fuzzy commitment is detailed in Section 3.3.2. Section 3.4 pro-

vides the security analysis of biometric cryptosystems. The three biometric traits

used for experiments and their corresponding feature extraction procedure is detailed

in Section 3.5. Finally, Section 3.6 provides the summary of the discussion.

3.2 Background

A simple example of a biometric cryptosystem is based on quantization of biometric

features. Given an enrolled template, xE , that is represented as a real vector, the

protected template f(xE ; q) = (xE − xEq ) consists of the difference between xE and

its quantized version xEq . Each element of the quantized vector xEq is obtained as

xEq (i) = argmin
t
|xE(i)− t|, t∈{kq|k∈Z}. (3.1)

where q denotes the width of each quantum associated with each element of xE and Z

is the set of integers. Note that f(xE ; q) reveals little information about the original

template xE if q is sufficiently small.
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The authentication requires recovery of xE given f(xE ; q) and the query biometric

xA. Since xA is expected to be similar, but not exactly same, to xE , the quantized

version of the template, i.e. xEq , is first easily constructed. For this, we subtract

the protected template f(xE ; q) from the query xA to move it close to the xEq .

The shifted query xA− = xA − f(xE ; q) is then quantized to obtain xAq . If each

element of xA is within a distance of q/2 from each corresponding element of xE ,

then xAq = xEq . This can be verified by generating a cryptographic hash of the vector

xA∗ = xAq + f(xE ; q) and matching it with the stored hash value of xE . See [131] for

a similar implementation of biometric cryptosystem. Note that in this cryptosystem

there is no key associated with the biometric and the authentication is performed by

recovering the original biometric template exactly.

An external key κc, represented as a binary string of the same length as that of xE ,

can also be used in this cryptosystem to modulate the different dimensions or elements

of the quantum center vector i.e. xEq . Here, the set of possible values for the elements

of the quantum center is divided into two sets of alternate points S0 ≡ {2kq|k ∈ Z}

and S1 ≡ {(2k + 1)q|k ∈ Z}. During enrolment, the ith element of xE i.e. xE(i)

is shifted to the closest point in SK(i) to obtain the quantized vector xEq . The

protected template is obtained in the same manner as before i.e. f(xE , κc; q) =

xE − xEq . During authentication, the shifted query is similarly obtained as xA− =

xA − f(xE , κc; q) and each element of xA− is quantized to the nearest multiple of q

to obtain xAq . The ith element of the key is recovered as 0 if xAq (i) ∈ S0 and 1,

otherwise. The enrolled biometric template is recovered as xE∗ = xAq + f(xE , κc; q)

which can be verified using the stored hashed enrolled template. See [77] for a detailed

discussion. Note that, however simple, the above approach leads to a large error rate

essentially due to the sub-optimality of the quantization procedure involved. The

above procedure is also referred to as the helper data extraction technique since the

stored data i.e. f(xE , κc; q) helps in extraction of the key given the query biometric.
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Figure 3.1: A schematic diagram for a typical biometric cryptosystem. The schematic
diagram of a biometric cryptosystem is also shown in Figure 1.7.

65



The stored data f(xE , κc; q) is also sometimes referred to as the helper data or a secure

sketch. Figure 3.1 shows a schematic diagram of a typical biometric cryptosystem.

Fuzzy commitment [69] and fuzzy vault [68] are two of the more practical biometric

cryptosystems. Fuzzy commitment [69] is a biometric cryptosystem that can be used

to secure biometric traits represented in the form of binary vectors (e.g. iriscodes).

In the enrolment stage of a typical fuzzy commitment, a key present in the form

of a codeword from a binary error correcting code is element-wise xored with the

binary biometric template to obtain the secure sketch. While, during authentication,

the binary query biometric is XOR’ed with the secure sketch to obtain a corrupted

version of the codeword which is then decoded to recover the key. Figure 3.2 provides

a schematic diagram of a typical fuzzy commitment scheme.

Fuzzy vault [68] is useful for securing point-set based biometric features such as

fingerprint minutiae. In the enrolment stage of a typical fuzzy vault, each point

associated with the biometric query is embedded in a finite field and is evaluated on

a polynomial in the same finite field that is indexed by the key. The biometric points

and their polynomial are secured by adding a large number of randomly generated

points. During authentication, since the query would have similar points compared

to the template, the true biometric points in the vault can are identified and are used

to reconstruct the polynomial. See Figure 3.3 for an illustration of the encoding and

decoding procedures of a typical fuzzy vault. Table 3.1 summarizes the comparative

characteristics of fuzzy vault and fuzzy commitment.

3.3 Biometric Cryptosystem Implementation

In this section, we discuss the implementation details of fuzzy commitment and fuzzy

vault techniques while highlighting the differences from certain tradition implemen-

tations. Both fuzzy vault and fuzzy commitment schemes typically use linear error
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Figure 3.2: A schematic diagram illustrating encoding and decoding of a typical fuzzy
commitment scheme.
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Figure 3.3: A schematic diagram illustrating encoding and decoding of a typical
fingerprint fuzzy vault.
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Table 3.1: Comparison of fuzzy commitment and fuzzy vault.
Fuzzy Vault Fuzzy Commitment

Representation Point-set Binary string

Main advantage
Ability to secure fingerprint

minutiae
Compact size of the sketch

Main limitation
Difficult to generate chaff that
are indistinguishable from

genuine points

Lack of perfect codes for
desired code lengths

Parameters
Polynomial degree (k), size of

the template set (r), and number
of chaff points (q)

Key length L, length of
codeword N , and error

correcting capacity of the
code

GAR-Security
tradeoff

Higher values of (k/r) and q lead
to lower GAR, but higher
security and vice versa

Higher values of (L/N)
lead to lower GAR, but
higher security and vice

versa

Implementa-
tions

Fingerprint ( [91, 139]), face
( [44]), iris ( [75]), signature

( [47])

Fingerprint ( [20]), face
( [20, 71]), iris ( [54]),

signature ( [80])

correcting codes. Consider a linear error correcting code of length ℓn (number of sym-

bols in the codeword) and rank ℓk (number of symbols in the secret key). A linear

error correcting code can correct any combination of g erasures and e errors as long as

(g+2e+1) ≤ Dmin, where Dmin is the minimum distance between the codewords of

the code [53]. When such a code is employed in a biometric cryptosystem, the secure

sketch can be decoded as long as (ℓn −Dmin + 1) symbols in the biometric feature

vector can be guessed correctly and the remaining (Dmin − 1) symbols are treated

as erasures. If the selected error correcting code is maximum distance separable (i.e.,

it satisfies the Singleton bound), then (Dmin − 1) = (ℓn − ℓk).

As the error correction decoder in a biometric cryptosystem is generally con-

strained to run in polynomial-time. This approach has two limitations. Firstly, it

restricts the number of errors that can be corrected to (Dmin−1)/2, thereby leading

to more false rejects for genuine users. Given the large intra-user variations in biomet-

ric features, it is often difficult to find codes with sufficient error correction capability

69



that can provide high GAR. Secondly, the above approach requires analysis of two

separate attack strategies: (i) a false accept attack, where the attacker attempts to

decode a given secure sketch by invoking the polynomial-time decoder multiple times

with different non-matching queries from a database, and (ii) a brute-force attack,

where the attacker directly tries to guess (ℓn − Dmin + 1) symbols in the original

biometric feature vector. It is not clear which strategy is more efficient from the

attacker’s perspective.

In this dissertation, we modify the existing implementations of biometric cryp-

tosystems to relax the constraint that the decoder needs to run in polynomial-time.

During each iteration of our decoding algorithm, we consider only a subset of most

reliable symbols from the codeword and attempt to decode the sketch by considering

the remaining symbols as erasures. If the sketch cannot be decoded in a particular

iteration, we attempt to decode it using a smaller subset of symbols with minimum

size (ℓn − Dmin + 1). With this decoding procedure, the sketch will be eventually

decoded for every authentication query. However, the decoding complexity will be

different for the genuine and impostor cases. In practice, one can set a threshold on

the decoding complexity for genuine users and measure GAR as the fraction of gen-

uine authentication attempts where the decoding complexity is less than the selected

threshold. The security is measured as the minimum computational complexity faced

by the attacker for a successful decoding among the various impostor match attempts.

Thus, the proposed security metric takes into account both the false accept (num-

ber of impostor attempts needed) and brute-force attack (minimum complexity of an

impostor attempt) strategies.
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3.3.1 Fuzzy Vault Implementation

Fuzzy Vault Encoding

Let sE = {ui}ri=1 be the biometric template represented as a set of r points, which

is to be secured using a vault. Let U be the universe of all possible biometric points.

To construct a vault, each point in U is assigned1 to a point from a finite field F .

Let xi be the element in F associated with the point ui in sE , ∀ i = 1, 2, · · · , r and

let sEg = {xi}ri=1. A set of q chaff points are randomly selected from (U \ sE) (‘ \ ‘

denotes the set difference operator). Let sC =
{
u∗j
}q
j=1

be the set of chaff points

and let sCg =
{
x∗j
}q
j=1

be the corresponding set of points obtained by mapping

elements in sC to elements in F . Given a key κc of length L bits, we encode it as a

polynomial P of degree k. Finally, the vault is obtained as a set of 3-tuples as follows:

yc = {(αi, βi, γi)}ti=1, where t = (r + q), αi ∈ (sE ∪ sC), βi is the corresponding

element in (sEg ∪ sCg ), and γi is given by

γi =


P (βi), if αi ∈ sE ,

bi,where bi ∈ F \ {P (βi)}, if αi ∈ sC .

(3.2)

Fuzzy Vault Decoding

During authentication, the query sA = {u′j}
r′
j=1 is used to identify the genuine points

in the vault; if the query overlaps sufficiently with sE then the polynomial P could

be correctly reconstructed. The number of points correctly identified as genuine in

the vault that are sufficient for decoding depends on the decoding procedure used. In

case the simple Lagrange interpolation is used for decoding, i.e. all possible sets of

points with cardinality k + 1 are used to reconstruct the polynomial using Lagrange

interpolation, the decoding will be successful as long as more than k points have

1This mapping can be stored as a lookup table or defined by a hash function.
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been correctly identified in the vault as potential candidates for genuine points. The

complexity of this decoding will, however, depend on the number of chaff points

identified as genuine. In case a Berlekamp-Massey algorithm is used for decoding, the

vault will be correctly decoded if the number of correctly identified genuine points is

at least (n + k + 1)/2, where n is the total number of points identified as candidate

genuine points. Usually, a hash of the key κc is stored in the system and the hash of

the key recovered during authentication is matched with it to verify its correctness.

One limitation of the decoding procedures described above is that the candidate

genuine points are identified only once per decoding and various subsets of this set

are used. To overcome this limitation, we propose an improved decoding procedure

which is described below.

In the improved decoding procedure, for each point αi (i = 1, 2, · · · , t) in the

vault, its distance to the closest query point is computed and the list of vault points

is sorted based on this distance. The ordered set of points in the vault is given by yoc =

[(α(1), β(1), γ(1)), · · · , (α(t), β(t), γ(t))], where minw d(α(i), u′w) < minw d(α(j), u′w)

if i < j, and w ∈ {1, · · · , r′}. Finally, the Berlekamp-Massey2 (B-M) algorithm [14]

is applied on subsets of different lengths derived from yoc to decode the vault and

thereby recover the associated polynomial and the key κc (see Algorithm 3.1).

Algorithm 3.1 is based on the following principle. Given a set of n points from

the vault, the Berlekamp-Massey decoding allows recovery of the polynomial if there

are at least (n + k + 1)/2 genuine points in the given set. Since the points in the

vault are ordered according to their likelihood of being genuine, we consider subsets

of n ((k + 1) ≤ n ≤ t) most likely points in parallel. If a selected subset of length n

cannot decode the vault, some points in the subset are randomly removed to obtain

smaller subsets of minimum size (k + 1). Since all points in the vault are used in

2The Berlekamp-Massey (B-M) algorithm is one of the well-known decoding algo-
rithms used for Reed-Solomon codes.
3forall is the parallel for-loop; all instances of the loop run in parallel
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Algorithm 3.1 Fuzzy vault decoding based on Berlekamp Massey algorithm [14].

Input: yoc = [(α(1), β(1), γ(1)), · · · , (α(t), β(t), γ(t))] (Ordered vault points); k
(Degree of polynomial)

forall 3n = (k + 1) to t do
sn ← {(α(i), β(i), γ(i))}ni=1
for m = 0 to n− (k + 1) do
forall s∗ ⊂ sn, |s∗| = m do
s−n ← sn \ s∗
P ← DecodeBM(s−n , k)
if P is the required polynomial then
Return P

end if
end forall

end for
end forall
Return ϕ
{DecodeBM(s, k) performs a Berlekamp-Massey decoding of the set of points s for
a polynomial of degree k}

decoding, the vault will always be eventually decoded, but the decoding complexity

will be different for each query. Since the points in the vault are ordered based on

their distance to the points in the query biometric set, one would expect the decoding

complexity for a genuine user to be significantly less than the decoding complexity

for an impostor.

3.3.2 Fuzzy Commitment Implementation

In the case of fuzzy commitment, we assume that the enrolled biometric template bE

is an N -bit binary string. In order to generate a fuzzy commitment, a uniformly ran-

dom key κc of length L (L ≤ N) bits is generated and used to uniquely index a N -bit

codeword c of an appropriate error correcting code. The sketch is then extracted from

the template as yc = c⊕ bE , where ⊕ indicates the modulo-2 addition. The sketch

yc is stored in the database along with h(κc), where h(.) is a cryptographic hash

function. During authentication, the codeword is obtained from the query biometric

bA and the sketch yc as follows: c∗ = yc ⊕ bA = c ⊕ (bE ⊕ bA). This codeword
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c∗, which is generally a corrupted version of the original codeword c, can be decoded

to get the key κ∗. The authentication is deemed successful if h(κ∗) is the same as

h(κc). If the Hamming distance between bE and bA is not greater than the error

correcting capacity of the code, κ∗ would be the same as κ and the matching will be

successful.

We improve this basic procedure to decode the fuzzy commitment also in a similar

manner as the fuzzy vault. Algorithm 3.2 provides the improved fuzzy commitment

decoding procedure. If the error (crossover) probabilities of each bit in the biometric

feature vector is known, it is possible to consider some of the least reliable bits as

erasures during decoding. As in the case of fuzzy vault, we consider the n most

reliable bits in parallel ((N −Dmin + 1) ≤ n ≤ N) and treat the remaining bits as

erasures. If the decoding is still not successful, a subset of reliable bits of size m are

flipped. If the number of errors among the flipped bits is more than (m/2), then the

number of errors in the selected set of reliable bits will be less after flipping, thereby

increasing the possibility of successful decoding.

3.4 Methodology for Security Analysis

While information-theoretic measures such as entropy loss or leakage rates are typ-

ically used to characterize the security of biometric cryptosystems, such measures

are difficult to estimate when the precise distribution of biometric features is not

known. In practice, unrealistic assumptions about the biometric features (e.g., uni-

form distribution) are used to estimate the leakage rates, which provide only loose

upper bounds on the security [25,87]. To account for this factor, we assume that the

attacker has access to a large biometric database (analogous to a dictionary attack

in password-based systems). We then empirically estimate the security based on the

minimum decoding complexity among all impostor matches tried by the attacker to

74



Algorithm 3.2 A fuzzy commitment decoding algorithm that allows for erasures in
the codeword based on the crossover probabilities.

Input: c∗ (corrupted codeword); p = [p1, · · · , pN ] (bit reliability vector where pi
indicates the reliability (1-crossover probability) of c∗(i), i = 1, 2, · · · , N); Dmin.
forall n = (N −Dmin + 1) to N do
sn ← RBS(p, n,N)
for m = 0 to Dmin + 1 do
forall s∗ ⊂ sn, |s∗| = m do
c′ ← Flip(c∗, s∗)
κc ← DecodeFC(c′, sn, L)
if κc is the required key then
Return κc

end if
end forall

end for
end forall
Return ϕ
{DecodeFC(c′, sn, L) is an error correction decoder that corrects the errors in the
corrupted codeword c′ to obtain a key of length L, while considering all bits whose
indices are not indicated in sn as erasures. The function RBS(p, n,N) returns the
indices of the n most reliable bits. Flip(c∗, s∗) returns the codeword c′, in which
the bits in c∗ corresponding to points in s∗ are flipped.}

decode a given secure sketch. While estimating the computational complexity, we

assume that the complexity of the error correction decoder (e.g., B-M algorithm) is

unity, and consider only the number of times this decoder needs to be invoked. The

proposed security measure is a “product” of the number of impostor matching at-

tempts (related to false accept attacks) and the minimum decoding complexity of an

impostor matching attempt (related to brute force attacks). Thus, we combine the

two attack strategies traditionally used to estimate system security. Furthermore,

during authentication, the symbols in the codeword are ordered based on the query

prior to decoding. Therefore, the proposed security measure indirectly takes into

account the distribution of biometric features and provides a more reliable estimate

of the difficulty in breaking a secure sketch, which is usually greater than −log(FAR)

bits.
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3.4.1 Fuzzy Vault Security

Traditionally, the security of a fuzzy vault is measured based on the assumption that

an attacker will conduct a brute force attack on the vault by selecting a set of k + 1

points from the vault and use them to reconstruct the polynomial of degree k using

Lagrange interpolation procedure. The security against such an attack is measured

as

SFV =

( t
(k+1)

)( r
(k+1)

) (3.3)

where t is the total number of points in the vault and r is the number of genuine points

in the vault. The security analysis of the improved decoding procedure proposed in

Section 3.3.2 is described below.

Suppose that the attacker has access to NI impostor samples to decode a vault

(yc). Let sIn denote a set containing the first n points from the ordered set of vault

points (yoc). Here, the ordering is based on the distance of the vault points to the

points in the query biometric set from impostor I. Let rIn be the number of genuine

points in sIn, i.e., r
I
n = |sIn ∩ sE |, where sE is the enrolled template secured using yc.

For (k+1) ≤ n ≤ t, where t is the total number of points in the vault, three different

scenarios are possible.

1. If rIn ≥ (n+ k + 1)/2, the B-M algorithm will return the correct polynomial in

a single attempt.

2. If (k + 1) ≤ rIn < (n + k + 1)/2, one needs to find the minimum value of

mIn such that when mIn chaff points are removed from sIn, r
I
n becomes greater

than ((n −mIn) + k + 1)/2. Hence, mIn = max(0, (n − 2rIn + k + 1)) and the

corresponding complexity is approximately
( n
mIn

)
/
(n−rIn
mIn

)
.

3. If rIn < (k + 1), the vault cannot be decoded using sIn. In this case, the

corresponding value of complexity is considered to be ∞.
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Based on the above analysis, the security of the vault can be expressed as

SFV = min
n,I

log2

mIn∑
i=0

(n
i

)
(n−rIn

i

)
+ Ω

≈ min
n,I

log2

( n
mIn

)
(n−rIn
mIn

)
+ Ω, (3.4)

where Ω = log2 (NI(t− k)). The first term in Eq. (3.4) measures the complexity

of a brute-force attack by an impostor and is minimized over all impostor samples.

Therefore, adding more impostors is likely to lower this term. However, adding more

impostors (false accept attack) will also increase the number of computations needed,

which is reflected by the Ω term. An increase in the polynomial degree k will increase

n and consequently result in higher security.

Since the decoding algorithm is common to both the genuine user and the impos-

tor, we can also estimate the decoding complexity for a genuine match. Let sn denote

a set containing the first n points from the ordered set of vault points (yoc), where the

ordering is based on the distance of the vault points to the points in the query from

the genuine user. Let rn be the number of genuine points in sn, i.e., rn = |sn ∩ sE |.

The decoding complexity for the genuine user can be expressed as

SgenFV ≈ min
n

(
log2

( n
mn

)(n−rn
mn

))+ log2 (t− k), (3.5)

where mn = max(0, (n− 2rn + k + 1)).
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3.4.2 Fuzzy Commitment Security

Traditionally, the security of a fuzzy commitment is measured based on the rank

of the error correcting code used in constructing the fuzzy commitment. However,

this technique does not consider the non-uniform distribution of biometric features.

To decode a fuzzy commitment sketch, one needs to guess the bits in the binary

template bE . Though the length of the template bE is N bits, the entropy4 of the

template (N∗) is typically much less than N bits. This is because some bits may

not be uniformly distributed (0 and 1 values are not equally likely), while there may

also be correlation between the bits. The proposed analysis of security of a fuzzy

commitment is described below.

Suppose that the attacker has access to NI impostor samples and a sketch yc.

For each impostor I, a corrupted codeword cI is obtained as (yc ⊕ bI), where bI

is the binary feature vector from impostor I. Let sn denote a set containing the

indices of the n most reliable bits in the biometric template5. Let bEn , b
I
n, and cIn be

substrings of bE , bI , and cI , respectively, containing only those bits whose indices

are in sn. The Hamming distance between bEn and bIn is denoted as ρIn.

Let DecodeFC(cI , sn, L) be the error correction decoder that corrects the errors

in the corrupted codeword cI to obtain a key of length L while considering all bits

whose indices are not in sn as erasures. When the attacker invokes the above error

correction decoder for values of n in the range [N −Dmin+1, N ], where Dmin is the

minimum distance of the code, three different scenarios are possible.

1. The values of n and ρIn are such that ((N − n) + 2ρIn) ≤ (Dmin − 1), where

(N − n) is the number of erasures and ρIn is the number of errors. In this case,

the decoder will return the correct key in a single attempt.

4We use a procedure similar to the one used in [35] to estimate the entropy. See
Appendix A for details.
5We assume that the attacker can somehow estimate the bit reliability vector (i.e.,

the crossover probability for each bit in the biometric template).
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2. If ((N − n) + 2ρIn) > (Dmin − 1), the attacker can try to find mIn (0 ≤ mIn ≤

((Dmin−1)− (N−n))/2 = (n−L)/2) such that, when mIn errors are corrected

from cIn, ((N − n) + 2(ρIn −mIn)) becomes less than or equal to (Dmin − 1).

If such an mIn exists, then its minimum value is given by mIn = max(0, (((N −

n)− (Dmin − 1))/2 + ρIn)) and the corresponding complexity is approximately( n
mIn

)
/
( ρIn
mIn

)
.

3. If no such mIn can be found, the secure sketch cannot be decoded by considering

the least reliable (N − n) bits as erasures. Hence, the corresponding value of

complexity is considered to be ∞.

Based on the above analysis, the security of the fuzzy commitment scheme can be

expressed as

SFC = min
n,I

log2

mIn∑
i=0

(n
i

)
(ρIn
i

)
+ Ω

≈ min
n,I

log2

( n
mIn

)
( ρIn
mIn

)
+ Ω, (3.6)

where Ω = log2 (NIDmin). The above expression, however, assumes that the bits

in bEn are independent and uniformly random. Suppose that the entropy of bEn is

only n∗ bits. In this case, the effective Hamming distance between bEn and bIn is

ρIn∗ = (n∗ρIn)/n and the corresponding value of mIn is mIn∗ = max(0, (((N − n) −

(Dmin − 1))/2 + ρIn)n∗/n). Thus, the security is given by

SFC ≈ min
n,I

log2

( n∗
mIn∗

)
( ρIn∗
mIn∗

)
+ Ω. (3.7)
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Suppose bA is a genuine authentication query and ρn∗ is the effective Hamming

distance between bEn and bAn , where bEn and bAn are the substrings of bE and bA,

respectively, containing only the n most reliable bits. The decoding complexity for a

genuine match can be expressed as

SgenFC ≈ min
n

(
log2

( n∗
mn∗

)( ρn∗
mn∗

))+ log2(Dmin), (3.8)

where mn∗ = max(0, (((N − n)− (Dmin − 1))/2 + ρn)n∗/n).

3.5 Experimental results

Here, we detail the features extracted from the finger, face and iris biometrics and

quantitatively analyze their matching accuracy and security after applying biometric

cryptosystems.

3.5.1 Databases

The four biometric databases used in our experiments are: the Fingerprint Verification

Competition (FVC) 2002 Database-2 [79], the CASIA Iris database Ver-1 [78], the

XM2VTS [5] face database, and the West Virginia University (WVU) multimodal

database [32] containing fingerprints, iris and face images. See Figure 3.4 for sample

images from each of these four databases. We randomly select 100 subjects each from

the FVC, CASIA and the XM2VTS databases whereas 138 subjects are used from the

WVU database. In our experiments, we consider one genuine authentication attempt

per user and impostor attempts are simulated by using one impression of each user’s

biometric to authenticate as every other user. Consequently, the number of impostor

attempts NI is 9, 900 (100 × 99) for the virtual multimodal database and 18, 906

(138× 137) for the real multimodal database.
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(a)

(b)

Figure 3.4: Sample iris, fingerprint, and face images from (a) CASIA Ver-1, FVC2002
DB-2, and XM2VTS databases, respectively, and (b) WVU multimodal database.
Note that the quality of iris images in the WVU database is much lower than that in
the CASIA database.

81



Fingerprint Processing

Here, we follow [62] in processing fingerprints for constructing fuzzy vault. Since

minutiae are an unordered set of points, a fingerprint is secured using a fuzzy vault.

In order to construct the fingerprint fuzzy vault, a set of at most 24 good quality and

well separated minutiae is selected from the given fingerprint image as the biometric

points. The chaff points are randomly generated as in [91] to obtain a vault with

224 points (r = 24, q = 200, and t = 224). In addition to genuine minutiae and

chaff points, points in the fingerprint corresponding to high ridge curvature are also

separately stored in the system. These points were used to align the query fingerprint

with the enrolled fingerprint [91]. During authentication, the query minutiae set is

first aligned with the vault points using the high curvature points. A bounding box

is then used to filter out points in the vault that are not in close proximity [91] of the

query minutiae. The query is then further aligned with the remaining vault points

using a minutiae matcher. These aligned points are then used to compute the closest

distances of the vault points to the query point based on which the vault points are

ordered prior to decoding using the procedure described in Section 3.3.1.

Iris Processing

Iris features are extracted in the form of a binary vector called IrisCode using the

algorithm described in [115]. In case of CASIA Ver-1 database, 48 different radii and

360 different angles are used to tessellate the iris region and two bits were extracted

from each region based on the response obtained from a Gabor filter. In case of

WVU Iris database 20 different radii and 240 different angles are used. The complete

IrisCode is thus 34, 560 and 9, 600-bits long for the CASIA Ver-1 and WVU Iris

databases, respectively.

In order to reduce the dimensionality of the iriscode and remove the redundancy

present in the code, Linear Discriminant Analysis (LDA) [36] is applied to the iriscode
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features. Only the top 80 LDA coefficients are retained (ℓ = 80) and these real-

valued features are then binarized. For this, we quantize each element of the real-

valued vector into (τ + 1) fixed size quanta, τ = 40. The quantized values are then

represented using τ -bit unary6 representation in order to obtain a binary string of

length τℓ, where ℓ is the dimensionality of the original vector. In the second stage, we

select 1023 most discriminable bits (N). The discriminability of each bit is computed

as ((1− peg)p
e
i ), where p

e
g and pei are the genuine and impostor bit-error probabilities,

respectively. One iris image each is used for enrolment and authentication, while the

remaining samples are used as the training set in order to compute the LDA features.

Due to their binary nature, the iris features are secured using fuzzy commitment

scheme.

Face Processing

Alignment of face images is essential prior to feature extraction. For the WVU

database, eye locations were automatically extracted using the Identix FaceIT soft-

ware [3], a region of size 120× 100 was cropped such that the inter-pupil distance is

60 pixels. In case of XM2VTS database, we use the FaceVACS software from Cog-

nitec [4] to extract the eye coordinates for aligning the face images. The inter-pupil

distance is set to 37.5 pixels. We then crop the aligned face image to a region of size

120× 100 pixels. Histogram equalization is used to reduce the effect of illumination

variations. We then extract 80 LDA coefficients (ℓ = 80) that constitute the real-

valued feature vector representing a face image. The same procedure applied to the

iris LDA coefficients is also applied to the face LDA coefficients to generate a binary

string and a set of 1, 023 bits are similarly extracted. Again, one face image each is

6A unary encoding works as follows. Suppose that a real-value a needs to be
encoded using τ bits. The range of a, say [amin, amax], is quantized into (τ+1) bins.

If a falls into the ith bin, it is represented as (τ − i+1) ones followed by (i− 1) zeros,
where i = 1, 2, · · · , (τ + 1).
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used for enrolment and authentication, while the remaining samples are used as the

training set in order to compute the LDA features. Similar to iris, face features are

also secured using fuzzy commitment technique.

3.5.2 Performance Evaluation

We evaluate the trade-off between recognition accuracy and security of the biometric

cryptosystems using a plot between the genuine accept rate (GAR) of the system

and the amount of security imparted by the system (which also considers the false

accepts), called the GAR-Security (G-S) curve. The GAR is measured as the fraction

of genuine authentication attempts, where the decoding complexity (SgenFV and SgenFC

for fuzzy vault and fuzzy commitment, respectively) is less than 15 bits. The security

is measured as the minimum computational complexity faced by the attacker for a

successful decoding among the various impostor match attempts. The G-S curve is

obtained by varying the length (L) of the key (κc) used in the biometric cryptosystem.

Note that based on our formulation, the minimum value of security corresponds to the

value of Ω as defined in Eq. (3.4) and Eq. (3.7) for fuzzy vault and fuzzy commitment,

respectively. The value of Ω is determined by the number of impostor trials the

adversary is conducting in addition to the characteristics of the decoding procedure

used. Thus the adversary can modify the number of impostor trials conducted based

on the availability of a database of biometric templates as well as in order to optimize

the expected computation required in decoding a protected template. In case of

the fuzzy commitment, the G-S curves are obtained by varying Dmin of the error

correcting code from 0.02 to 0.6 times the length of the binary string N .

Figure 3.5 shows the G-S curves corresponding to the fingerprint fuzzy vault for

the FVC2002 Database-2 and the WVU databases. Note that there is around 30%

difference in the GAR between the two databases at the lowest security setting. This

large difference in the GAR highlights the importance of the biometric image quality,
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Figure 3.5: The G-S curves for fuzzy vault for fingerprints from FVC 2002 DB-2 and
WVU databases.
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Figure 3.6: The G-S curves for fuzzy commitment for iris images from CASIA Ver-1
and WVU databases.
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which in turn depends on the way in which the data is captured, in regards to the

amount of the identifying information present in the captured biometric data and the

amount of security it can impart. The difference in the performance among the two

databases considered is largest for the iris modality. Figure 3.6 shows the G-S curves

corresponding to the iris fuzzy commitment for CASIA Ver-1 and WVU databases.

This is expected given significantly poor quality of iris images in the WVU database

compared to those in the CASIA Ver-1 database. Since the capture of face image

is relatively straightforward compared to capturing fingerprint and iris. Therefore,

the difference in the security imparted by the biometric templates obtained from the

two face databases is not very large. Figure 3.7 shows the G-S curves corresponding

to face fuzzy commitment for XM2VTS and WVU databases. Table 3.2 compares

the genuine accept rates of the different biometric cryptosystems at a security level

of 53 bits, which is equivalent to the guessing entropy of a 8-character password

randomly chosen from a 94-character alphabet [22]. Note that the security level of

53 bits is higher when compared to those typically reported in the literature [54,91].

Furthermore, the proposed security measure takes into account the distribution of

biometric features and hence, provides a tighter bound on the security of the sketch.

Also note that these values for GAR are significantly lower compared to state of

the art matching performance reported in literature. For example, the best GAR

reported in case of fingerprints from FVC 2002 DB2 is 99.7% when there was no false

accept [79].

3.6 Summary

In this chapter we have detailed procedures to evaluate two of the most common

biometric cryptosystems namely, fuzzy vault and fuzzy commitment. We have de-

veloped a new way to evaluate the performance of a biometric cryptosystem using
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Figure 3.7: The G-S curves for fuzzy commitment for face images from XM2VTS and
WVU databases.

Trait GAR Trait GAR Trait GAR

Finger (FVC) 51% Face (XM2VTS) 12% Iris (CASIA) 91%
Finger (WVU) 22% Face (WVU) 33% Iris (WVU) 37%

Table 3.2: Comparison of genuine accept rates of the different biometric cryptosys-
tems at a security level of 53 bits, which equals the security imparted by a randomly
chosen 8 character password [22]. Note that these values for GAR are significantly
lower compared to state of the art matching performance obtained reported in liter-
ature. For example, the best GAR reported in case of fingerprints from FVC 2002
DB2 is 99.7% when there was no false accept [79].
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the G-S curve that depicts the trade-off between the convenience the system provides

in terms of the genuine accept rate and the amount of security it ensures in terms

of the complexity of the attacks an adversary can stage on the system. From our

experimental results it can be seen that the use of biometric cryptosystems signif-

icantly reduces the discriminative capabilities of the biometric traits and thus new

research directions should be pursued in order to further improve the accuracy of

the biometric cryptosystems. Also, note that biometric cryptosystems do not provide

non-linkability which is one of the two main requirements of a biometric template

protection technique. See Section 1.3. In fact, the need for non-linkability was the

main reason for development of template transformation techniques as discussed in

Chapter 6.

One way to improve the security and matching accuracy provided by a biometric

cryptosystem is to combine multiple biometric traits. We explore this proposition in

the next chapter where we see that appropriately combining multiple biometric traits

does significantly improve the performance of a biometric cryptosystem. However,

we also identify some disadvantages of combining multiple traits, namely, the risk

of loss of larger amount of biometric data if the template is compromised. We thus

recommend some modifications to the basic framework in order to mitigate such fears.
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Chapter 4

Multibiometric Cryptosystems

4.1 Introduction

A typical biometric system using only a single biometric trait generally suffers from

limited recognition performance and substantial failure to enroll rate. To overcome

these limitations, multibiometric systems are now prevalent. Multibiometric sys-

tems accumulate evidence from more than one biometric trait (e.g., face, fingerprint,

and iris) in order to recognize a person [109] thereby leading to higher recognition

accuracy and larger population coverage. Multibiometric systems are being widely

adopted in many large-scale identification systems, including FBI’s IAFIS, Depart-

ment of Homeland Security’s US-VISIT, and Government of India’s UID. A number

of software and hardware multibiometric products have also been introduced by bio-

metric vendors [30,84].

While multibiometric systems have improved the accuracy and reliability of bio-

metric systems, sufficient attention has not been paid to security of multibiometric

templates. Moreover, multibiometric templates contain information regarding mul-

tiple traits of the same user and are thus more attractive for adversaries. In this

chapter we focus on the various aspects of designing a biometric cryptosystem that
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can simultaneously secure multiple biometric traits represented in diverse forms.

Biometric cryptosystems have been originally designed only for specific biomet-

ric feature representations. For example, the fuzzy commitment scheme assumes a

binary string representation, where the dissimilarity between template and query is

measured in terms of the Hamming distance. The fuzzy vault assumes point-set based

representations and uses set difference as the dissimilarity metric. Thus the unibio-

metric cryptosystems are not amenable to situations where multiple biometric traits

of a user need to be encoded in a single biometric cryptosystem. Biometric traits are

typically represented in three different forms: set of points, binary vector or a real

valued vector. Point-set based features are used when the image has a set of salient

points (e.g., fingerprint minutiae). If different samples of a biometric trait exhibit

limited relative geometric transformation and limited occlusion, real-valued feature

vectors obtained through PCA [128] and LDA [13] can be used. Binary strings are

usually obtained through quantization of a real-valued feature vector, which reduces

the storage space and matching complexity. For example, the bits in an iriscode [34]

are obtained through quantization of the phase response of a Gabor filter applied to

the corresponding iris image.

This diversity of biometric representations naturally requires a separate template

protection scheme for each trait, and a fusion of the decisions made by each trait [49].

This is analogous to a security system that requires multiple low strength (fewer bits)

passwords, which is less secure than a system that uses a single password with a

larger number of bits. This motivates the proposed approach to protect the multiple

biometric templates using a single secure sketch.

While the concept of securing multiple templates simultaneously as a single en-

tity using a biometric cryptosystem has been reported in the literature, published

approaches usually assume that different templates follow the same representation

scheme. This enables simple concatenation of the individual templates to obtain the
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fused template [70]. The objective of this work is to examine the feasibility of creat-

ing a single multibiometric secure sketch when the traits that are being fused have

different feature representations.

4.2 Background

A number attempts have been made to extend the secure biometric recognition frame-

work to incorporate multiple biometric traits [49, 70,90,119]. Sutcu et al. [119] com-

bined face and fingerprint templates that are both transformed into binary strings.

These binary strings are concatenated and used as the input to a fuzzy commitment

scheme.

Nandakumar and Jain [90] proposed a multibiometric cryptosystem in which bio-

metric templates based on binary strings and point-sets are combined. The binary

string is divided into a number of segments and each segment is separately secured us-

ing a fuzzy commitment scheme. The keys associated with these segment-wise fuzzy

commitment schemes are then used as additional points in the fuzzy vault constructed

using the point-set based features.

Kelkboom et al. [70] provided results for feature level, score level and decision level

fusion of templates represented as fixed-length real-valued vectors. Since the match

scores are not explicitly available in a biometric cryptosystem, Kelkboom et al. used

the number of errors corrected by an error correcting code in a biometric cryptosystem

as a measure of the score. Such scores are, however, meaningful only if the crypto-

biometric match is successful and the key κc can be successfully recovered. Moreover,

multiple scores can be obtained only if the different templates are secured individually,

which leads to suboptimal security. This is also true for decision level fusion. The

feature level fusion scheme in [70] involves simple concatenation of two real-valued

vectors and binarization of the combined vector using quantization thresholds.
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Fu et al. [49] theoretically analyzed the template security and recognition ac-

curacy imparted by a multibiometric cryptosystem, which can be operated in four

different ways: no-split, MN-split, package, and biometric model. The first three

models correspond to decision level fusion, where the biometric templates are secured

individually. The biometric model is based on feature level fusion of homogeneous

templates. However, no system implementation was reported.

Cimato et al. [29] follow a modular approach to design multibiometric cryptosys-

tems. Suppose that bE1 and bE2 are two biometric templates. A secure sketch y1 is

extracted from bE1 along with a hash of the bE1 , which is further used as a key to

secure the second template. This approach is similar to the package model proposed

in [49], which in turn is based on the AND decision fusion rule. Fang et al. [37] con-

sider a more general version of the above modular approach, where multiple secrets

(could be biometric templates or passwords) are mixed in a cascaded fashion within

the secure sketch framework. One advantage of such a modular approach is that ad-

ditional biometric traits can be easily introduced in the multibiometric cryptosystem.

Another benefit is that it allows the use of heterogeneous templates. For example,

in [29], a secure sketch is used to protect the iriscode template, and the hash value of

the iriscode based on the secret key is used to encrypt a fingerprint minutiae template.

A limitation of this approach is that its overall security is bounded by the security of

the sketch in the outermost layer.

Here, we propose a generic framework for the design of a multibiometric cryp-

tosystem with heterogeneous templates and consider practical implementation issues

in the case of both binary string and point-set based representations.
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Figure 4.1: Schematic diagram of a multibiometric cryptosystem based on the pro-
posed feature level fusion framework during the enrolment phase.

4.3 Multibiometric Cryptosystems Framework

We propose a feature level fusion framework for multibiometric cryptosystems that

consists of three basic modules: (i) embedding algorithm (E), (ii) fusion module

(C), and (iii) biometric cryptosystem (fc). The generic framework of the proposed

multibiometric cryptosystem is shown in Figure 4.1. Suppose that we have a set of

biometric feature representations X = {x1,x2, · · · ,xM}, where xm represents the

features corresponding to the mth biometric modality of a user, and M represents

the number of modalities, m = 1, 2, · · · ,M . The functionalities of the three modules

are as follows:

• Embedding algorithm (E): The embedding algorithm transforms a biometric

feature representation xm into a new feature representation zm, where zm =

Em(xm), for all m = 1, 2, · · · ,M . The input representation x can be a real-

valued feature vector, a binary string, or a point-set. The output representation

z could be a binary string or a point-set that could be secured using fuzzy

commitment or fuzzy vault, respectively.
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• Fusion module (C): The fusion module combines a set of homogeneous

biometric features Z = {z1, z2, · · · , zM} to generate a fused multibiometric

feature representation z. For point-set based representations, one can use

z = Cs(Z ) = ∪Mm=1zm. In the case of binary strings, the fused feature

vector can be obtained by simply concatenating the individual strings, i.e.,

z = Cb(Z ) = [z1 z2 · · · zM ]. Note that it is also possible to define more com-

plex fusion schemes, where features could be selected based on criteria such as

reliability and discriminability.

• Biometric cryptosystem (fc): During enrolment, the biometric cryptosys-

tem generates a secure sketch yc using the fused feature vector zE (obtained

from the set of biometric templates XE = {xE1 ,xE2 , · · · ,xEM}) and a key

κc, i.e., yc = fc(z
E , κc). During authentication, the biometric cryptosys-

tem recovers κc from yc and zA (obtained from the set of biometric queries

XA = {xA1 ,x
A
2 , · · · ,x

A
M}). Fuzzy commitment is used if z is a binary string,

whereas a fuzzy vault is used if z is a point-set.

Each of the above three modules play a critical role in determining the matching

performance and security of the multibiometric cryptosystem. The embedding algo-

rithm should generate a compact representation that preserves the discriminability of

the original biometric features. The fusion module should find the optimal trade-off

between the discriminability and variability in the individual feature representations.

The biometric cryptosystem should minimize the information leakage about the orig-

inal biometric templates. Thus, optimizing each module is a challenging task in itself

and is beyond the scope of this work. Since our primary objective is to demonstrate

the viability of the proposed feature level fusion framework, we propose fairly simple

algorithms for implementing the above three modules and do not focus on optimizing

them.
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4.3.1 Embedding Algorithms

We shall now discuss three types of embedding algorithms that can perform the

following feature transformations: (i) real-valued vector into a binary string, (ii)

point-set into a real vector, and (iii) binary string into a point-set (see Table 4.1).

Real-valued vector to binary string

A number of schemes have been proposed in literature for binarization of real-valued

biometric features. Examples include Binary Multidimensional Scaling techniques

[107], Locality Sensitive Hashing [11], Detection Rate Optimized Bit Allocation [27],

and quantization of element pairs in the polar domain [26].

Since no single feature binarization technique is provably better than all others,

we propose the following simple algorithm for transforming a real-valued vector into

a binary string. First, we quantize each element of the real-valued vector into (τ +1)

fixed size quanta. The quantized values are then represented using τ -bit unary1 repre-

sentation in order to obtain a binary string of length τℓ, where ℓ is the dimensionality

of the original vector. In the second stage, we select a desired number of most dis-

criminable bits (N). The discriminability of each bit is computed as ((1 − peg)p
e
i ),

where peg and pei are the genuine and impostor bit-error probabilities, respectively.

Note that this procedure was also discussed in Section 3.5.1.

Point-sets to real vector

A number of techniques have been proposed for converting point-sets into binary

feature vectors. These techniques include local point aggregates [88], spectral minu-

tiae [136], geometric transformation [119], triplet histogram [38], and the bag-of-words

1A unary encoding works as follows. Suppose that a real-value a needs to be
encoded using τ bits. The range of a, say [amin, amax], is quantized into (τ+1) bins.

If a falls into the ith bin, it is represented as (τ − i+1) ones followed by (i− 1) zeros,
where i = 1, 2, · · · , (τ + 1).
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Table 4.1: A simplified illustration of the proposed embedding algorithms.

Real vector to Binary string Point-set to Real vector

Binary string to point-set

approach [40]. In this paper, we implement the simple local aggregates based tech-

nique, which works as follows. Let us assume that each point can be represented as an

ν-tuple. The available point-set is aligned such that the bounding box of the points

is centered at the origin. Then, a set of axis-aligned hyper-rectangles with randomly

selected position and size are generated. Among these hyper-rectangles, a fraction of

hyper-rectangles with large overlap with other hyper-rectangles is discarded.

Statistics for each hyper-rectangle based on the points falling inside it are com-

puted. These statistics include the number of points in the hyper-rectangle, and the

mean and variance of the points along each of the ν dimensions. The statistics from

different hyper-rectangles are concatenated to generate a feature vector. A Linear

Discriminant Analysis (LDA) is applied to the resultant feature vector to reduce the

dimensionality. Finally, the real-valued LDA features can be further binarized using

the algorithm presented in Section 4.3.1.

Binary string to point-set

Conversion of binary string to point-set is required when the final biometric cryp-

tosystem is based on point-set features. In order to obtain a point-set from a binary
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string, we simply divide the binary string into the desired number of segments. Each

segment can be considered as a point in the point-set representation. The only pa-

rameter in this technique is the number of segments. A similar technique was also

used in [90], where instead of directly using the segments of the binary strings as

points, a key is associated with each segment through fuzzy commitment and the

keys are used as additional points in the vault.

4.3.2 Multibiometric Fuzzy Vault Implementation

A typical fuzzy vault is constructed as a set of 3-tuples yc = {(αi, βi, γi)}ti=1, where

t = (r+ q), αi ∈ (sE ∪ sC), βi is the points in F associated with points in (sE ∪ sC),

and γi is given by

γi =


P (βi), if αi ∈ sE ,

bi,where bi ∈ F \ {P (βi)}, if αi ∈ sC .

(4.1)

Here, sE is a set based biometric template, sC is the set of chaff points. See Section

3.3.1 for further details. During decoding, the points in the vault are ordered based

on their likelihood of being genuine which is estimated by matching the points in the

vault with the query. Given the ordered set of points, the vault is decoded according

to Algorithm 3.1.

Multiple unibiometric vaults can be easily converted into a single multibiometric

vault by associating the same key κc with them. The key length (L) and hence,

the polynomial degree k of a multibiometric vault is typically set to a higher value

compared to the unibiometric case. During decoding, multiple query biometrics are

matched with the corresponding unibiometric vaults and an ordered sequence of points

from each vault is obtained. These individual sequences of points are then merged

such that the first l elements of the merged sequence contain approximately top ηil

97



points from the vault corresponding to the ith biometric. In the current implemen-

tation, we choose ηi to be the same for all the biometric traits. However, specific

strategies can be designed to select proper values of ηi based on the quality of the

individual biometric traits and the number of genuine points from each trait.

4.3.3 Multibiometric Fuzzy Commitment Implementation

In the fuzzy commitment technique, the biometric template bE of length N is bound

to a codeword c of the same length to generate the secure sketch yc = bE⊕c. During

authentication, the query biometric data, bA, is XOR’ed with the secure sketch to

obtain a corrupted codeword c∗, which can be corrected to recover the key κc that

is associated with the codeword c. See Section 3.3.2 for further details about the

decoding procedure.

In order to create a multibiometric cryptosystem withM different biometric traits,

we extract N = 1, 023 ×M most discriminative bits from the pool of bits available

from all the constituent biometric traits. In our experiments, we assume different

values of Dmin (the minimum distance of the error correcting code) in the range 0.02

to 0.6 times the total number of bits N .

4.3.4 Constrained Multibiometric Cryptosystem

One of the limitations of a multibiometric system is that it is possible for an ad-

versary to get successfully authenticated by spoofing only a subset of the involved

biometric traits [108]. This issue is also a concern for a multibiometric cryptosystem.

Ideally, a multibiometric system should ensure the presence of a minimum amount

of discriminatory information from a subset or all the biometric traits of the user,

especially those that are difficult to spoof. We refer to a cryptosystem that enforces

such a requirement as a constrained multibiometric cryptosystem and the traits for

which a minimum matching constraint is applied as constrained traits.
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There are many ways to impose a minimum matching constraint for a biometric

modality within a multibiometric cryptosystem. For example, when only two modal-

ities are involved, it is possible to set the error correction capacity in such a way that

even a perfect match in one modality is not sufficient to decode the secure sketch

and some minimum level of similarity is also required for the second modality. Such

an approach will have high template security, but will reduce the GAR significantly.

Alternatively, one can store separate unibiometric sketches for each modality and al-

low them to be decoded individually. This approach will lower the security, but will

result in higher GAR compared to the first approach.

We propose a constrained multibiometric cryptosystem that does not affect the

security of a multibiometric secure sketch, but enforces a matching constraint on

individual modalities. Our approach is conceptually similar to the modular multi-

biometric cryptosystem proposed in [29]. The proposed approach assumes that two

different representations called the primary and secondary representations are avail-

able for the constrained biometric modalities. These two representations satisfy the

following property: it should be hard to obtain the primary representation from the

secondary representation. A simple way to satisfy this requirement is to consider the

given biometric feature vector (e.g., minutiae set) as a primary representation and de-

rive the secondary representation by applying a non-invertible transformation (e.g.,

minutiae aggregates [88]) to the given feature vector. Thus, even if the secondary

representation is revealed, it is difficult to obtain the primary representation.

For each of the constrained trait, its secondary representation is secured using

the multibiometric cryptosystem using the feature level fusion framework whereas

its primary representation is secured using a unibiometric cryptosystem (see Figure

4.2). The unibiometric cryptosystems corresponding to the various constrained traits

will use unique keys that are different from the one used in the multibiometric cryp-

tosystem. Finally, the unibiometric secure sketches are encrypted with a symmetric
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cryptographic algorithm such as AES (Advanced Encryption Standard) [6], where the

encryption key is the same as the key associated with the multibiometric cryptosys-

tem. The authentication involves two stages. In the first stage, the key associated

with the multibiometric cryptosystem is recovered. This key is used to decrypt the

unibiometric secure sketches. In the second stage, the unibiometric secure sketches

are decoded. All the keys associated with the unibiometric sketches must be correctly

recovered for successful authentication.
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Figure 4.2: Enrolment phase of a constrained multibiometric cryptosystem. The
templates corresponding to each constrained trait (traits 1 and M in this example)

have two representations (the primary representation (xEi (1)) and the secondary rep-

resentation (xEi (2)) for modality i). The secondary representation is secured using
a multibiometric secure sketch, while the primary representation is secured using
a unibiometric sketch that is further encrypted using the key associated with the
multibiometric cryptosystem.
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Unlike the simple multibiometric cryptosystem shown in Figure 4.1, the con-

strained multibiometric cryptosystem requires storage of both multibiometric and

unibiometric secure sketches. But the proposed approach has two advantages. Firstly,

the overall security of the templates is not affected because unibiometric sketches are

encrypted using the key that is bound to the multibiometric sketch; unless the attacker

decodes the multibiometric sketch he cannot compromise the unibiometric sketches.

Secondly, the primary representation that is required to decode a unibiometric sketch

cannot be obtained from the secondary representation. But successful authentication

requires decoding of the multibiometric sketch as well as all the unibiometric sketches.

This ensures that the user has a minimum amount of information about each of the

constrained biometric traits. The limitation of the proposed approach is that it leads

to a degradation in the GAR because it is possible that an authentication attempt

fails despite correct decoding of the multibiometric sketch, because one or more of

the unibiometric sketches may not be decoded correctly.

4.4 Experimental results

The experimental set-up of this chapter follows the set-up described in Chapter 3. We

use the same three databases in our evaluation, namely, the Fingerprint Verification

Competition (FVC) 2002 Database-2, the CASIA Iris database Ver-1, the XM2VTS

face database, and the West Virginia University (WVU) multimodal database con-

taining fingerprints, iris and face images. Same as in Chapter 3, we consider one

genuine authentication attempt per user and impostor attempts are simulated by

using one impression of each user’s biometric to authenticate as every other user.

Consequently, the number of impostor attempts NI is 9, 900 (100 × 99) for the vir-

tual multimodal database and 18, 906 (138× 137) for the real multimodal database.

In order to evaluate both fuzzy vault as well as fuzzy commitment, we obtain both
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point set as well as binary vector based features from each of the three biometric

traits, namely, fingerprint, iris, and face.

A point set based representation for fingerprints and a binary vector based rep-

resentation for iris and face have been detailed in Section 3.5. In order to extract a

binary vector from fingerprints, we follow the approach outlined in Section 4.3.1 with

500 hyper-rectangles (cuboids in 3D space) aligned along the horizontal location, ver-

tical location, and orientation axis associated with minutiae. Different features such

as sum of distances of minutiae from the six walls of the cuboids and mean and stan-

dard deviations of minutiae along each of the three axes, are extracted from each

cuboid in order to obtain a vector of length 3, 500. Linear Discriminant Analysis

(LDA) is used to reduce the dimensionality of this vector to 80. Each LDA coefficient

is converted into a 40-bit unary representation and they are concatenated to obtain a

3200(= 40× 80)-bit binary string. We select a subset of the most discriminable bits

(Np) using the procedure described in Section 4.3.1. First impression of the finger is

used for enrolment, the second one is used as authentication sample and the remain-

ing impressions are used as training set in order to compute the LDA features. Since

no training is required for extracting minutiae, only the first two impressions are used

in constructing the fuzzy vault. To obtain the point-set representation from iris and

face, 800 bits selected from the binarized LDA features are divided into 20 segments

of 40-bits each.

Figures 4.3 and 4.4 show the performance of the multibiometric fuzzy vault for the

virtual and real multimodal databases, respectively. In general, it can be observed

that incorporating additional biometric features does increase the performance of the

system. In case of the virtual multimodal database, the security of the iris fuzzy vault

at a GAR of 90% is 45 bits; however, when fingerprint and face are also incorporated

in the fuzzy vault, the security increases to around 90 bits at the same GAR. When

the templates are secured individually and the AND fusion rule is applied, i.e., the
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authentication is deemed successful only when all the unibiometric cryptosystems

are decoded, the security at 90% GAR is around 40 bits. However, in case of the

WVU database, there is only a marginal increase in performance compared to the

best modality (face). This can be attributed to the lower quality of the iris and

fingerprint images in the WVU database compared to the CASIA and FVC2002-DB2

databases, respectively. In fact, the GAR of the iris fuzzy vault for the WVU database

at zero-FAR is 0%, which is the reason why the G-S curve corresponding to iris is

not shown in Figure 4.4. Note, it is possible that a poor quality sample from one

of the modalities can lead to a higher decoding complexity if the relative quality of

the samples is not taken into account when generating the multibiometric template.

In order to address this issue, we also check if any subset of biometric modalities

can decode the vault. The final value of security is the minimum among the security

based on the multibiometric query and that based on different subsets of the query

biometric traits.
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Figure 4.3: The G-S curves for fuzzy vault for iris, fingerprint, and face images from
CASIA Ver-1, FVC 2002 DB-2, and XM2VTS databases, respectively, the baseline
multibiometric cryptosystem based on AND-fusion rule and the proposed multibio-
metric crytposystem using all three modalities.
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Figure 4.4: The G-S curves for fuzzy vault for iris, fingerprint, and face images
from WVU Multimodal database, the baseline multibiometric cryptosystem based
on AND-fusion rule and the proposed multibiometric crytposystem using all three
modalities.

The results corresponding to fuzzy commitment are shown in Figures 4.5 and

4.6 for the virtual and real multimodal databases, respectively. The G-S curves are

obtained by varying Dmin of the error correcting code. Similar to fuzzy vault, the

performance of the multibiometric fuzzy commitment is significantly better than the

unibiometric systems.

Table 4.2 summarizes the GAR of different biometric cryptosystems at a secu-

rity level of 53 bits (equivalent of 8-character password randomly chosen from a

94-character alphabet). We observe that the performances of the unibiometric cryp-

tosystems are quite low, which may be due to three reasons. Firstly, as mentioned

earlier, the quality of iris and fingerprint samples in the WVU multimodal database is

substantially lower than the quality of samples in the FVC2002-DB-2 and CASIA ver1

databases, respectively. This explains the inferior performance of iris and fingerprint-

based cryptosystems when evaluated on the WVU multimodal database. Secondly,
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Figure 4.5: The G-S curves for fuzzy commitment for iris, fingerprint, and face im-
ages from CASIA Ver-1, FVC 2002 DB-2, and XM2VTS databases, respectively, the
baseline multibiometric cryptosystem based on AND-fusion rule and the proposed
multibiometric crytposystem using all three modalities.
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Figure 4.6: The G-S curves for fuzzy commitment for iris, fingerprint, and face images
from WVU Multimodal database, the baseline multibiometric cryptosystem based
on AND-fusion rule and the proposed multibiometric crytposystem using all three
modalities.
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Traits Real Multimodal Database Virtual Multimodal Database
Fuzzy Fuzzy Fuzzy Fuzzy
vault commitment vault commitment

Iris 0% 37% 88% 91%
Finger 22% 30% 51% 2%
Face 67% 33% 58% 12%

Baseline
Fusion 33% 27% 75% 89%

Proposed
Fusion 68% 75% 99% 99%

Table 4.2: Comparison of genuine accept rates of the different biometric cryptosys-
tems at a security level of 53 bits, which equals the security imparted by a randomly
chosen 8 character password [22]. Here, baseline fusion refers to securing individual
templates using unibiometric cryptosystems and combining decisions using AND-rule
fusion, while the proposed fusion scheme uses a single multibiometric secure sketch.

there is a loss of discriminatory information during the feature transformation (em-

bedding) stage. See Figures 4.7, 4.8, and 4.9. This explains the better performance of

the unibiometric cryptosystems when the native representation scheme is used. For

example, in both the real and virtual multimodal databases, iris fuzzy commitment

performs better than a iris fuzzy vault. Similarly, the performance of fingerprint fuzzy

vault is generally better than a fingerprint fuzzy commitment.

For the multibiometric fuzzy vault implementation reported in [90], where iris and

fingerprint templates from MSU-DBI database and CASIA Ver-1 database, respec-

tively, were secured together, the genuine accept rate was 98.2% at a security of 49

bits. Note that the security estimate in [90] assumes uniform distribution of biomet-

ric features. In our implementation, the genuine accept rate is 99% at a security of

49 bits based on the FVC2002-DB2 and the CASIA Ver-1 databases. In [29], secu-

rity of the system has not been explicitly reported. In [70], the proposed technique

performs fusion of two different 3D face recognition algorithms and thus cannot be

directly compared to the techniques proposed here. In [49], no experimental results

were reported.

To validate the constrained multibiometric cryptosystem, we implemented a sys-
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Figure 4.7: ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy vault (red) for
Iris images from (a) WVU and (b) CASIA Ver-1 databases. The ROC curves corre-
sponding to the original features is based on the Hamming distance between iriscodes.
The curves corresponding to the fuzzy commitment are based on Hamming distance
between 1, 023 bits of the extracted binary feature vector.
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Figure 4.8: ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy vault (red) for
fingerprint images from (a) WVU and (b) FVC02DB2 databases. The ROC curves
corresponding to the original features is based on the scores obtained from Neurotech-
nology Verifinger matcher using only the minutiae features. The curves corresponding
to the fuzzy vault are computed using the decoding complexity as the matching score
when a degree-10 polynomial used.
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Figure 4.9: ROC curves corresponding to the original features (blue), features pro-
cessed for fuzzy commitment (green) and features processed for fuzzy vault (red) for
face images from (a) WVU and (b) XM2VTS databases. The ROC curves correspond-
ing to the original features is based on the LDA features. The curves corresponding
to the fuzzy commitment are based on Hamming distance between 1, 023 bits of the
extracted binary feature vector.
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tem consisting of iris and fingerprint modalities, where minimum matching constraints

are imposed for the fingerprint modality. We further assume that the adversary has

knowledge about iris biometric, i.e., he has access to some iris image of the enrolled

user. In this experiment, a multibiometric fuzzy commitment is implemented and a

secondary representation of fingerprints is obtained using minutiae aggregates. Minu-

tiae are employed as the primary fingerprint representation, and hence a fuzzy vault

is used in the second stage. The degree of polynomial for the fuzzy vault is selected

such that the sum of security in bits and GAR in percentage of the resulting system

is maximized. Using this constrained multibiometric cryptosystem, it is possible to

achieve a security of 35 bits even if the iris features of a genuine user are known the

adversary. However, the GAR for this scenario is only 15% compared to a GAR of

70%, when no constraints were imposed on the fingerprint modality.

4.5 Summary

We have proposed a feature-level fusion framework for the design of multibiometric

cryptosystems that simultaneously protects the multiple templates of a user using

a single secure sketch. The feasibility of such a framework has been demonstrated

using both fuzzy vault and fuzzy commitment, which are two of the most well-known

biometric cryptosystems. We have also proposed different embedding algorithms for

transforming biometric representations, efficient decoding strategies for fuzzy vault

and fuzzy commitment, and a mechanism to impose constraints such as minimum

matching requirement for specific modalities in a multibiometric cryptosystem. A re-

alistic security analysis of the multibiometric cryptosystems has also been conducted.

Experiments on two different multibiometric databases containing fingerprint, face,

and iris modalities demonstrate that it is indeed possible to improve both the match-

ing performance and template security using the multibiometric cryptosystems. We
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also noted that the matching performance is noticeably degraded when biometric

cryptosystem is used compared to the case unsecured templates are matched. Also,

matching performance may vary significantly based on the type of embedding algo-

rithm and biometric cryptosystem used. In general, the matching performance is

expected to be higher if the biometric cryptosystem is applied on the native repre-

sentation of a biometric trait compared to the case when an embedding algorithm is

applied to transform the biometric trait to a different representation.
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Chapter 5

Augmented Fingerprint Vault

5.1 Introduction

Fingerprint fuzzy vault is one of the most commonly studied biometric cryptosystems

due to its ability to secure fingerprint templates represented in the form of a set of

minutiae. Since it was first proposed in 2002 by Juels and Sudan [68], a number

of improvements have been made to its basic construction but still a number of

limitations need to be overcome before fuzzy vault can be practically viable. In

this chapter we study two main limitations of a fingerprint fuzzy vault. The first

limitation is that it is indeed possible to determine that two different fuzzy vaults

were constructed from the same finger. Note that in a fuzzy vault, minutiae are

obscured with a large number of randomly generated points. While it is difficult to

identify the true minutiae among the chaff points in a single fuzzy vault, if two fuzzy

vaults obtained from the same finger are overlaid on each other, the genuine points

that are common between the two vaults can be identified. See e.g. [112]. In this

chapter, we introduce user password for transforming the minutiae such that it is

difficult to correlate two so called password-hardened vaults constructed using the

same finger but with different passwords.
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The second limitation of a fuzzy vault is that only simple features such as a set

of points can be secured using the fuzzy vault framework. This severely restricts the

performance of the fuzzy vault since a typical fingerprint matching system utilizing

features in addition to minutiae leads to much greater performance than minutiae

matching alone. See, for example, [41] where minutia descriptors were used to design

a state of the art fingerprint matcher. In this chapter we discuss a technique to

effectively incorporate minutiae descriptors into a fingerprint fuzzy vault that leads

to significantly improved performance of the fuzzy vault.

Section 5.2 describes the technique used to incorporate the passwords into a fin-

gerprint fuzzy vault framework whereas Section 5.3 presents the technique to incor-

porate the neighborhood information of a minutia in the fuzzy vault to improve its

performance.

5.2 Fingerprint Vault with Passwords

To incorporate passwords into a fingerprint fuzzy vault, a random transformation

function derived from the user’s password is applied to the biometric template con-

sisting of a set of minutiae. The transformed template is then secured using the fuzzy

vault framework. Since it is not straight forward to match two templates obtained

from the same user using different passwords, this scheme prevents linkage of tem-

plates across different applications and also allows re-issuance of new templates in

case one is compromised. Moreover, as a result of the added randomness offered by

the password, the distribution of the set of points in the template approaches a uni-

form distribution after transformation1 and thus decreases the similarity between the

transformed templates of different users. This also provides better resistance against

attacks on the vault where the attacker tries to find genuine minutiae in the vault.

1Note that the distribution of minutiae is known to be non-uniform. See [141] for
details.
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5.2.1 Minutiae Transformation using Passwords

In order to transform a set of minutiae using a password, we partition the minutiae

based on the quadrant of the image they lie into four groups and assign a 16 bit

number obtained from the password to each group. We assume that the password is

of length 64 bits (8 characters) which is divided into 4 units of 16 bits each. Each

password unit is used to transform minutiae in one of the four quadrants of the

fingerprint image. We quantize each minutia into a 16 bit number which can be

considered as a point from the finite field GF (216). For this, each of the x, y, and θ

components of a minutia representation are quantized into 2Bu , 2Bv , and 2Bθ bins,

respectively to obtain their quantized counterparts, namely, Qu, Qv, and Qθ. Here,

the value of (Bu+Bv +Bθ) is 16. The 16 bit password unit is also similarly divided

into three components Tu, Tv and Tθ of lengths Bu, Bv and Bθ bits, respectively. The

components Tu and Tv are considered as the binary representations of the amount of

translations along the vertical and horizontal directions, respectively, and Tθ is treated

as the binary representation of the change in minutia orientation. The new minutiae

attributes are obtained by adding the translation values to the original values modulo

the appropriate range, i.e.,

Qu = Qu + Tu (mod 2Bu) (5.1)

Qv = Qv + Tv (mod 2Bv) (5.2)

Qθ = Qθ + Tθ (mod 2Bθ) (5.3)

Note that minutiae translation does not affect the intra-user variability of the minu-

tiae features thereby maintaining the false reject rate to a great extent. There is

some difference due to the boundary effects though. In order to further increase the

randomness of the transformed template, we generate a permutation sequence of 4
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Figure 5.1: Minutiae transformation using password. (a) Original minutia distribu-
tion and (b) distribution of minutiae after password based transformation is applied.

numbers by applying a one way function2 on the password. Using this sequence, we

permute the 4 quadrants of the image such that the relative positions of minutiae

within each quadrant are not changed. The effect of minutiae transformation using

password is shown in Figure 5.1.

Apart from the well-known factors like partial overlap, non-linear distortion and

noise that lead to differences between the template and query minutiae sets of the

same user, the password-based transformation scheme introduces some additional dis-

crepancies. If a minutia lies close to the quadrant boundary, the same minutiae may

fall in different quadrants in the template and the query due to imperfect alignment.

This reduces the number of minutiae correspondences and may lead to a small de-

crease in the genuine accept rate. Another problem arising due to imperfect alignment

2A function is considered to be one way if it is computationally easy to compute
the function but it is computationally or information theoretically hard to recover
the pre-image of a value with respect to this function
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between query and template is that the same minutia point may appear at opposite

ends of the quadrants in the template and the query after the transformation. This

is because the minutiae are translated within their respective quadrants modulo the

quadrant size. To address this problem, we add a border of width 15 pixels around

each quadrant and minutiae that lie within 15 pixels of the quadrant boundary are

duplicated on the border at the opposite end of the quadrant.

5.2.2 Experiments

The transformed minutiae are encoded in a vault using the same procedure as that

used for a fingerprint. See Section 3.2 for further details. For the sake of simplicity,

our analysis here assumes use of Lagrange interpolation based decoding procedure

described in Section 3.3.1. Recall that in a Lagrange interpolation based decoding,

all possible sets of points among the overlapping set with cardinality k + 1 are used

to reconstruct the polynomial. Using this procedure, the decoding will be successful

as long as more than k points are correctly identified in the set of candidate gen-

uine points, where k is the degree of the secure polynomial. The complexity of this

decoding depends on the number of chaff points in the vault identified as genuine.

The proposed password-based fuzzy vault hardening scheme has been tested on the

FVC2002-DB2 database. Only the first two impressions of each of the 100 different

fingers were used in our experiments; the first impression was used as the template to

encode the vault and the second impression was used as the query in vault decoding.

Here, the criteria used for evaluating the performance are failure to capture rate

(FTCR), genuine accept rate (GAR) and false accept rate (FAR). When the number

of minutiae in the template and/or query fingerprint is less than the required number

of genuine points, we call it as failure to capture.

The security of the password augmented fuzzy vault is at least as good as the

security of the original fuzzy vault. The security of the basic fuzzy vault is computed
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based on a brute-force attack by trying to decode the vault using all possible com-

binations of (k + 1) points in the vault. If k = 10, r = 30 and s = 300, the total

number of possible combinations is
(330
11

)
. See Section 3.4.1 for details. Among these

combinations,
(30
11

)
combinations will successfully decode the vault. The expected

number of combinations that need to be evaluated is thus 2×1012 which corresponds

to around 40 bits of security. Security can be improved by adding a larger number of

chaff points (e.g., when s = 600 in the above system, we can achieve around 50 bits

of security) at the expense of increased storage requirements and slight decrease in

the GAR of the system. In order to further improve the security, the user’s password

can be used to encrypt the vault. Thus, during authentication, the user has to first

decrypt the vault using his password before he can decode the vault.

Table 5.1 shows that the proposed system leads to a small decrease in the GAR

for all values of k. This is due to different bin placement of a few minutiae at the

quadrant boundaries and the inability of the minutiae matcher to effectively account

for non-linear deformation in the transformed minutiae space.

In case the attacker knows the biometric template (e.g., by lifting a fingerprint

impression left by the genuine user), he still needs to guess the password which is

required to decrypt the fuzzy vault before any vault decoding can be performed. Note

that although the maximum value of security imparted by an 8 character password

is 53 bits, due to the predictable manner in which a user selects a password, the

FTCR
k=7 k=8 k=10

GAR FAR GAR FAR GAR FAR
Vault
without
hardening

2% 91% 0.13% 91% 0.01% 86% 0%

Hardened
vault

2% 90% 0% 88% 0% 81% 0%

Table 5.1: Genuine Accept Rates (GAR), False Accept Rates (FAR) and Failure
to Capture Rates (FTCR) of the hardened fuzzy vault for FVC2002-DB2 database.
Here, k represents the degree of the polynomial used in vault encoding.
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security imparted by an 8 character password can be as low as 18 bits [22]. When

an adversary does not have any knowledge of the user password and user biometric

data, then the security of the hardened fuzzy vault is a combination of the security

provided by the password and biometric layers. If k = 10, r = 30, s = 300 and the

password is 8 character long, the security of the hardened vault is ∼ 58 bits. It is,

however, important to note here that the measures of security and GAR provided here

are not directly comparable to the security and accuracy provided in Chapters 3 and

4 due to the difference in the decoding procedure utilized as well as the assumptions

about the capability of the attacker. Nevertheless, the analysis here provides a clear

indication of the advantage of incorporating passwords into the basic construction of

fingerprint fuzzy vault.

5.3 Fingerprint Vault with Minutiae Descriptors

Another way to improve the performance of a fingerprint fuzzy vault is by incorporat-

ing additional attributes extracted from a minutia’s neighborhood into the vault. In

particular, we use minutiae descriptors [41] that contain local ridge orientation and

ridge frequency information, and show that they have sufficient saliency to improve

the security (by reducing the FAR) of a fingerprint fuzzy vault.

The minutia descriptor used here consists of texture based features in the form

of ridge orientation and frequency values sampled at 76 equidistant points, uniformly

spaced on 4 concentric circles around a minutia. The four concentric circles, with

radius 27, 45, 63 and 81 pixels, contain 10,16, 22 and 28 points, respectively (see

Figure 5.2). This configuration of points is based on the criteria that the difference

between radii of two consecutive concentric circles and that between two sampled

points on a circle should be twice the ridge period. Sampling the points in this manner

captures maximum information contained in the neighborhood of a minutia [126].
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Figure 5.2: Minutiae descriptor: (a) positions of 76 points in the neighborhood of
a minutiae; thickness of each line and its orientation corresponds to frequency and
orientation descriptors, (b) orientation descriptor and (c) frequency descriptor.
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In order to effectively incorporate the discriminative information of minutiae de-

scriptors in the fuzzy vault, we “encrypt” the ordinate values corresponding to a

minutia using the descriptor associated with it3. To account for the noise in the

measurement of the minutiae descriptor, a fuzzy commitment scheme is used for se-

curing the ordinate values instead of the traditional cryptographic techniques such

as the Advanced Encryption Standard (AES). Since the descriptor corresponding to

a minutia is more likely to decode the associated ordinate value during a genuine

match than during an impostor match, the proposed hybrid cryptosystem improves

the matching performance as well as the security of the vault.

5.3.1 Vault Encoding/Decoding

In the proposed fingerprint cryptosystem, vault construction consists of two main

steps : (i) fuzzy vault encoding, and (ii) securing ordinate values (see Figure 5.3).

The vault encoding follows the same procedure as described in Section 3.3.1 whereas

the procedure to secure the ordinate values is described below.

Once the basic fingerprint fuzzy vault is constructed, the ordinate values of the

vault are secured using the fuzzy commitment approach where the biometric informa-

tion involved comes from the binary strings extracted from the minutiae descriptors.

The minutiae descriptors are binarized using the procedure described in Section 5.3.2.

Let Dbi , i = 1, · · · , (r + q) be the binary descriptor and Ci be a codeword generated

from the corresponding 16 bit ordinate value γi. Instead of γi, only the secure or-

dinate value i.e. Gi(= (Dbi ⊕ Ci)) is stored in the vault as the fuzzy commitment.

Here, the descriptors for the chaff points are chosen at random from the set of all

the descriptors in the database. The set of abscissa values, the set of secure ordinate

3Note that storing the descriptors along with minutiae in the vault is not recom-
mended as the descriptors can be used to verify whether two neighboring minutiae
belong to the same fingerprint or not. This fact can be leveraged by the adversary to
speed up the search for genuine points in the vault.

120



Key (kc)

Biometric

Template (x
E
)

Minutiae

Location & 

Direction

Vault

Fuzzy Vault 

Encoder

Fuzzy

Commitment

Local Minutiae 

Descriptor (D
T
)

Abscissa

Values

Secure

Ordinate

Values

Ordinate

Values

Helper Data (H)

Figure 5.3: Fingerprint fuzzy vault encoding with minutiae descriptors.
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values G and the high curvature points together constitute the proposed augmented

fingerprint fuzzy vault.

During authentication (see Figure 5.4), the query fingerprint is first aligned using

the high curvature points extracted from the template and query fingerprints as de-

scribed in [91]. Then, r well separated and good quality minutiae are selected from

the query and matched with the points in the vault in order to filter out most of the

chaff points. Further, the minutiae descriptors are extracted from the query finger-

print and are binarized using the same procedure as in the enrolment stage. These

binary descriptors are then used to recover the ordinate values from the associated

fuzzy commitment. If the ordinate value is correctly decoded for some minimum

number (k+1) of genuine points in the vault, the degree k polynomial P is correctly

reconstructed thereby indicating a successful match.

5.3.2 Descriptor Binarization

The fuzzy commitment scheme requires the biometric features to be in the form of a

binary vector. Further, it is desirable that the Hamming distance among the matching

and non-matching descriptors be as far apart as possible. In order to achieve this,

we follow a four stage binarization scheme consisting of missing value estimation,

dimensionality reduction, binarization and bit selection (see Figure 5.5).

Estimating Missing Values for Minutiae Descriptors

The descriptors corresponding to minutiae near the fingerprint boundary tend to

have many missing values because only a part of the neighborhood of such minutiae

lies within the fingerprint region (foreground). We estimate the missing values from

the k-nearest descriptors of a given descriptor in the database that are expected to

provide realistic and reliable estimates.

Since the orientation values have different characteristics than the ridge frequency
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Figure 5.5: Different stages involved in obtaining a binary vector of desired length
from raw minutiae descriptors.
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values, missing values are estimated separately for these two types. We shall refer

to the set of orientation values associated with the descriptor as the orientation de-

scriptor and the set of ridge frequency values associated with the descriptor as the

frequency descriptor.

The distance between two orientation descriptors O1 = {o11, o
1
2, ..., o

1
m} and O2 =

{o21, o
2
2, ..., o

2
m} is given by

d(O1, O2) =

∑m
i=1min(|o1i − o2i |, 180− |o

1
i − o2i |)maskoi∑m

i=1maskoi
(5.4)

where maskoi has a value 1 if both the o1i and o2i are inside the fingerprint region

(foreground) and 0 otherwise. If the k nearest neighbors of ith orientation descriptor

are O(1), O(2), ..., O(k) then the estimated orientation values are given by:

oij =
1

2
atan

∑k
l=1 sin(2o

(l)
j )mask

(l)
oj∑k

l=1 cos(2o
(l)
j )mask

(l)
oj

 (5.5)

where mask
(l)
oj has value 1 if o

(l)
j is in the foreground and 0, otherwise.

The missing values for the ridge frequency are also computed in a similar way

by changing the distance measure between descriptors and the function that com-

bines multiple descriptors to estimate the missing value. The distance between two

frequency descriptors F1 = {f11 , f
1
2 , ..., f

1
m} and F2 = {f21 , f

2
2 , ..., f

2
m} is given by

d(F1, F1) =

∑m
i=1 |f

1
i − f2i |maskfi∑m
i=1maskfi

(5.6)

where maskfi has a value 1 if both the f1i and f2i are inside the fingerprint region

(foreground) and 0, otherwise. The frequency values estimated from the k neighbors
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of the ith descriptor are given by

f ij =

∑k
l=1 f

(l)
j mask

(l)
fj∑k

l=1mask
(l)
fj

, (5.7)

where mask
(l)
fj has value 1 if f

(l)
j is in foreground and 0, otherwise.

Note that we consider only those nearest neighbors where at least 75% of the values

available in the given descriptor are also available in the selected neighbors as well.

A small fraction of the descriptor values that could not be estimated using the above

procedure were interpolated as a weighted average of the neighboring values. Figure

5.6 compares the orientation component of the descriptors where missing values were

estimated using the nearest neighbor approach and the simple interpolation scheme.

We observe that the values estimated using the nearest neighbor based technique is

more similar to the real descriptor values in a matching descriptor (obtained from the

same minutiae in a different impression of the same finger) compared to the simple

interpolation scheme.

Dimensionality Reduction for Minutiae Descriptors

During fuzzy commitment decoding, if the difference between the enrolment and query

biometric is such that the word to be decoded is farther than the error tolerance from

any of the codewords of the error correcting code used, a decoding failure is detected.

This happens very frequently in case the dimension of the code is large. This fact is

detrimental to the security of the proposed scheme as it allows the attacker to decode

each ordinate value separately. Note that instead of a decoding failure if an incorrect

codeword is recovered, the attacker will not be aware of this until he tries to decode

the complete fuzzy vault.

In order to avoid frequent decoding failures, we reduce the dimensionality of the

minutiae descriptor using principal component analysis (PCA) [36] and sequential
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(a) (b)

Figure 5.6: Estimating missing values in descriptors: (a) orientations of two matching
descriptors overlaid where missing values were estimated using the nearest neighbor
approach; (b) orientations of the same descriptors when simple interpolation is used
for estimating the missing values. It can be observed that there are very few incon-
sistent orientation values in case the nearest neighbor approach is used.

forward floating search [103]. One of the motivations for using PCA is the fact

that the different elements of minutiae descriptors are highly correlated, resulting in

strongly correlated bits in the binarized descriptor. The use of PCA is expected to

lead to uncorrelated bits in the binarized descriptor.

Since the orientation values do not belong to Euclidean space, a direct application

of PCA is not expected to produce meaningful components. Thus, a new orientation

descriptor is computed as:

O
′
= [cos(2o1) sin(2o1) cos(2o2) sin(2o2) · · · cos(2om) sin(2om)] . (5.8)

The complete descriptor can be defined as

D = [cos(2o1) sin(2o1) cos(2o2) sin(2o2).. cos(2om) sin(2om)f1f2..fm] . (5.9)

PCA is now applied to the descriptor represented in Eq. 5.9 to obtain the uncor-
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related components. Further, since certain components might be very noisy, we apply

a supervised feature selection to select a subset of salient features. Among the vari-

ous feature selection algorithms available [63,98], sequential forward floating selection

algorithm (SFFS) [103] is simple to implement and provides good performance. We

use the False Accept Rate (FAR) at the 98% Genuine Accept Rate (GAR) as the

objective function to minimize for selecting salient features using SFFS. We use the

Euclidean distance as the distance measure between the descriptors. Once the de-

sired number of features is selected, they are binarized using the scheme described in

Section 5.3.2.

Binarizing Minutiae Descriptors

In order to binarize the descriptors, we uniformly quantize the descriptor values into

2α bins and use Gray code [52] to associate a binary string to each bin. Gray code

has a property that the bit string associated with every codeword differs from that

associated with its adjacent codeword by only one bit. Table 5.2 shows a 3 bit Gray

code.

The discriminability index of each bit is defined as

Γ = αdσI − (1− αd)σG, (5.10)

Quantum index Gray code

1 000
2 001
3 011
4 010
5 110
6 111
7 101
8 100

Table 5.2: 3-bit Gray code. Note that adjacent quanta differ in only a single bit.
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where σG and σI are the intra-class and inter class variation of the ith bit, and

αd ∈ [0, 1] is a constant. Based on this discriminability index, a desired number of

most discriminable bits are selected as the final bit string.

5.3.3 Experiments

We used the FVC2002 DB2 fingerprint database to compare the fuzzy vault perfor-

mance with and without minutiae descriptors. Only the first two impressions of the

100 different fingers in the database were used in the experiments; one as the tem-

plate and the other as the query. During both enrolment as well as authentication,

the missing descriptor values are estimated using the 10-nearest neighbor approach

as described in Section 5.3.2. The nearest neighbors are found among the descriptors

corresponding to all the minutiae extracted from all images in FVC02 DB2; there

are around 27, 000 descriptors in total. The orientation and frequency values of the

descriptors are quantized separately into 25 and 24 values, respectively, and bina-

rized using Gray codes as described in Section 5.3.2 to obtain 684 bits. From these

684 bits, 511 bits are selected using the bit selection scheme as described in Sec-

tion 5.3.2. The BCH(511,19) [18] error correcting scheme is used for generating the

fuzzy commitment that can correct upto 119 errors. Figure 5.7 shows the GAR and

FAR values corresponding to the basic fuzzy vault implementation (without descrip-

tors) and the proposed implementation where minutiae descriptors are used (Desc

(511,19)). Failure to capture rate in both cases is 2%. We observe that the use of

minutiae descriptors reduces the FAR of the system significantly, while the GAR re-

mains nearly the same. For instance, when the degree of the polynomial is 6, the

GAR is 95% for both the scenarios. However, the FAR is 0.7% when the descriptors

are not used and 0.01% when the proposed cryptosystem is used. These estimates of

GAR and FAR are based on 100 genuine matches and 9, 900 impostor matches.

The principal component analysis (PCA) is further used to reduce the dimension-
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ality of the descriptors as described in Section 5.3.2. The covariance matrix of the

descriptors values, that is required for computing the principal components, is com-

puted using the descriptors available in the database. First 10 principal components

are retained and each one is quantized into 27 bins. A 7-bit Gray code is used to

binarize each of the 10 components. Note that PCA and the desired components

can be computed off-line once for all. Figure 5.7 shows the FAR as well as the GAR

corresponding to 31-bit as well as 15-bit descriptors obtained by selecting 31 and

15 bits, respectively, from the available 70 bits. It can be seen that there is slight

degradation in the GAR because of dimensionality reduction from 95% to 94% and

93%, respectively, for 31 and 15 bits descriptors. However, as described in Section

5.3.4, the security is increased by around 10 bits in case a 15-bit descriptor is used.

5.3.4 Security Analysis

In the proposed fingerprint fuzzy vault the true ordinate values can be obtained

in two ways: (i) directly guessing the 16-bit ordinate values, and (ii) guessing the

descriptors associated with each minutia. Since the ordinate values of the genuine

points are obtained through an evaluation of a randomly generated secure polynomial,

it is reasonable to assume that the difficulty of directly guessing an ordinate value is

approximately 16 bits (assuming there are more than 16 information bits in the error

correcting code, otherwise it is the number of information bits of the code). Also

since the adversary has to simultaneously guess (k+1) ordinate values correctly, this

corresponds to approximately 16(k + 1) bits of security.

In order to estimate security against guessing the descriptor, let the entropy of a

minutia descriptor D be ID bits and say ρ bits out of these should be corrected. As

shown by Hao et al. [54], the difficulty in guessing a minutiae descriptor is approx-

imately R = log
(
2ID/

(ID
⌈ρ⌉
))

bits. Since the adversary has to simultaneously guess

(k + 1) minutiae descriptors correctly, using minutiae descriptors provides approxi-
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Figure 5.7: GAR (a) and FAR (b) for the fuzzy vault with and without descrip-
tors. “Desc (511, 19)” corresponds to case when orientation values are quantized
into 25 quanta, ridge frequency values are quantized into 24 quanta and 511 bits
are extracted from them. Here the fuzzy commitment scheme is constructed using
BCH(511,19) code. “PCADesc (31,6)” and “PCADesc (15,5)” correspond to cases
when 10 principal components are extracted and each value is divided into 27 quanta.
In “PCADesc (31,6)”, 31 bits are extracted and BCH(31,6) code is used for fuzzy com-
mitment whereas in “PCADesc (15,5)” 15 bits are extracted and BCH(15,5) code is
used. BCH(511,19) corrects up to 119 errors, BCH(31,6) corrects up to 7 errors and
BCH(15,5) corrects up to 3 errors.
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mately (k + 1)R bits of security. Although the length of descriptor is N bits, there

is a strong correlation between the descriptor bits leading to a reduction in effective

entropy of the descriptor bits i.e. ID. We empirically determine that approximately

N/4 bit errors need to be corrected in order to preserve the GAR to a large extent.

Thus ρ can be approximated as ID/4. Thus, if k = 8 and ID = 6 bits, then R ≈ 2

bits. In this scenario, the proposed scheme increases the security of the fuzzy vault

by approximately 18 bits, so the overall security now becomes 49 (31+18) bits. This

is equivalent to a 6 character password.

The above security analysis assumes the use of a perfect error correction coding

scheme (a w-error correcting binary code of size 2N is said to be perfect if for every

word C
′
, there is a unique codeword C such that the Hamming distance between C

and C
′
is at most w bits). It has, however, been proven that any non-trivial perfect

code over a prime-power alphabet has the parameters of a Hamming code or a Golay

code [58]. Note that Hamming codes correct only single errors whereas Golay codes

correct only up to three errors in code of length 24 bits and thus they would not be

applicable to the current problem.

If the coding scheme is not perfect, some of the words may result in a decoding

failure which would indicate an incorrect minutia descriptor being used to de-commit

the ordinate value. Due to the unknown distribution of biometric features, it is impor-

tant to empirically estimate the number of decoding failure and incorrect decodings

while using a particular error correcting code. Note that even if all the incorrect

descriptors lead to decoding failure, the security is at least as good as the security of

the original fuzzy vault.

When an adversary applies a descriptor to decode the secure ordinate value, fol-

lowing situations can arise: i) a decoding failure is detected, ii) the correct codeword

c is obtained, or iii) an incorrect codeword ci(̸= c) is obtained.

We are interested in estimating the relative frequency of these three events as
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they provide an estimate of ambiguity about the true codeword. Let the relative

frequency of the three events be: πdf , π0, and πi, i = 1, 2, ... in order. One strategy

an adversary might employ would be to try decoding the ordinate value with a large

number of descriptors one by one and select the first ordinate value decoded. Here

the adversary would be successful with probability

pa =

{
π0∑
i πi

}(k+1)
= p

(k+1)
0 , (5.11)

where p0 =
π0∑
i πi

. Thus the number of bits of security added would be equal to

Ta = − log2 pa.

In order to estimate πdf , π0, and πi, we randomly selected 20 different descriptors

and tried to decode those using the database containing 27, 000 descriptors. Table

5.3 shows the values corresponding to πdf , π0, maxiπi and Ta for the different repre-

sentations of descriptors considered. It can be seen that BCH(31, 6) provides around

7 bits of security, on average, whereas that BCH(15, 5) provides around 28 bits.

In our experiments with the imperfect codes having high dimension e.g. BCH

(511,19) or BCH(31,5), it has been observed that π0 >> πi. This can be explained

by the fact that if the difference between two matching descriptors is less than the

error correction capacity of the code, which is often the case, the errors introduced

in the codeword still leads to correct decoding. On the other hand, when a randomly

selected descriptor is used to decode the fuzzy commitment, a large number of errors

beyond the error correcting capacity is introduced into the codeword. Due to this,

the codeword is shifted to a non-decodable region with high probability leading to a

decoding failure.

Note that in case of BCH(511,19), theoretical estimate of the fraction of space that

is not decodable is approximately 1−10−19, that for BCH(31,6) is approximately 0.9

and for BCH(15,5), it is approximately 0.44 which is consistent with the probabilities
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Descriptor Format πdf
min max median

Desc (511,19) 0.941 0.999 0.991
PCADesc (31,6) 0.761 0.896 0.826
PCADesc (15,5) 0.394 0.448 0.418

π0
Desc (511,19) 0.000 0.059 0.001

PCADesc (31,6) 0.032 0.194 0.103
PCADesc (15,5) 0.014 0.168 0.070

maxi(πi)
Desc (511,19) 0 0 0

PCADesc (31,6) 0.007 0.050 0.016
PCADesc (15,5) 0.048 0.128 0.074

Ta
Desc (511,19) 0 0 0

PCADesc (31,6) 2.74 17.09 6.63
PCADesc (15,5) 16.61 48.41 27.55

Table 5.3: The values corresponding to πdf , π0, maxi(πi) and Ta for the different
representations of descriptors considered.

of decoding failure reported in Table 5.3. Also, no incorrect decoding was detected

in case of using BCH(511,19) due to a large fraction of non-decodable region.

Another strategy that an adversary can employ is to use t different descriptors

for decoding each secure ordinate value and get the ordinate value that repeated the

maximum number of times. Note that, on average, there would be u = t(1 − πdf )

different descriptors that will not produce decoding failures. Thus the adversary will

succeed if there are more than upmaxi correctly decoded ordinate values among the

set of u decoded values, where

pmaxi =

{
maxi{πi; i = 1, 2, ...}∑

i πi

}
. (5.12)

Thus the probability of successful attack is given by

p′a =
{
p
(
#(correct codewords) > ⌈upmaxi ⌉

)}(k+1) , (5.13)
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where

p (#(correct codewords) > l) =
u∑

i=l+1

(
u

l

)
pi0(1− p0)

u−i. (5.14)

Note that the security in terms of number of bits is given by T ′a = − log2 p
′
a.

We assessed the variation in the number of bits of security as u increases corre-

sponding to the case when the descriptor is represented as a 15-bit vector. It is noted

that in more than half of the cases, around 10 bits of security can be imparted to the

fuzzy vault in case the degree of polynomial secured by the fuzzy vault, i.e. k, is 8.

The increase in the number of descriptors tried by the adversary, i.e. t, also leads

to increased computational requirement. Thus even though no additional information

theoretic security is imparted in case of “BCH(511,19)”, there is significant compu-

tational cost to the adversary in order to compromise the system due to large πdf

leading to improvement in security to a certain extent. Note that given u, t is directly

proportional to πdf .

5.4 Summary

In this chapter, we have discussed two ways to modify and improve a fingerprint

fuzzy vault. In the first modification, we incorporate a user password in the fuzzy

vault which leads to a significant increase in security as well as matching performance

by increasing the randomness in minutiae location and direction. Moreover, in case

the template is compromised, a new template can be constructed using a different

password. The second improvement proposed in this chapter allows incorporating

information in the neighborhood of minutiae in the fuzzy vault. Thus, even if the

attacker is able to find the genuine minutiae in the vault, he will still not be able to

decode the vault unless he has knowledge about the minutiae neighborhood.
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Chapter 6

Template Transformation

6.1 Introduction

Template transformation techniques constitute the second major category of the soft-

ware based biometric template protection techniques besides biometric cryptosystems.

In a template transformation technique, the biometric template is transformed based

on parameters derived from a user’s password or a key and the transformed tem-

plate is stored in the system during enrolment. During authentication, the query

biometric is similarly transformed and is matched with the transformed template for

an accept/reject decision. A major advantage of such techniques is that the original

biometric is never revealed in the system. Furthermore, it ensures non-linkability as

it is usually difficult to determine if two transformed templates are obtained from the

same biometric (e.g., same finger) or not. Techniques have also been designed to en-

sure non-invertibility even if the transformation key is available. That is, even if the

parameters of the transformation are available, it is difficult to recover the original

template given the transformed template.

One of the major criticisms of template protection techniques is that their security

has not been thoroughly analyzed [64]. In this chapter, we provide a comprehensive
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set of metrics to estimate the vulnerability of a template transformation technique

against various vulnerabilities mentioned in Section 1.3. We specifically analyze the

security of two well known template transformation techniques, namely, biohashing

and cancelable fingerprint templates based on the proposed metrics. Our analysis

indicates that both these schemes are vulnerable to intrusion and linkage attacks

because it is relatively easy to obtain either a close approximation of the original

template, as in the case of biohashing approach, or a pre-image of the transformed

template as in the case of cancelable fingerprints approach.

6.2 Background

A number of template transformation techniques have been proposed in literature

(see Table 6.1). These techniques can be classified into two main categories based

on the specific representation of the biometric template. These categories are: (i)

vector based transformation techniques and (ii) interest points based transformation

techniques.

6.2.1 Vector based transformation techniques

In the case of vector based techniques, the biometric templates are represented as a

real or binary vector and the dissimilarity between two vectors is usually computed

using the Euclidean distance measure. One of the main requirements of a vector based

template transformation function is the preservation of distances between the vectors

after transformation. Biohashing [122] is one such technique (see Figure 6.1), where

the feature vector is transformed by multiplying it with a user specific orthogonal

transformation matrix and thresholding the individual elements. Due to increased

inter-class variation and preservation of intra-class variation, biohashing significantly

improves the matching performance. However, if the key, and thus the user specific or-
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Table 6.1: List of different template transformation techniques available in literature
and their characteristics.

Technique Trait Features Transformation

Final
repre-
senta-
tion

Biohashing
[122,123],

PalmHash [31]

Face,
Palm-
print,
Finger-
print

Vector (Fisher
Discriminant
Features)

Random matrix
multiplication

Vector

BioPhasor
[124]

Finger-
print

Vector
(FingerCode)

Non-linear Vector

Cancelable
Face [111]

Face
Vector (Face

image)
Random matrix
convolution

Vector

Robust
Hash [121]

Face
Vector (Singular
values of face
image matrix)

Smooth multimodal
function evaluation

Vector

Class
Distribution
Preserving

(CDP) Trans-
formation [46]

Face
Vector (Fisherface

features)

Evaluation of distance of
the feature vector from a

set of points
Vector

Cancelable
Iris [142]

Iris
Vector (Log-Gabor

response)

Circular shift and
combination, adding

new pattern
Vector

Histogram of
minutiae

triangles [38]

Finger-
print

Interest point
Hashing the histogram
of minutiae triangle

features
Vector

Symmetric
Hash [127]

Finger-
print

Interest point
(Minutiae as

complex numbers)

Set of order invariant
functions of minutiae

Minutiae
map

Cancelable
Fingerprints

[106]

Finger-
print

Interest point
(Minutiae map)

Image folding
Minuitae

map

Alignment free
cancelable

fingerprint [73]

Finger-
print

Interest point
(minutiae map,
orientation field)

Transform minutiae
according to surrounding

orientation field

Minutiae
map

Cuboid based
Minutiae
Aggregates

[120]

Finger-
print

Interest point
(Minutiae map)

Minutiae aggregate
feature selection from
random local regions

Vector
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Figure 6.1: Schematic diagram of the biohashing technique.

thogonal transformation matrix, is known to the adversary, the matching performance

typically degrades due to the quantization of features and dimensionality reduction.

Another drawback of the biohashing scheme is that it is easy to invert and recover the

original biometric feature vector when the key is known to the adversary (see Section

6.5). Note that in the context of template transformation techniques, invertibility

is measured in terms of the computational complexity and the number of guesses

involved in recovering the original template. The complexity of recovering the bio-

metric sample from the recovered original biometric template is not included in order

to focus the analysis on the template transformation technique and not on the tem-
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plate representation itself. In some cases such as biohashing, it is straightforward to

directly recover the original biometric template (or a close approximation of it) when

the key is known. However, in other cases like robust hashing [121] and cancelable

fingerprint templates [106], it is either computationally hard to obtain the complete

pre-image1 of the transformed template or difficult to identify the original biometric

template from the pre-image due to the large size of the pre-image. Such schemes are

considered to be difficult to invert (also loosely referred to as “non-invertible”).

An improvement of the biohashing scheme is the biophasor [124] technique, where

the rows of the orthogonal transformation matrix are used as the imaginary part and

added to the biometric vector to obtain a set of complex vectors. For each of these

vectors, the argument of the complex values in them are averaged and quantized to

form the final binary template. This transformation has been shown to better preserve

the matching performance even if the password is known to the adversary. Although

this scheme is claimed to be non-invertible, the complexity involved in inverting this

transformation is not known. Savvides et al. [111] showed that the distance between

two Minimum Average Correlation Energy (MACE) filter outputs is preserved even

when the face image is convolved using a random kernel matrix for template protec-

tion. However, this scheme is invertible given the knowledge of the convolution kernel

and the specific MACE filters used. Sutcu et al. [121] proposed a transformation tech-

nique, where each element of the input biometric vector is evaluated on a multi-modal

polynomial. Due to the many-to-one nature of the transformation function induced

by the multi-modality of the polynomials, it is difficult to invert the transformed

template. Feng and Yuen [45] transformed the template by randomly selecting a set

of vectors of the same dimension as the biometric feature vector and then storing

the Euclidean distances of the biometric vector from these vectors. This technique

1A pre-image of a transformed template is the collection of all the templates in
the original domain that can generate the given transformed template.
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assumes knowledge of the feature distribution of individual users while designing the

transform, which possibly leaks some additional information regarding the biometric

vector. The complexity of inverting the template i.e. recovering the original biomet-

ric from the transformed template is expected to be greater than that of biohashing

technique. Zuo et al. [142] proposed two template transformation schemes for iris

images. In the first scheme called “Combo”, the original iris template was tessellated

into rectangles, rows were cyclically shifted and different rows were added to obtain

the transformed template. In the second scheme called “Salting”, the iris image or

its binary representation was added to a randomly generated texture to obtain the

transformed template. The “Combo” approach is shown to be difficult to invert be-

cause of the addition of two different biometric features, which provides ambiguity

about the component features.

6.2.2 Interest point based template transformation

Fingerprints are most commonly represented by a set of points, called minutiae.

Hence, many fingerprint template transformation techniques are based on minutiae

as the initial representation. Furthermore, to use the available minutiae-based fin-

gerprint matchers in the transformed domain, it is desirable to have the final repre-

sentation also in the form of a set of minutiae. To satisfy this criterion, Ratha et

al. [106] proposed the use of cancelable fingerprint templates designed using three

different minutiae transformation techniques, namely, cartesian, polar and functional

(see Figure 6.2). Note that the term cancelable means that the template can be

canceled or revoked if it is exposed to an adversary and an adversary having the

stolen template will not be able to gain any significant knowledge about the replaced

template. Cancelability thus directly implies non-linkability and vice versa. In the

cartesian transformation, the fingerprint is regularly tessellated into a set of rectan-

gles and these rectangles are displaced according to the associated key. The polar
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transformation is similar to the cartesian transformation except that the fingerprint

is divided into a number of concentric shells and each shell is divided into sectors.

Since the size of sectors is different for different shells, some restrictions are placed

on the displacement of the sectors based on the password. In case of the functional

transformation, two different functions are used: a mixture of 2D Gaussians and elec-

tric potential field in 2D charge distribution. These functions are evaluated at the

minutiae locations to obtain the translation corresponding to that minutia.

(a) (b) (c)

(d) (e) (f)

Figure 6.2: The original and transformed fingerprints for (a,d) Cartesian, (b,e) polar,
and (c,f) Gaussian mixtures based transform .
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All the three transformations proposed by Ratha et al. [106] are claimed by them

to be difficult to invert due to the many-to-one nature of the transformation functions.

However, these techniques lead to a reduction in the matching performance due to an

increase in the intra-user variations2. Such transforms also require the fingerprints

to be accurately aligned before applying the transformation as misalignment can

further increase intra-user variations. To avoid alignment, Lee et al. [73] proposed

an alignment-free cancelable fingerprint transform. In this scheme, each minutia is

transformed according to the orientation field around that minutia, which makes the

relative translation of the minutia invariant to the positioning of the finger. Tulyakov

et al. [127] use each minutia along with its two nearest neighbors to select one of

the several so called symmetric functions. The selected symmetric function is then

evaluated on the three minutiae to obtain the coordinates of the transformed minutia.

Techniques have also been proposed to convert the minutiae based representation

into a vector based representation. Farooq et al. [38] select all minutiae triplets

satisfying certain criteria and construct a histogram. Only those bins in the histogram

with a single element are retained and the remaining bins are emptied to obtain the

final binary feature vector. Cancelability is further induced in this representation by

flipping some of the bits and permuting the binary vector based on a specific key. The

limitation of this approach is that it is easy to determine the unique triangles present

in the fingerprint and the sides with similar length can be matched and combined to

construct an approximate minutiae distribution. The complexity of such a procedure

however might be high. Another scheme proposed by Sutcu et al. [120], converts a set

of minutiae into a vector based representation by counting the number of minutiae

falling in certain specified rectangular regions. The configurations of rectangular

2Intra user variation refers to changes in the template of the same user in different
acquisitions of the biometric sample. Since the transformation functions are generally
non-Euclidean, variations in minutiae position and orientation are escalated due to
transformation, leading to high false reject rate.

143



regions can be changed in order to generate another template from the same biometric

thereby inducing cancelability.

6.3 Analysis of Template Transformation

We analyze the performance of a template transformation technique in terms of its

usability, security against intrusion and linkage threats. See Chapter 1 for a discussion

on template intrusion and linkage. We employ the following notation to describe the

security metrics.

• xEz and xAz : The template and query biometric features of user z, respectively.

• f : The feature transformation function; f−1 denotes its inverse.

• f−1β : The partial inverse transformation function, where β is the fraction of the

original biometric template obtained by inverting the transformed template.

• Kz : A set of transformation parameters corresponding to user z; K
′
z is a dif-

ferent set of transformation parameters for the same user.

• DO: A distance function between the biometric features in the untransformed

(original) domain; DT is a distance function between the biometric features in

the transformed domain.

• ϵ: The system threshold such that the biometric system declares a “match” if

the distance between the template and query biometric features is less than a

threshold ϵ.

6.3.1 Evaluation Measure for System Usability

Security of a biometric recognition system affects the usability of the system as well.

While considering the system security, it is important to measure any inconvenience
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incurred to the genuine users of the system as a result of the security techniques

implemented. We measure the usability in terms of the false reject rate (FRR) of the

system. Note that it would be equally appropriate to measure the system usability

using false non-match rate (FNMR) or genuine accept rate (GAR). The false reject

rate of the biometric system prior to the template transformation, FRRO, is given

by

FRRO(ϵ) = P
(
DO

(
xEz ,x

A
z

)
≥ ϵ
)
. (6.1)

The false reject rate of the biometric system after the application of template trans-

formation, FRRT , is

FRRT (ϵ) = P
(
DT

(
f
(
xEz , Kz

)
, f
(
xAz , Kz

))
≥ ϵ
)
. (6.2)

FRRO and FRRT depend on the system threshold ϵ and must be as low as

possible to avoid inconvenience to the users. The threshold ϵ also controls the security

and privacy of the system because the probability of success of an intrusion or linkage

attack depends on ϵ.

6.3.2 Security Evaluation Measures for Intrusion Threats

First, we consider the zero effort attack where an impostor presents his own biometric

trait in order to get authenticated. The intrusion success probability for this attack

is measured in terms of the false accept rate. The false accept rate of the biometric

system when no template transformation is performed is given by

FARO(ϵ) = P
(
DO

(
xEi ,x

A
j

)
< ϵ
)
,where i ̸= j. (6.3)

A plot of FARO versus (1−FRRO) for various values of ϵ gives the receiver operating
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characteristic (ROCorig) curve of the biometric system prior to template transforma-

tion.

Given a biometric system with stored transformed templates, the impostor has

to present the biometric features along with a set of transformation parameters for

authentication. This entails two scenarios: one where the impostor knows the trans-

formation parameters and second where he does not know the transformation param-

eters. Suppose that the impostor does not know the transformation parameters of

the specific user he is trying to impersonate. The FAR with unknown transformation

parameters (K) is given by

FARUK(ϵ) = P
(
DT

(
f
(
xEi , Ki

)
, f
(
xAj , Kj

))
< ϵ
)
,where i ̸= j. (6.4)

and a plot of FARUK versus (1−FRRT ) gives the corresponding receiver operating

characteristic (ROCdiff) curve of the biometric system.

If the impostor somehow knows the transformation parameters of the genuine user

that he is trying to impersonate, the FAR with known transformation parameters (K)

is

FARKK(ϵ) = P
(
DT

(
f
(
xEi , Ki

)
, f
(
xAj , Ki

))
< ϵ
)
,where i ̸= j (6.5)

and a plot of FARKK versus (1 − FRRT ) gives the corresponding receiver operat-

ing characteristic (ROCsame) curve. A comparison of ROCorig and ROCsame will

indicate the degradation in the matching performance due to the template transfor-

mation.

Besides the false accept rates, two other intrusion probabilities must be consid-

ered. First we consider the case when the stored (transformed) template and the
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transformation parameters are available to the adversary. In this case, the adversary

tries to recover either a fraction (β) or the complete biometric template and then

replay the inverted template along with the transformation parameters to gain access

fraudulently. The probability of success of such an attack is called the Intrusion Rate

due to Inversion for the Same biometric system (IRIS) and is defined as

IRIS(β, ϵ) = P
(
DT

(
f
(
f−1β

(
f
(
xEi , Ki

)
, Ki

)
, Ki

)
, f
(
xEi , Ki

))
< ϵ
)
. (6.6)

Note that this measure is similar to the genuine accept rate corresponding to

the same impression scenario discussed in Chapter 2. The MCC-B representation

discussed in Chapter 2 is, however, not a template transformation technique since

no key is involved in generating MCC-B from a fingerprint image and thus multiple

MCC-B templates generated from the same finger are easily linkable. The value of

IRIS(β, ϵ) is usually 1 if a transformation is easy to invert or an element in the pre-

image of the transformed template can be obtained (as in the case of many-to-one

transformations). IRIS(β, ϵ) will be low when it is difficult to obtain any element in

the pre-image of the transformed template.

Next, we consider the case when the stored (transformed) template and the trans-

formation parameters are available to the adversary who wants to impersonate the

same user in a different biometric system that employs the same biometric trait. We

also assume that the adversary has knowledge of the transformation parameters of

the second system. In this case, the adversary will try to recover either a fraction

(β) or the complete biometric template and then replay the inverted template along

with the transformation parameters of the second system to gain access fraudulently.

The probability of success of such an attack is referred to as the Intrusion Rate due

to Inversion for a Different biometric system (IRID) and is defined as
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IRID(β, ϵ) = P
(
DT

(
f
(
f−1β

(
f
(
xEi , Ki

)
, Ki

)
, K
′
i

)
, f
(
xAi , K

′
i

))
< ϵ
)
. (6.7)

This measure is similar to the accept rate corresponding to the different impression

scenario discussed in Chapter 2.

Finally, we also need to consider the effort spent by the adversary to invert a

transformed template. Let E(β) denote the effort required in terms of the number of

guesses required (expressed in bits) to recover a fraction β of the original biometric

template from the transformed template. The plot of β versus E(β) is called the

coverage-effort curve (C-E curve) [87]. The coverage-effort curve is a quantitative

measure to evaluate the invertibility of a biometric template, provided it is possible for

the adversary to check whether the recovered template is a true template. Also note

that the evaluation of the fraction β is dependent on the kind of biometric template

considered. The C-E curve relates the probability of success of intrusion attacks due

to inversion (IRIS and IRID) with the difficulty in inverting a transformed biometric

template.

6.3.3 Security Evaluation Measures for Linkage Threats

In order to link two different templates generated from the same biometric trait

of a user with different sets of transformation parameters, the adversary may either

directly match the transformed templates or he can first invert the templates and then

match the inverted templates. Suppose that both sets of transformation parameters,

which were used to generate the two templates, are known to the adversary. The

cross match rates can be defined in the transformed (CMRT ) and original (CMRO)

feature domains as follows.
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CMRT (ϵ) = P
(
DT

(
f
(
xEi , Ki

)
, f
(
xAi , K

′
i

))
< ϵ
)
, and (6.8)

CMRO(β, ϵ) = P
(
DO

(
f−1β

(
f
(
xEi , Ki

)
, Ki

)
, f−1β

(
f
(
xAi , K

′
i

)
, K
′
i

))
< ϵ
)
.

(6.9)

In case of linkage attack in the original domain, the failure rate or the False Cross

Match Rate of the attacker is given by

FCMRO(β, ϵ) = P
(
DO

(
f−1β

(
f
(
xEi , Ki

)
, Ki

)
, f−1β

(
f
(
xAj , K

′
j

)
, K
′
j

))
< ϵ
)
,

(6.10)

where i ̸= j. A plot of CMRO(β, ϵ) versus FCMRO(β, ϵ) provides the receiver

operating characteristic (ROCinv) curve for the linkage attack in the original domain.

The complexity of cross-matching biophasors is difficult to estimate, however,

inversion of biohashing, and cancelable face is computationally easy and is expected

to generate a close approximation to the original template. In order to link templates

secured using cancelable fingerprint templates approach, one can overlay all the pre-

images of minutiae in the transformed template to obtain an aggregate template. It is

expected that these aggregate template will have a large number of matching minutiae

even if the templates are constructed by applying two different transformations to a

fingerprint [104,116]. Note that in this case the matcher should not penalize the non-

matching minutiae. Similar techniques can also be used to link templates encrypted

using the robust hashing approach. In case of histogram of minutiae triplets, it is easy

to obtain the original histogram, which can be easily matched. Symmetric hashing,

cancelable iris, CDP, and cuboid based minutiae aggregates are not straight forward

to invert and link.
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A comprehensive security evaluation of a template transformation scheme entails

analysis of the intrusion and linkage probabilities and their effect on the system

usability measured in terms of FRRT . In order to measure the probability of system

intrusion, we have defined FARUK , FARKK , IRIS, and IRID. Note that FARUK

and FARKK analyze the attacks staged by an adversary by presenting an arbitrary

biometric template whereas IRIS and IRID analyze the attacks when the attacker

steals a transformed template, inverts it and then uses it for intruding the system.

Linkage probabilities can be measured in terms of CMRO, where the templates are

linked in the original domain (after inversion), and CMRT , where the templates are

linked in the transformed domain.

6.4 Security of Cancelable Fingerprint Templates

We choose cancelable fingerprint templates as an example for security evaluation be-

cause though the scheme is difficult to invert, a pre-image computation technique

is available in the literature [87]. We evaluate the security strength of the mixture

of Gaussians based transformation function, which is claimed to have the best per-

formance among all the transforms evaluated by Ratha et al. [106]. The mixture of

Gaussians used to obtain the transformation function is given by

f(x⃗) =
N∑
i=1

tiπie
−1
2(x⃗−µ⃗i)Σ

−1
i (x⃗−µ⃗i)′ , (6.11)

where N is the number of mixture components, and πi, ti, µi, and Σi correspond to

the mixing probabilities, the signs (+ or -), mean vectors, and covariance matrices of

the different components, respectively. Here, x⃗ is a vector representation of a minutia

point consisting of only the x and y coordinates of the minutiae. In our experiments,

N is set to 24 and Σi is taken to be a diagonal matrix with each diagonal entry equal

to 502 for each component. The remaining parameters are determined using the user
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specific key. These parameters are the same as those used by Ratha et al. [106].

The transformation of each minutia is represented as direction of minutia transla-

tion (denoted by ϕψ), magnitude of minutia translation (denoted by ϕd) and difference

in minutia direction (denoted by ϕθ) . The three components of the transformation

can be obtained as:

ϕd(x⃗) = γ {1 + f(x⃗)}

ϕψ(x⃗) = arctan(
g′y(x⃗)
g′x(x⃗)

) + αψ

ϕθ(x⃗) = arctan(
f ′y(x⃗)
f ′x(x⃗)

) + αθ (6.12)

where f ′y(.), f ′x(.), g′y(.), g′x(.) are the x and y derivatives of two mixture of Gaussians

f and g, and αψ, αθ ∈ [0, 360) is a random offset in direction; γ is used to manipulate

the overall translation of minutiae.

We evaluate the performance of the above template transformation technique

using the publicly available FVC 2002 database 2. We evaluate two different instances

of the mixture of Gaussians based transformation with the values of γ being 30 (Trans-

1) and 60 (Trans-2), respectively. Their respective transformation functions are shown

in Figure 6.3. Figures 6.4-6.9 shows the evaluation measures described in Section 6.3

corresponding to these two instances of the mixture of Gaussians.

Figure 6.4 shows that the matching performance corresponding to the transformed

template is significantly degraded compared to the original minutiae and the amount

of degradation increases with γ. Also, the matching performance is lower when the

attacker knows the key as shown by the ROCsame plots. As seen from Figures 6.5

and 6.6, the reduction in performance is mainly due to an increase in the FRR, which

is primarily due to misalignment. The effect of misalignment is further exaggerated

as a result of transformation. We use the high curvature points [91] in the fingerprint

for pre-alignment, which may be erroneously extracted especially if the fingerprint
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(a) (b) (c)

Figure 6.3: Minutiae transformation (a) minutiae distribution in the original image,
(b) minutiae transformed according to mixture of Gaussians, where γ is 30, and (c)
transformed minutiae when the value of γ is 60.
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Figure 6.4: ROCorig, ROCdiff, ROCsame for the mixture of Gaussian template trans-
formation. Neurotechnology Verifinger 4.2 is used to perform minutiae matching. The
evaluations in this figure and Figures 6.5, 6.6, 6.7, 6.8, 6.9, and 6.10 correspond to two
transformations, Trans-1 and Trans-2, where γ equals 30 and 60, respectively. The
curves corresponding to Trans-1 are shown in black where the curves corresponding
to Trans-2 are shown in green.
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Figure 6.5: FRRT (ϵ) for the mixture of Gaussian template transformation.
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being processed is partial.

Figure 6.7 depicts the feasibility of intruding a different biometric system that has

the same finger enrolled using the template inverted from the current system. At an

operating threshold (ϵ) of 950, IRID for Trans-2 is around 51% when the attacker

expends zero effort in inverting the template, i.e., E(β) = 0 or β = E−1(0). In other

words, when the attacker just replays the most likely minutiae set from the pre-image

of the transformed template without spending any effort on identifying the original

minutiae from the pre-image, there is a 51% chance that he will succeed in intruding

the system. A completely inverted template will further increase the intrusion rate

to 54%. This value is even higher (64% for zero effort and 65% for full inversion)

in the case of Trans-1. Note that the chances of intrusion increased only by 1% for

Trans-1, while it increased by around 3% in case of Trans-2. This can be explained

by the C-E curve shown in Figure 6.10; attacker can recover only 87% of minutiae

without any effort in the case of Trans-2, whereas in the case of Trans-1 he can recover

around 94%. Note that the value of IRID(1, ϵ) is upper bounded by (1−FRRT (ϵ)),

which corresponds to case where the attacker is able to exactly recover the original

fingerprint.

Figure 6.8 shows the feasibility of successfully cross-matching two templates ob-

tained from the same biometric trait but transformed using different transforma-

tion parameters. While both Trans-1 and Trans-2 have a zero cross match rate at

ϵ = 950, Trans-1 usually has slightly higher CMRT than Trans-2. Figure 6.9 shows

the ROCinv corresponding for β = E−1(0). It shows that at a False Cross-match

Rate of 0.1%, the chance of correctly linking the templates from two different systems

is 91.5% for Trans-2 and 94% for Trans-1.

Table 6.2 tabulates the values of five security metrics (FRRT , FARUK , FARKK ,

IRID, and CMRT ) for Trans-1 and Trans-2 at a threshold of ϵ = 950. It is quite clear

that while Trans-2 is more secure than Trans-1, it is less usable than Trans-1 because
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Figure 6.7: IRID(β, ϵ) for two different values of β for the mixture of Gaussian
template transformation.
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Figure 6.8: CMRT (ϵ, β) at β = 1 for the mixture of Gaussian template transforma-
tion.
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Figure 6.10: The C-E curve corresponding to two mixture of Gaussians based template
transformations, Trans-1 and Trans-2, where γ equals 30 and 60, respectively.
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of the higher false reject rate, which demonstrates the trade-off between security and

usability that is a commonly encountered problem in biometric template protection.

Moreover, our analysis shows that to prevent intrusion into other biometric systems

that use the same trait and to mitigate linkage threats, it is not enough to design the

transformation function such that it is computationally hard to recover the original

template, but it must also be computationally difficult to obtain the pre-image of a

transformed template. This issue has not received adequate attention in the literature

[106].

6.5 Security of Biohashing Scheme

Biohashing is a vector based template protection technique that is used to secure

different biometric traits such as fingerprints [123], face [122], palm [31], etc. In

a typical biohashing scheme, the input biometric trait is represented as a vector

of real numbers, say x ∈ Rn. This representation is then converted to a binary

vector b = [b1, b2, ..., bm] using the transformation matrix M ∈ Rm×n and thresholds

δi, i = 1, ...,m. The biohash features are obtained as:

bi =

 0 if
∑n
j=1Mijxj < δi

1 otherwise
(6.13)

In our experiments, we use the FERET face database that contains 14,051 images.

From these we select a subset of 500 subjects with two frontal images per subject.

We align the images using the eye locations and crop a segment of size 100 × 125

Trans. FRRT FARUK FARKK IRID(E−1(0), ϵ) CMRT
Trans-1 33% 0.02% 0.02% 64% 0%
Trans-2 44% 0.02% 0.02% 51% 0%

Table 6.2: Values of FRR, FARUK , FARkk, IRID(E−1(0), ϵ), and CMRT for the
cancelable fingerprint template scheme corresponding to a threshold (ϵ) of 950.
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from each image. Eigenface [128] features are used to represent the face images in

our experiments. We use top 100 Eigenface features in order to extract 80 bits using

the biohashing technique.

We now propose a method to recover a close approximation to the original biomet-

ric features given the biohash features (b) and the transformation parameters, i.e.,

M and δi, i = 1, ...,m. This problem can be formulated as an optimization problem

as follows:

argmin ||x− a||2 , subject to (6.14)
n∑
j=1

Mijxj < δi, if bi = 0 and (6.15)

n∑
j=1

Mijxj > δi if bi = 1, (6.16)

where x is the original biometric feature vector that is to be estimated, b is the vector

of binary biohash features and a is one of the unrelated biometric feature vectors from

a database. We use the lsqlin function available in the MATLAB optimization toolbox

to obtain a solution to this problem. The above problem is solved for t different values

of a in order to obtain x1,x2, ...,xt. The final estimate of x, x̂, is obtained as

x̂ =

∑t
i=1 x

i/d2i∑t
i=1 1/d

2
i

, (6.17)

where di is the Hamming distance between biohash features corresponding to xi and

ai. The parameters ai’s are chosen such that Hamming distance between biohash

features corresponding to ai and bi is less than certain threshold. Figure 6.11(b)

shows an example of a face image reconstructed from the Eigenface features (x̂) that

are estimated by inverting the biohash template (b) using equations (6.14) and (6.17).

We obverse that many distinctive features in the original face image (Figure 6.11(a))
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are also present in the reconstructed image, which demonstrates the effectiveness of

our inversion algorithm.

Figures 6.12-6.17 shows the evaluation of biohashing technique with respect to

the different evaluation criteria proposed in Section 6.3 except the C-E curve, which

is not directly applicable to biohashing. Figure 6.12 shows the three ROC curves

i.e. ROCorig, ROCsame, and ROCdiff . In contrast to the cancelable fingerprints

technique, the ROCdiff of biohashing shows significantly better performance than

ROCorig, whereas ROCsame has lower matching performance compared to ROCorig.

This is because biohashing uses the external information (key or password) to sig-

nificantly alter the distribution of the biometric features and increase the inter-user

separation. However, this advantage is lost when the key is known to the adversary.

On the other hand, the cancelable fingerprints scheme attempts to retain the finger-

print minutiae distribution, so that a traditional minutiae matcher can still be applied

to match the transformed minutiae sets.

At the operating threshold of 20, the IRID(E−1(0), ϵ) value is around 0.5, imply-

ing that the attacker has 50% success rate in intruding into a different system using

the same biometric trait. The cross match rate in the transformed domain (CMRT )

is almost zero at the operating threshold of 20. As expected, the CMRT follows

FARUK closely. With respect to cross matching in the original domain, the CMRO

is around 82% at 10% FCMRO as shown in Figure 6.17. Table 6.3 lists the values

of FRR, FARUK , FARKK , IRID(E−1(0), ϵ), and CMRT corresponding to the

operating threshold of 20.

It is evident from Figure 6.15 that biometric templates from one database can be

FRRT FARUK FARkk IRID(E−1(0), ϵ) CMRT
9% 0.02% 5% 50% 0%

Table 6.3: Values of FRR, FARUK , FARKK , IRID(E−1(0), ϵ), and CMRT for
the biohashing technique corresponding to a threshold (ϵ) of 20.
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(a) (b)

Figure 6.11: Inversion of a biohash template. (a) Original face image from the FERET
database (after alignment and cropping), (b) face image reconstructed from the Eigen-
face features (x̂) that are estimated by inverting the biohash template (b) using
equations (6.14) and (6.17).
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Figure 6.12: ROCorig, ROCdiff, and ROCsame for biohashing technique. In this ex-
periment, 100 Eigenface features were extracted and 80 bits/template were extracted
using biohashing. The value of t used here is 100.
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Figure 6.13: FRRT (ϵ) for biohashing technique.
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Figure 6.15: IRID(β, ϵ) for two different values of β for biohashing technique.
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Figure 6.16: CMRT (ϵ, β) for β = 1 for biohashing technique.
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Figure 6.17: ROCinv for biohashing technique.

inverted and used to compromise other systems using the same biometric trait. This is

due to the contiguous nature of the pre-image of biohash. We propose a modification

to the original biohashing scheme, which leads to a non-contiguous pre-image and

thus is less vulnerable. The only difference between the modified and the original

biohashing scheme is the binarization procedure. In the original biohashing technique,

binarization is performed by first obtaining the median (δ) of each transformed feature

and then thresholding the transformed features using this value. Instead, in the

modified technique, each feature is thresholded at three different values: λth-, 50th-,

and (100 − λ)th- percentiles leading to four quanta for each feature. While the first

and third quanta are represented as a 1, the other two quanta are represented as a 0.

Note that λ = 0 leads to the original biohashing technique.

Figure 6.18 shows the ROCdiff corresponding to the modified technique for λ ∈

{2, 5, 10}. While there is certain reduction in the matching performance, it is now

difficult to invert the template. The probability of guessing the correct quanta in

each dimension is pλ = max(λ/50, 1−λ/50) given that one always chooses the larger
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quanta. Thus if there are p Eigenface dimensions to be guessed using m biohash bits,

the probability of identifying the correct quantum in which the non-quantized biohash

values fall is pmλ . The security, in terms of bits, for guessing this is −log2(pmλ ). In

case m = 80, the security corresponding to λ = 2, 5, and 10 are 4.7 bits, 12.1 bits,

and 25.8 bits, respectively. However, in order to increase the security, m can be

increased. In case m = 400, the security corresponding to λ = 2, 5, and 10 is 23.6

bits, 60.8 bits, and 128.8 bits, respectively. ROCdiff corresponding to the modified

biohashing scheme for different values of λ and m=80 and 400 are shown in Figure

6.18. The matching performance of the biohashing scheme reduces as λ is increased.

However, increasing the number of dimensions improves the security as well as the

matching performance in case the impostor does not know the key.

6.6 Summary

When a user’s biometric template information falls into the hands of an adversary,

it can seriously undermine the security (intrusion threats) of the biometric system

and privacy (linkage threats) of the user. Hence, biometric template protection is

a critical problem that needs to be addressed to enhance the public acceptance of

biometric technology. Considering the recent surge in the number of techniques be-

ing developed for protecting the biometric templates, it is essential to develop a set

of measures which can evaluate the strength of these techniques. One of the well

known approaches for template protection is the template or feature transformation

technique. Compared to biometric cryptosystems, template transformation schemes

have certain advantages like easy revocability and flexibility in the matcher design.

But these advantages are stymied by the lack of a thorough security analysis of these

techniques.

We have proposed six different measures to evaluate the security strength of tem-
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Figure 6.18: ROCdiff corresponding to the modified technique (a)ROCdiff for λ ∈
{2, 5, 10} corresponding to the case when number of dimensions of PCA retained in
100 and number of bits extracted using biohashing technique is 80, and (b) shows the
ROCdiff for λ ∈ {2, 5, 10} corresponding to the case when number of dimensions of
PCA retained is 500 and the number of bits extracted using biohashing technique is
400.
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plate transformation schemes. Based on these measures, we analyze the security of

two-well known transformation techniques, namely, cancelable fingerprints and bio-

hashing. Our analysis shows that both these techniques are vulnerable to intrusion

and linkage attacks, as indicated by their high IRIS, IRID and CMRO values.

In particular, the vulnerability of the biohashing scheme is due to the relative ease

with which an impostor can invert the transformed template to obtain a close ap-

proximation to the original biometric template. Hence, we propose a modification to

the biohashing scheme that can address this limitation, though at the expense of a

marginal reduction in the matching performance.

In the case of cancelable fingerprint template scheme, the vulnerabilities arise

because an impostor can easily obtain the pre-image of the transformed template.

Even though it is computationally hard to recover the original template from the

pre-image, the pre-image itself is sufficient to carry out linkage and intrusion attacks.

Therefore, for enhanced template security, we argue that the non-invertibility of a

transformation function must also be measured in terms of the complexity of obtaining

the complete pre-image of a transformed template, rather than simply analyzing the

complexity of recovering the original template. However, proving the computational

hardness of this problem is not easy because it may be possible to design greedy

algorithms that can perform the inversion efficiently.

Our experiments also highlight the well-known tradeoff between the security and

usability. In this context, hybrid biometric cryptosystems may have an edge because

the complementary strengths of template transformation and biometric cryptosystems

can be leveraged to improve both the security and usability of a biometric system.
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Chapter 7

Summary and Future Research

7.1 Summary

With the proliferation of biometric recognition systems in commercial sector, security

of the stored biometric data is increasingly becoming crucial. As assessed in this dis-

sertation, current biometric systems have a number of vulnerabilities and a motivated

adversary can undoubtedly cause severe harm to a biometric system as well as the

users enrolled in the system. Furthermore, due to the permanent nature of biometrics

data its theft and misuse may be irreparable. If someone’s fingerprints or iris patterns

are stolen and are falsely linked to high susceptibility of a dreaded disease, the per-

son may be unable to obtain a medical insurance. Stolen biometric data may devoid

a person of any conveniences offered by the biometric systems due to the concern

of being easily impersonated using spoof biometrics. While these threats may not

appear to be imminent, the pace at which biometric systems are proliferating, the

wealth of information one may harness by staging extensive theft of biometric data

would definite motivate the con men. Through this dissertation, we have provided

a comprehensive set of tools that we hope would be instrumental in circumventing

any compromises of the biometric systems and in maintaining public trust in using
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biometric systems.

The first chapter of this dissertation details various aspects of biometric system

security. A designer of a biometric system may use this discussion as reference while

building a biometric system that is robust to any theft or sabotage. The second chap-

ter discusses the vulnerability of current biometric data storage format and shows

that even some of the recently proposed formats for biometric templates can be eas-

ily used to recover the biometric image and thus construct the spoof biometrics. The

third chapter analyzes the construction and security analysis of fuzzy vault and fuzzy

commitment, two of the most common biometric cryptosystems. The comprehensive

security analysis allows use of a single GAR-security curve in order to assess both the

security as well as usability aspects of a biometric cryptosystem. The fourth chapter

develops techniques to combine multiple non-homogeneous biometric templates in a

biometric cryptosystem. The developed technique shows a significant improvement in

terms of security as well as matching accuracy compared to the individual biometric

traits. One of the limitations of a multibiometric cryptosystem is that only a subset

of biometric traits are required to decode the protected template which would reveal

all the biometric templates used in the cryptosystem. A constrained template secu-

rity system was developed to overcome this limitation. The fifth chapter proposes

two new improvements to a fingerprint fuzzy vault: incorporation of user password

and inclusion of minutia descriptors while constructing the vault. Incorporating user

passwords into a fuzzy vault allows two factor authentication thereby significantly

improving the security as an impostor would be required to provide both biometric

data as well as the correct password. Incorporating minutiae descriptors into the

fuzzy vault significantly improves the matching accuracy. Note that one of the ma-

jor hurdles in the acceptance and implementation of biometric template protection

techniques is their lower matching accuracy compared to the normal biometric sys-

tems. The sixth chapter provides a detailed analysis of the template transformation
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techniques and studies two common examples of the transformation techniques. This

chapter provides a list of evaluation metrics that can be used to formally evaluate

and compare the security and usability of a template transformation technique. Note

that proper evaluation is essential to motivate development and acceptance of good

security techniques [10].

7.2 Future work

We suggest the following tasks as future work that would significantly improve the

security of biometric systems.

• A number of secure biometric recognition protocols based on homomorphic

encryption techniques have been proposed. A thorough security analysis of

these protocols is needed.

• We presented a technique to recover the fingerprint image given MCC descriptor

only template. An extensive analysis of representations of other biometric traits

as well as other representations of fingerprint needs to be conducted.

• In chapter five, we provide a technique to incorporate password into a fingerprint

fuzzy vault. This technique can be further generalized to fuzzy commitment as

well. A formal analysis of the optimality of this technique is also desired.

• We proposed a technique to incorporate minutiae descriptors into fuzzy vault.

Techniques may also be developed to incorporate information regarding global

fingerprint pattern such as ridge orientation field and ridge frequency map.

• One of the crucial elements in the analysis of template transformation techniques

is the design of a template inversion technique. We have proposed inversion

techniques for cancelable fingerprints and biohashing. Inversion techniques for
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other available template transformation techniques may be designed as future

work. This may also entail formal analysis and categorization of developed

inversion techniques.
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Appendix A

Entropy of Biometric features

By entropy of biometric features, we mean the minimum average number of bits

required to represent a biometric feature vector. A simple approximation of the

entropy for iriscodes was provided by Daugman [35], as

N∗ = p(1− p)/σ2 (A.1)

where p is the mean value of the observed normalized Hamming distances corre-

sponding to impostor matches and σ2 is their variance. This estimation assumes that

biometric features consists of a set of Bernoulli random variables, which are inde-

pendent and identically distributed (with uniform distribution). In our case, since

the mean normalized Hamming distance was less than 0.5, we assume that few bits

are constant for all biometric samples. Normalized Hamming distance (ρNH ) is thus

computed as

ρNH = ρH/(2 ∗ µ) (A.2)

where µ is the mean of the impostor Hamming distances and ρH is the corresponding

original Hamming distance. This value of normalized Hamming distance (ρNH ) is
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used to computed the values of p and σ which, in turn, is used to estimate the entropy

of biometric features using eq. (A.1).
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Appendix B

Inversion of Cancelable Fingerprint

As noted in [10], proper evaluation is essential to motivate the development and accep-

tance of good security techniques. Here, we present a measure of non-invertibility for

cancelable fingerprint templates while assuming that the user specific key is known to

the adversary. The proposed technique measures the relationship between the number

of guesses (effort) required by an adversary to recover a certain fraction (coverage)

of the biometric template given the transformed template. The different (coverage-

effort)-tuples are plotted to obtain the Coverage-Effort (CE) curve. The computation

of a CE curve consists of three main steps:

1. Pre-image Computation: Compute the pre-images of each transformed minutia

such that transformation of all the pre-image minutiae would lead to the given

transformed minutia.

2. Minutiae Likelihood Computation: Estimate the relative probability of each of

the minutiae in the pre-image using kernel density estimation.

3. Non-invertibility Measure Computation: Sort the pre-images according to their

likelihoods and compute the coverage i.e. the number of true pre-images guesses

given that the adversary checks only a certain portion of the pre-images.
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We note that the proposed measure is sufficiently generic to be useful for any minutiae

transformation technique such that the transformation can be evaluated at any given

point and is piecewise differentiable.

B.1 Minutiae Template Transforms

A minutiae based fingerprint template, say T , consists of a collection of n minu-

tiae i.e. T = {(x1, y1, θ1), (x2, y2, θ2), ..., (xn, yn, θn)}. The transformation func-

tion considered here, ϕ(.), takes T to another set of n minutiae i.e. ϕ(T ) =

{(x′1, y
′
1, θ
′
1), (x

′
2, y
′
2, θ
′
2), ..., (x

′
n, y
′
n, θ
′
n)}.

A desirable transformation should account for the intra-class variation while at

the same time providing a reasonable template security. A number of minutiae based

template transformation techniques have been proposed (see [73, 92, 106]) where the

configuration of each minutia is changed according to a user specific key to obtain

the transformed template. Ratha et al. [106] proposed three different kinds of trans-

formations i.e. cartesian, polar, and functional as illustrated in Figure 6.2. The

many-to-one nature of these transforms provides non-invertibility even for the case

when the adversary knows the user specific key. A cartesian transformation tessel-

lates the image plane into rectangles and then shuffles the rectangles based on the

user password such that any two rectangles can map on to a single rectangle. Instead

of rectangles, a polar transform tessellates the image plane into sections of annular re-

gions around a center point. A functional transformation or the mixture of Gaussians

based transform, however, transforms the minutiae based on a function evaluated

over a minutiae configuration.
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B.1.1 Mixture of Gaussians based Transform

Due to its generic nature and acceptable performance [106], we use the functional

transformation technique based on a mixture of Gaussians to compute a measure of

non-invertibility. In order to transform a minutia, functions consisting of a mixture

of Gaussians and its derivatives are evaluated at the position of minutia and then

the minutia is translated according to the values obtained. For the sake of simplicity,

we restrict the transformation function to change only the x and y coordinates of a

minutia.

The mixture of Gaussians used to obtain the transformation function is given by:

f(x⃗) =
K∑
i=1

tiπie
−1
2(x⃗−µ⃗i)Σ

−1
i (x⃗−µ⃗i)′ (B.1)

where K is the number of components, and πi, ti, µi, and Σi correspond to the mixing

probabilities, the signs (+ or -), means, and covariance matrices of the different

components, respectively. x⃗ is a vector representation of a minutia consisting of only

the x and y coordinates of the minutiae. In our experiments, where the fingerprints

are captured at 569 ppi resolution and are 560 × 296 in size, K is taken to be 24,

Σi is taken to be a diagonal matrix with each diagonal entry equal to 502 for each

component. The remaining parameters are determined using the user specific key.

The transformation of each minutia is represented as direction of minutia trans-

lation (denoted by ϕθ) and magnitude of minutia translation (denoted by ϕd). The

two components of the transformation can be obtained as:

ϕθ(x⃗) = arctan(
f ′y(x⃗)
f ′x(x⃗)

) + α, (B.2)

ϕd(x⃗) = γ

{
1 +

[∑K
i=1 tiπie

− 1
2σ2

(x⃗−µ⃗)(x⃗−µ⃗)′
]}

, (B.3)
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where f ′y(.) and f ′x(.) are the x and y derivatives of f and α ∈ [0, 360) is a ran-

dom offset in direction; γ is used to manipulate the overall translation of minutiae.

Figure 6.3 shows the fingerprint minutiae transformed according to the functional

transformation generated using different values for γ (30 and 60).

B.2 Non-invertibility Measure

We propose a three-stage procedure for estimating the non-invertibility that in-

volves: i) pre-image identification, ii) pre-image likelihood evaluation, and iii) non-

invertibility measure computation.

B.2.1 Pre-image Computation

In order to compute the pre-image of a minutia, all 4-pixel neighborhoods of the

form (i, j), (i+ 1, j), (i, j + 1), (i+ 1, j + 1) from the original fingerprint image space

are transformed and the ones that cover a particular transformed minutia are used

to obtain candidate pre-images of that minutia. Any one out of the four points

in the covering neighborhood is taken as the pre-image minutia. If multiple pre-

image points are sufficiently close to each other, only one of them is included in the

pre-image set. Complete link clustering [60] is used for this purpose with a splitting

criteria depending on the precision required in the guessed pre-image. An extension to

incorporate change in θ will involve an 8-point 3D neighborhood including θ instead

of a 2D neighborhood. In some cases depending on the transform, if the 4-pixel

neighborhood is severely distorted, certain pre-images might not be detected. Such

cases will, however, not arise if the pre-image is computed as a closed form solution

or a sufficiently fine grid is used.
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B.2.2 Pre-image Likelihood Computation

Let v⃗ be a transformed minutia and u⃗1, u⃗2, ..., u⃗m be the m pre-images of v⃗ under the

transformation ϕ. Further, let lv ∈ 1, 2, ...,m be a random variable indicating which

of the pre-images of v⃗ is the true one. We are interested in computing the probability

P (lv = r|v⃗ = a⃗ = (xv, yv, θv)). Using the Bayes theorem,

P (lv = r|v⃗ = a⃗) =
p(v⃗=a⃗|lv=r)∗P (lv=r)∑

i=1...m p(v⃗=a⃗|lv=i)∗P (lv=i)
. (B.4)

Taking the prior probability P (lv = i) = 1/m, ∀i = 1, 2, ...,m (no preference for

any particular pre-image) and converting p(v⃗ = a⃗|lv = r) to p(u⃗r),

P (l = r|v⃗ = a⃗) =
p(u⃗r)/Jϕ(u⃗

r)∑
k=0,...,m−1 p(u⃗k)/Jϕ(u⃗k)

, (B.5)

where Jϕ(u⃗
k) is the Jacobian (cf. [96], page 234) of the transformation ϕ which can

be computed either numerically or in a functional form depending on the complexity

of ϕ.

In order to compute p(u⃗r), we perform a kernel density estimation of minutiae

represented as the (x, y, θ)-tuple using a Gaussian kernel with a leave-one-out esti-

mate of the bandwidth1. Before estimating the probability density, we align all the

fingerprints using their high curvature points based on the Trimmed Iterative Closest

Point (ICP) algorithm [91]. Note that an alignment of fingerprints prior to density

estimation leads to a more distinctive probability density with a low entropy. Figure

B.1 shows the estimated probability density.

1We use the Kernel Density Estimation Toolbox for Matlab provided by Alexander
Ihler (Available at: http://www.ics.uci.edu/ ihler/code/kde.html).
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Figure B.1: Marginal densities of minutiae in (x, y), (x, θ), and (y, θ) planes.
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B.2.3 Non-invertibility Measure Computation

We compute a measure of non-invertibility as the number of computations required

by an adversary to guess the original minutiae set using a specific attack strategy.

Let there be n different minutiae in the transformed template whose pre-image needs

to be computed. An attack strategy includes the order in which an adversary guesses

the various n-tuples corresponding to the selection of a particular pre-image for each

of the n minutiae. Note that if there are mi pre-images of the ith minutia then

the number of n-tuples that the adversary needs to prioritize is Πi=1,..,nmi which

could be very large. In order to make the analysis feasible, we assume that instead of

guessing from all the pre-images of a minutia, the adversary guesses only from some

of the more probable pre-images of each minutiae. In the limiting case, the adversary

will just select the most-probable pre-image for each minutiae.

In our experiments, we consider an adversary that checks only the 2Hi most

probable pre-images2 of the minutia vi, i = 1...n. Here Hi is the entropy or the

difficulty in guessing the true pre-image given by

Hi = −
mi∑
r=1

P (lvi = r|v⃗i) log2(P (lvi = r|v⃗i)), (B.6)

where mi is the number of pre-images of vi. In this scenario, Πi2
Hi different guesses

will be made simultaneously for each individual minutia leading to an effort equiv-

alent to 1/n
∑
iHi bits per minutia. The corresponding coverage is computed as

the fraction of minutiae whose true pre-images lie among the searched space. Note

that these two values, i.e. effort and coverage, provide only a single point on the

Coverage-Effort curve. In order to increase or decrease the coverage, we assume

that adversary searches for min(mi, ⌈2Hi+η⌉) most probable pre-images per minu-

2Note that for a random variable Z with m equally likely pre-images, m = 2HZ

where HZ is its entropy.
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tia, where η ∈ [−max(Hi), max(Hi)]. Note that in this case, the adversary is making

≈ 2nη times more (or less if η is negative) guesses than the previous case. This leads

to the complete CE curves as shown in Figure B.2.

B.3 Experiments

To demonstrate the effectiveness of the proposed non-invertibility measure, we evalu-

ated it on the publicly available FVC2002 database-2 which contains 800 fingerprint

images (100 fingers × 8 impressions/finger) of size 560×296 captured at 569 ppi reso-

lution. There are about 35 minutiae per fingerprint in the database. The experiments

are based on mixture of Gaussians based functional transformation technique.

Figure B.2 shows the Coverage-Effort curves corresponding to the mixture of

Gaussians based transformation with two different parameter settings. For each

parameter setting, four different randomly generated transformation instances were

used, say corresponding to using four different passwords. We also obtain the CE

curves corresponding to the case when the minutiae distribution is uniform. As

shown in Figure B.2, the curves obtained using the uniform minutiae distribution

depict significantly greater security as compared to when the true minutiae distri-

bution is taken into consideration. This is due to the fact that the minutiae with

low pre-image entropy have the correct pre-image among the first few highly proba-

ble pre-images. Also, it can be observed that different parameter values can lead to

significantly different security for a transformed template. Note that the proposed

approach can be used to compute the coverage effort curve for individual fingerprints.

Figure B.3 shows the CE curve and the corresponding minutiae from a fingerprint.

We used the Neurotechnology Verifinger SDK [95] in order to perform the minutiae

matching. The genuine matches were performed by matching each of the eight im-

pressions of a finger with each other impression leading to 2,800 genuine matches and
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the impostor matches were performed by matching the first impression of each finger

with the first impression of the remaining fingers leading to 4,950 impostor matching

scores. The matching results reported here are for the case when the impostor knows

the true user specific key i.e. all the templates in the database have been transformed

using the same user specific key. Figure B.4 shows the ROC curves corresponding to

the transformed templates based on two different parameter settings of the mixture

of Gaussians transform (same as those used in computing the CE curves). It can be

observed that the parameter setting that leads to lower security has better matching

performance verifying the trade-off between security and matching performance as

expected.
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(a)

(b)

Figure B.2: Coverage-Effort curves for the mixture of Gaussians based feature trans-
formation. (a) and (b) CE curves for the case when γ equals 30 and 60, respectively
keeping the remaining parameters fixed. In each figure four different instances of the
transformation are shown with four different solid lines. The dotted lines correspond
to random guesses of the true pre-image. The size of the colored regions indicate
variance in the security imparted by different instances of the transform.

183



0 0.1 0.2 0.3 0.4 0.5 0.6
75

80

85

90

95

100

C
ov

er
ag

e 
(%

)

Effort (Bits per minutia)

(a)

(b) (c)

Figure B.3: CE curve for individual finger. (a) shows the CE curve, (b) the most
likely pre-image of each minutia with the correctly guessed minutiae shown in black,
and (c) the true pre-images with the total number of pre-images per minutia.
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Figure B.4: ROC curves for the mixture of Gaussians based transformation of fin-
gerprint template. Four random instances of the two cases where γ (see Eq. (B.3))
equals 30 and 60 are shown as solid and dotted lines, respectively. The size of colored
regions indicate variance in performance of different instances of the transform.
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