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ABSTRACT

SLAP: Symbolic Linear Analysis Program

VIVEK JOSHI

A symbolic linear circuit analysis program is developed. The program incorporates

four modules. The first module writes the nodal equations of a circuit defined to it in

a particular format. The second module computes the transfer function of the circuit

from the matrix nodal equations. The third module identifies any filter functions

present. The filter parameters are also identified if a filter function is present. The

fourth module helps in reducing the error due to finite gain-bandwidth-product

(GBWP) of an operational amplifier.
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CHAPTER I

Preview of Results and Background Information

1.1 INTRODUCTION

Circuit analysis is an integral part of circuit design. It gives the designer room to

experiment with different components to realize a particular circuit. Unfortunately as

circuit realizations get more complicated it becomes very tedious to perform circuit

analysis by hand. As an aid computer analysis packages, such as ECAP and SPICE

were developed in the 1960’s and 1970’s. These packages perform complicated circuit

analysis on a computer in a fraction of time of what it would take to do by hand.

There is always a new or-better program that is being developed that eases circuit

analysis or improves on speed and accuracy. For example, PSPICE developed by

Microsim Corporation is a version of SPICE which runs on a personal computer. In

addition, to the standard features of SPICE, PSPICE has graphics, cunent sensing and

Monte Carlo analysis. PSPICE as well as other programs place emphasis on numeric

analysis, that is the elements have numeric values that the program uses to compute

the circuit variables. The problem in using numeric circuit analysis is that the element

values are combined in the final answer. This makes it difficult to evaluate the effect

an element has on the total circuit response.

The ultimate solution to this problem is to obtain a symbolic analysis. Unfor-

tunately symbolic analysis is notorious for generating large amounts of results. How-

ever, a symbolic analysis package written for a particular class of problems can be

useful since many complicated circuits have relatively simple design equations. Since



the software is designed for a specific application, it is important for the user to have a

thorough understanding of that application. Furthermore, since there are usually an

infinite number of component selections for a given circuit, the output of a symbolic

program will not be the final step and the user must complete the design.

1.2 Problem Statement

Since the late 1960’s, the use of active elements in filter design has become more

and more involved. As chip fabrication and design procedures improved, the cost of

realizing an op-amp on a chip decreased and the use of op-amps in filter design has

increased. Op-amps have been used extensively in hybrid active filters where the op-

amp is connected to a ceramic substrate containing passive components. Op-amps

have also been used for realizing switched capacitor active filters where the entire filter

is fabricated on a single chip.

An ideal op-amp has infinite gain and infinite bandwidth. The IC op—amp, of

course, has finite gain and finite bandwidth. In a resistive feedback configuration, the

bandwidth of an op-amp circuit can be extended by trading off the gain. Essentially

the product of gain and bandwidth remains constant and is referred to as the gain-

bandwidth-product (GBP in Hz.). One way to get more bandwidth is to cascade dupli—

cate circuits. The cost of this approach lies in the increased number of circuit ele-

menIS .

In active filters, the effect of GBP is that the design poles (and zeroes) are

shifted. Besides this, additional poles are introduced which can cause stability prob-

lems. Active filter transfer functions are usually expressed as the product of second

order equations. There are two terms in the denominator of a second order transfer

function, f0 and Q0. Since the non-ideal op-amp shifts the desired poles, this results in

 



a new value off0, f0 and a new value of Q0, Q0.

It has been shown that for the Multiple-Input-Biquad of Fleischer and Tow [9]

using matched op-amps.

 

 

Af0 _ f0

f0 ‘- GBP (1)

AQo _ 4Qofo

'22? — GBP (2)

Since Afo =on - f0 and AQO = éo - Q0, therefore solving for f0 and Q0 with the

appropriate approximations yields:

 

 

fo =—L (3)
f0

1 +

GBP

~ Q0
=—- 4Q0 1 _ 4Qofo ( )

GBP

Equation 3 is plotted in Figure 1.1 to show how the actual frequency changes with

respect to the desired frequency. Equation 2 is plotted in Figures 1.2 and 1.3 to Show

the dependence of Q0 on the selectivity factor and the natural frequency of the circuit.

These figures were obtained by using the GBP = 1.00E+O6 (a typical value for a 741

OP-arnp).

The Multiple-Input-Biquad is a three op-amp active filter and the errors found

with equations 1-4 are small compared to one and two op-amp active filters. As in the

case of resistive feedback amplifiers, adding more op-amps results in a wider range of

performance. Hence the product of f0 and Q0 must be traded off in order to keep the

circuit stable, since it can be noted from equation 4 that Q0 approaches infinity as

4chO approaches GBP.’



Figure 1.1: Error in natural frequency as a function of design frequency
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Figure 1.2: Error .in the selectivity factor as a function of design frequency
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Figure 1.3: Error in the selectivity factor as a function of selectivity factor
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Recently, a systematic procedure [24] has been proposed for generating active

filter circuits which uses an existing seed circuit. From a single seed circuit, thousands

of new circuits can be generated. For each of these circuits equations 1—4 needs to be

determined again. The time required to compute these equations manually is on the

order of four hours. Clearly,'with thousands of circuits this is a hard task.

In the Multiple-Input—Biquad, counting the 0p-amps and the passive components

there are eleven symbolic elements. In other biquad circuit structures, there may be as

many as fifteen to twenty symbolic elements. At present there are five symbolic circuit

analysis programs, SNAP [16], VLACH [13], MECA [17],CORNAP [19] and SLIC

available for this purpose. CORNAP does not really allow for any symbols. It just

produces the transfer function using the symbol s for it’s frequency. The number of

variables allowed is too few to be effectively used for the scope of this problem. For

example VLACH [13] allows for only ten voltage sources, five symbolic elements and

forty elements.

1.3 Solution Approach

The purpose of this research is to develop a Symbolic Linear Analysis Program

(SLAP) which would provide the analysis to generate formulas like those obtained in

Equations 1-4.

Symbolic manipulation can be performed for multiplication, addition and subtrac-

tion with concatenation of strings. Then term reduction 'is done by comparison. Divi-

sion is far more complicated especially for term reduction because of the need for a

common factor. Also, a large amount of storage is wasted since at least twice the

amount of memory has to be set aside. Therefore, division must be avoided. Without

division, the inverse of a symbolic matrix can not be obtained. Thus matrix techniques



which require an inverse such as LU decomposition will not be helpful.

In SLAP, the nodal admittance equations of a circuit are first formed. This

involves forming a matrix using addition and subtraction. A recursive technique is

then used to compute the determinant of the admittance matrix. In order to determine

the transfer function Crame'r’s Rule is used. Error analysis is performed by solving for

the general form of the answer and searching for the appropriate terms in the deter-

minant. In a similar manner, transfer function identification is performed to find the

ideal design equations.

The programming language chosen was C. The reason being that C is an

extremely versatile language and C has the advantage of being perhaps the most port-

able language. FORTRAN was rejected because it does not have a flexible method for

handling the string manipulations involved and FORTRAN does not support recursive

calling of a function. PASCAL allows for strings manipulation and recursive calling,

but its portability is a very seribus drawback. For example, a program written in PAS-

CAL for the VMS operating system can not be compiled on the UNIX operating sys-

tem. The only limitations of the program developed are the amount of computer

memory and computer speed.

1.5 Organization of Thesis

The remainder of the thesis is organized in the following manner. In Chapter 2

the writing of nodal equations and the formulation of the transfer function are dis-

cussed. The circuit elements used in the program are identified in Appendix A. An

example is given showing the input and output format alongwith a sample run of the

program.



Chapter 3 describes the filter identification program. Also presented are the van.

ous filter types available and an example is worked out using the program. The pro-

gram of Chapter 2 can be used to write the file which is the input to this program.

Chapter 4 discusses the error analysis according to the Wilson-Bedti-Bowron

Approximation. A new derivation is worked out completely where op-arnp matching

is not assumed. The various error terms and their significance are discussed. An

example is done to show the working of the program. Chapter 5 states the conclusions

and discusses further research topics for extending the program.





CHAPTER II

Linear Circuit Analysis Using Nullators and Norators

2.1 INTRODUCTION

Given a specific circuit with element values, then it may be tested by using

SPICE or other numeric programs. However, a circuit designer needs to select the

component values to meet some design criteria. In order to do this the formulas for

the design parameters must be found. This is a tedious process and requires some skill

in writing and selecting the equations.

This chapter deScribes a technique for systematically formulating the nodal equa-

tions of any linear active circuit.

2.2 Nullator and Norator

A short circuit has a voltage which is zero and a current which is arbitrary. By

arbitrary it is meant that the value is determined the circuit in which it is used. An

open circuit has zero current and a voltage which is arbitrary. Combining both of the

properties of zero voltage and zero current results in a new circuit element called a

nullator [25]. The circuit symbol for a nullator is presented in Figure 2.1a.

A voltage source has a specified voltage and an arbitrary current. A current

source has a specified current and an arbitrary voltage. The combination of both arbi-

trary current and arbitrary voltage is also a new circuit element and is referred to as a

norator [25]. In Figure 2.1b, the circuit symbol for a norator is shown.

10
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An ideal op-amp can be modelled using a grounded voltage-controlled- voltage-

source with a gain of A, where A approaches infinity. The controlled source draws

zero input current and has an arbitrary output current. In a stable closed loop circuit,

the output voltage of the controlled source is finite and determined by the circuit in

which it is used. Since the output voltage is the product of the sensing voltage and

infinity, then for a finite arbitrary product the sensing voltage must be zero. Thus the

ideal op-amp has zero-voltage-zero-current at the input terminals and arbitrary current

and arbitrary voltage at the output terminal with respect to ground. This is modelled

with a nullator and a grounded norator.

2.3 Modelling of Dependent Sources using Nullors

Besides modelling of an ideal op-amp, nullators and norators can also be used to

model controlled sources [25].

Voltage-Controlled-Current-Source (VCCS):

A VCCS is given in Figure 2.2 along with a nullator-norator-conductor model.

The current entering the input terminals of Figure 2.2b is zero because of the nullators.

With a voltage drop of zero across each nullator, the drop across the conductor is V1

and thus the current through 'this conductor is ngI. With no current going through

the nullators, the current in both norators is forced to be ng1. Therefore, 12 = ngI.

The voltage V2 is the sum of the voltages across the norators and the conductor. Since

the drop across a norator is arbitrary, this sum is also arbitrary.

Voltage-Controlled-Volrage-Source (VCVS)



 

12

 

+
1 \
/
i
—
-
l

 

V
J
?
“

E

Figure 2.2 a) Nullator Symbol

b) Norator Symbol
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A VCVS and a nullator—norator-conductor model are presented in Figure 2.3. For

Figure 2.3b, the input current is zero due to the nullators. The current in the one mho

conductor is Vl*1. This current is forced to flow through B because the nullators

prevent any current from entering the leaving the loop which contains the two conduc-

tors. Thus the voltage across 3 is VllB. This voltage is transferred to V2 with the nul-

lator connected to B. The current 12 is the current in the norator across the output ter-

minals. Thus 12 is arbitrary.

Current-Controlled-Current-Source (CCCS)

In Figure 2.4, a CCCS and a nullator-norator-conductor model are shown. For

Figure 2.4b, the input voltage is across a nullator, and this by definition is zero. The

current I1 flows into the one mho conductor and the voltage is transferred across a.

Thus 12 = ([1 * l)/a = all. The output voltage V2 is the sum of the norator voltage

and the voltage across a. Therefore V2 is arbitrary.

Current-Controlled-Voltage-Source (CCVS)

A CCVS is shown in Figure 2.5 along with a nullator-norator-conductor model.

The input voltage in Figure 2.5b is zero and the current [1 flows through 3 creating a

voltage drop of 11/3. This voltage is transferred to V2 by using the two nullators. The

current 12 is the current of a norator and is therefore arbitrary.

1.2 Nodal Equations of Passive Circuits

In order to be able to analyze a circuit with a computer it essential that the circuit

be described in an equation form. Given a passive circuit with independent current
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Figure 2.2 a) Voltage Controlled Current Source

b) Nullor model of a VCCS
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Figure 2.4 a) Current Controlled Current Source

  

b) Nullor model of a CCCS
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sources, it is possible to form the circuit equations by inspection. This technique uses

simple summation of terms and does not require an understanding of circuit equations.

This can be programmed and is as follows:

ALGORITHM l [25]:

1)

2)

3)

4)

4a.

4b.

5)

If an (n+1) node network is composed of RLC elements and independent

currents sources, then the following steps may be used to form the nodal equa-

tions for the circuit.

A reference node is selected and labeled as node 0.

All other nodes are labelled sequentially from 1 to n.

The node equations contain a current vector 1 of dimension n x 1 :

  
where the i’hcomponent, i,- is defined as the sum of the currents flowing into the

1"” node from the independent current sources.

The nodal admittance matrix Y" x "=[yij] has dimension n x n and may be writ-

ten by inspection:

y“ is the sum of the admittances connected to node i.

yij is the negative sum of the admittances connected between nodes i and j.

Therefore the nodal equations of the network in matrix form are:

I = Ym x V 2.1

where V is a column vector of unknown node voltages, of dimension n x 1 and

is represented as :



 

l9

  

2.4 Nodal Equations of Nullator-Norator Circuits

In the last section, equations were formed for passive circuits by inspection. If

controlled sources or ideal op-amps are included in the circuit then decisions on which

equations to write have to be made. This is extremely difficult to program. However,

an algorithm for the formulation of circuit equations by inspection for norators contain-

ing nullators and networks does exist. Since controlled sources and op-amps can be

modelled with nullators, norators and conductors, then this algorithm would allow for

the formulation of equations for all linear circuits.

ALGORITHM 2 [25]:

If an (n + 1) node network is composed of RLC elements, independent current

sources and m—nullatorsjm-norators, then the following steps may be used to

form the nodal equations for the circuit.

1) With all of the nullators and norators open circuited, form the nodal equations

using Algorithm 1. The result is of the form:

I=Ynan

2) For a nullator between nodes d and j, add column j to column d of the matrix

Yn x 3. Delete column j from Y" x n and delete vj from the voltage vector V.





3)

4)

5)

6)

20

Search through the remaining nullator node connections and replace every

occurrence of node j with d.

For a nullator between nodes e and ground, delete column e from the admittance

matrix Y" x n and delete v, from the voltage vector V. Search through the

remaining nullator node connections and replace every occurrence of node e with

0 which signifies the ground connection.

For a norator between nodes f and )2, add row It to row f of the admittance

matrix Y" x n and the current vector 1. Delete row h from the matrix Y")( n and

the current vector I. Search through the remaining norator node connections and

replace every occurrence of node h with f.

For a norator between nodes g and ground, delete row g from the admittance

matrix Y" x n and the current vector 1. Search through the remaining norator node

connections and replace every occurrence of node g with O which signifies the

ground connection.

Repeat steps 2-5 for the remaining (m - 1) nullators and norators.

For each nullator the number of columns is reduced by one. Similarly for the

case of the norator the number of rows is reduced by one. Therefore, for m-nullators

and m-norators, the number of columns and rows is reduced by m. The nodal equa-

tions for the circuit therefore reduce to:

I = Yot—m) x (n—m)V

Proof:

Replace the nullators and norators in the circuit with open circuits. Consider two

nodes of the circuit and the corresponding nodal equations.
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=0.Let a nullator be inserted between nodes d and j with a voltage v = 0 and i1)

Since v = Vd — vi = 0 and i = 0, then the entries are modified as follows:

 

'dnxl

Vd

Vd

   

This reduces to:
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2) If a nullator is inserted between nodes e and ground, then by a similar argu-

ment as above v, = 0. This results in each entry in column e of Ynx n

being multiplied by zero. Thus column e of Y" x ,, is deleted and v, is

removed from v.

3) Let a norator be inserted between nodes f and h with a voltage

v = arbitrary and i= arbitrary. Then the entries for rows f and h are

modified as follows:

.

zif- i

2i,,+i

 In  ‘nxl   

--------- V

r --------- f

......... VI;

h _________

. .nxntu  
If row It is added to row f, then the above matrix equation reduces to:

I' q

2'} “*1 XII:

  In]...

f+h —————————

 T  ti“:

If

V}:

  - d

Hence the arbitrary (unknown) value of i is eliminated from the equations by

adding rows f and h. The value of v may be neglected since it does not directly

enter into the node equations.

4) If a norator is inserted between nodes g and ground, then i will appear

only in row g of I. Since i is arbitrary this equation has an additional
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unknown. Furthermore, for each norator there is a nullator and this nulla-

tor has reduced the number of columns by one. Hence, this row is not

needed to solve for the remaining unknowns. Therefore, row g can be

neglected.

2.5 Modeling of Voltage Source and Inductor:

A voltage source is not included as an element in Algorithm 2. This is due

to the fact that currents are summed at every node and the current through a vol-

tage source is an additional unknown. However, most circuits are driven by a

voltage source and it would be convenient not to do a source transformation,

where a voltage source and a conductor connected in series are converted to a

current source with a conductor in parallel.

An independent voltage source can be modelled as shown in Figure 2.6a.

The idea of a current source feeding a 10 conductor is used to develop the nec-

cessary potential. The nullator has zero current through its nodes and zero vol-

tage across its terminals. Therefore, the voltage developed across the conductor

is of the value v and is also developed across the norator. During programming

of this element the value of the voltage source is set to i internally in the pro

gram. The program can be used to find the transfer function as the program sets

the value of this voltage source to unity internally. If a different value is desired

the program can be easily modified to handle different values. The symbol for

the ideal voltage source is given in Appendix A1.2 while its equivalent nullor

model is given in Figure 2.6a.
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An inductor is also an element that has to be uniquely handled. Since

admittance is used to form the nodal equations, then an inductor can not be used

as such without introducing division. Using a special symbol for Us is an alter-

native but this would cause very long terms to appear in the final answer since at

this time the program- is unable to cancel the l / s *s terms.

A capacitor has an admittance which is a string of terms and an inductor

can be simulated using a capacitor, conductors and nullators-norators. Thus

using a simulated inductor as a model for an inductor is a convenient way of

avoiding performing division. The simplest model for a simulated inductor is

given in Figure 2.6b.

2.6 Example

This technique for reduction and forming of the nodal equations is used in

one of the modules of SLAP. The nodal equations are written by the software

and the simplifications due to nullators and norators are then performed automat-

ically for the user. Another module of SLAP finds the symbolic determinants of

the numerator and denominator of the transfer functions of the circuit. This pro-

gram also gives the user an option to write out files for use with other modules

of SLAP. An example is presented which illustrates the concepts described in

this chapter. The user can use the programs at any step if the files are prepared

in the proper order for that module.

The circuit given in Figure 2.7 was obtained by op-amp relocation[23].

First we need to obtain the transfer functions of this circuit using ideal op-amps.

The input file for Module 1 of SLAP is shown in Table 2.1 (see Appendix

Al.2 on help in constructing this file). This module formulates the node
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Figure 2.6 a) Voltage Source Nullor Model

b) Inductor Nullor Model





equations:

I = Ym x V

and prepares an output file which is used by module 2. The prompts and

responses for the example are given in Table 2.2. The output file, "ideal.2" is

created and the file'contents are listed in Table 2.3 (see Appendix A1.3 on how

to write this file).

Module 2 uses the file "ideal.2" as an input and has a variety of outputs.

The prompts and responses for this example are presented in Table 2.4. The

output file, "ideal.3" is listed in Table 2.5.



 

 

 

 

  
 

   

 

 

 
  
    

Figure 2.7 Circuit Generated from Tow-Thomas Biquad
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5 6

Table 2.1 Input to the matrix writing program, Module 1

% a.out

**** INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

ideal.1

You have chosen to use file : ideal.1

Please answer Y or N to proceed

Y .

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

ideal.2

You have chosen to use file : ideal.2

Please answer Y or N to proceed

Y

Table 2.2 Prompts and Responses for Module 1
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C
O
O
-
b

+1

-Gl-sC1

0

-G5

-G6

-G2

-sC2

‘63

Table 2.3 Output of Module 1

t a.out

**** INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

ideal.2

You have chosen to use file : 1deal.2

Please answer Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

ideal.3

You have chosen to use file : idea1.3

Please answer I or N to proceed

Y

Does the circuit contain any non-ideal operational amplifiers?

Please answer y or n only

n

Would you like to see the numerator terms?

Please answer y or n only

Y

Would you like to prepare a file to check the transfer

function(s) for any valid filter functions?

Y

Please input the file name you would like to use

1deal.4

You have chosen to use file : ideal.4

Please answer Y or N to proceed

Y

Table 2.4 Prompts and Responses for Module 2



3O

-Gl-SC1 0 -G5

0 -G3 -G4

H
O

O
O

I

C
)

N

I

U
)

0 M O

DENOMINATOR IS

-SC2*SC1*G4

-SC2*G4*Gl-GS*G3*GZ

numerator for V2 is

SC2*G6*G4

numerator for V4 is

-G6*G4*G2

numerator for V6 is

66*G3*62

numerator for V7 is

-SC2*SC1*G4

“SC2*G4*Gl-GS*G3*G2

Table 2.5 Output from Module 2

V2

V4

V6

V7





CHAPTER III

Filter Function Identification

3.1 INTRODUCTION

The purpose of a filter is to pass a band of signals and block the undesired sig-

nals. Filters are described in the frequency domain by unique transfer functions in 3.

These transfer functions can be further simplified into a product of second order or

biquadratic denominators.

This. chapter describes the basic biquad transfer functions for low pass, high pass,

band pass, band reject and all pass filter. Module 3 of SLAP identifies these transfer

functions and extracts variables such as f0, Q0 and H0 in terms of the circuit elements.

3.2 Low Pass Filter:

The transfer function obtained for the case of a low pass filters is of the form:

, 2
H0030

= 52 + (coo/Q0» + (03

 

H“) 3.1

It is observed that as the quantity s tends to zero the denominator tends to (0% and the

transfer function tends to H0. On the other hand if the quantity 5 tends to infinity the

denominator tends to infinity and the gain of the transfer function tends to zero. The

magnitude of the transfer function is expressed as:

31



32

1

lb" )l G< ) ”3&3 3 32= (1) = .

(1w ((9% - £052 + (Cocos/Q0)2

 

The low and high frequency response can be approximated as:

Ho for (n < (00

IHUCON = 3.3
[100%le for (0 > (Do

It is seen from equation 3.2 that at the cut-off frequency the value of gain

[H(iw)| = HOQO. As is shown in Figure 1.1 and 1.2, the finite GBP affects the

observed 030 and Q0. The increase in Q0 will cause larger gains at the cut-off fre-

quency. This results in amplification instead of attentuation at high frequencies and

might even saturate the op-amp leading to undesireable results.

3.3 High Pass Filter:

The transfer function obtained for the case of a high pass filter is of the form:

H(s) = H032 3.4

s2 + (coo/Q0» + m3

 

It can be observe that as the quantity 3 tends to infinity the gain of the transfer func-

tion tends to H0 and as s approaches zero the transfer function tends to zero. The

magnitude of the transfer function is written as:

1

H3034 7

H' = G = 3.5

I M (0’) (mg -W + (mo/Qo)2

 

The circuit response at high and low frequencies can be approximated as:
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‘ Homz/mg for a) < 000

”100)” 2 H0 for O) > (00 36

L 

It is observed from equation 3.5 that at the cut-off frequency the value of gain

|H(im)| = HOQO. As was observed in the case of low pass filter, the errors due to finite

GBP may lead to an unsuitable filter at the cutoff frequency.

3.4 Band Pass Filter:

The transfer function of the band pass filter is of the form:

 

 

H co

H(s) = 32 + (ZED/25:): (03 3.7

The magnitude of the transfer function can be written as:

.1.

|H(ico)| = 0(0)) = H3m(m3/Q5) 2 3.8

(m3 - (02)2 + (cowo/Qo)2

The low frequency response and the high frequency response can be approximated as:

How/(Q0030) for (I) < (1)0

WOO)” .2 {Homo/(Qow) for (o > (no 3'9

It is observed from equation 3.8 that at the center frequency, (00, the value of the gain

|H(im)| == Ho. The selectivity factor Q0 can be written as:

(00

= —— 3.10

(02—031

Q0

where (02 and (01 are the frequencies at which the magnitude response is 3dB down

from H0.
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The errors in Q0 and (no can play havoc with the design. A very large value of

observed Q0 obtained alongwith a shifted design frequency would mean that the circuit

could completely miss selecting the signal it was designed to pass.

3.5 Band Stop Filter:

The second order transfer function of a band-stop filter can be written as:

mksfl
H(s) =

52 + (mo/Q0) + (113

 3.11

The gain of this transfer function is:

I

N
I
!
—

2

fiW-fl

2 2 3.12
(00)

2 2] 0
a) —(o + ——

[1’ is]

Depending on the values of (.02 and (no, there are three possible cases:

 

IHUCON = 0(0)) =

  b

Case 1.:

Rewriting the above equation with (.00 = (02 for low and high frequencies we see

that:

H0 for co<wo

mmeOMw,% m3

It is observed that at co = (00 = 0),, lH(/'0))| = 0.

Case 2.:

Rewriting the above equation with (00 < (:02 for low and high frequencies we see

that:

Hod/033 for co < (00

”'1an 2: H0 for O.) > 052 3.14
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Since (00 < (0,, the value of [H(ico)| is greater at low frequencies than at high fre-

quencies. At 0), and too:

for (o = co,0

|H(iC0)| = 3.15

HoQo[ . - cod/<06 f°’ ‘° = “’0

Since (00 < 0),, we note that |H(ioo)|~ H0Q0m2/w0 at a): (no. This is an error of

2010g10Q0 dB from the low frequency asymptote. Thus H(s) has some properties

of a low pass filter and a notch filter and is referred to as a low pass notch filter.

Case 3.:

Rewriting the above equation with (00 > (o, for low and high frequencies we see

that:

How?lmo for (n < (o,

|H(iw)|~ 3.16
for (0 > (00

Since (no > 0),, the value of |H(j(1))| is greater at low frequencies than at high fre-

quencies. At 0), and (00:

[H(iw)| = [m 3.17
4

”0%

 

Since (no > (0,, we note that |H(j(o)| == HOQO at (o = (no. This is an error of

2010g10 Q0 (13 from the high frequency asymptote. Thus for 030 >coz, H(s) has

some properties of a high pass filter and a notch filter and is referred to as a

high pass notch filter.
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As in the case of the band pass filters, the errors in (no and Q0 can greatly alter

the desired frequency 0),.

3.6 All Pass Filter:

All pass filters ideally pass a signal from a frequency range of zero to infinity.

The phase of the signal is shifted in accordance with the phase characterstic of the

filter. The transfer function of an all pass filter is of the form:

32 - (mo/Q0)? + 00(2)
 

H(s) = H 3.18

052 + (mo/Q0)? + (0(2)

The magnitude of the transfer function can be expressed as follows:

|H(ia))| = 0(0)) = H0 3.19

The gain is therefore a constant over the whole frequency spectrum. The phase on the

other hand is:

/

.(.,=-2*m...[_<°.ge£g.] 3.20
(00 — 0)

In this case the errors in Q0 and (00 will alter the desired phase response.

3.8 Example with Filter Function Identification

Module 3 of SLAP is used to determine some of the symbolic quantities of a

second order transfer function. Continuing with the example of Section 2.6, module 2

is run again but this time answering "y" to a check for valid filter functions. The

prompts and responses are listed in Table 3.4. The output for module 2 for this case is

listed in Figure 3.5a. Module 3 is run with the output file from module 2, "ideal.4".
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This file is listed in Table 3.5b. The prompts and responses for module 3 are listed in

Table 3.7. The output of this module is listed in Table 3.8.

Using the information obtained we can now obtain the ideal design equations for

the bandpass filter.

 

.' 1 1

m _ 050302 ‘2' _ R4 ‘2'

o - G4C2C1 - R5R3R252C1 '

_-————
- —

Solving for Ho we find that

Solving for Q0, we find that
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Table 3.1 Input to module 1

0
0
0
9

-G1-sCl

-G3

Table 3.2 Output from module 1
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Table 3.3 Input to module 2

‘3 a.out

***' INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

ideal.2

You have chosen to use file : ideal.2

Please answer Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

ideal.3

You have chosen to use file : ideal.3

Please answer Y or N to proceed

Y

Does the circuit contain any non-ideal operational amplifiers?

Please answer y or n only

n

Would you like to see the numerator terms?

Please answer y or n only

Y

Would you like to prepare a file to check the transfer

function(s) for any valid filter functions?

Y

Please input the file name you would like to use

ideal.4

You have chosen to use file : ideal.4

Please answer Y or N to proceed

Y

Table 3.4 Prompt and Responses for module 2



4o

% a.out

**** INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

ideal.4

You have chosen to use file : ideal.4

Please result Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

ideal.5

You have chosen to use file : ideal.5

Please result Y or N to proceed

Y

Table 3.5a Output from module 2

Denominator:

3

-sC2*sC1*G4

-sC2*G4*Gl

-GS*G3*GZ

V2:

1

+sC2*GG*G4

V4:

1

-G6*G4*GZ

V6:

1

+G6*GB*GZ

V7:

3

-sC2*sC1*G4

-sC2*G4*Gl

-GS*G3*GZ

.END

Table 3.5b Output for module 3
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There exists a band pass filter at : V2

The value (H0*omega0/QO) is

The numerator is .

66*64*C2

The denominator is :

-G4*C2*C1

**********fii
fi*ffitfii***i**

tt*t*t**ti*ii
tiiiiititti

The value of (omega0)**2 is

The numerator is :

-GS*GB*G2

The denominator is -

-G4*C2*C1

**i******itifiii
tiiiifiit*******

****fi*********t
t****

The value (omegaO/QO) is :

The numerator is :

—G§*GI*C2

The denominator is :

-G4*C2*Cl

itit*iiiitititi
tif!!!****t****

***************
*****

There exists a low pass filter at : V4

The value (H0*(omega0)**2) is

The numerator is -

-G6*G4*G2

The denominator is

—G4*C2*C1

*fitfiitifiiiii
*****i*******

**if!*tiittii
tiitittiitt

The value of (omega0)**2 is

The numerator is

—GS*GB*GZ

The denominator is

-G4*C2*C1

ift**i*ifiiii
iiiiii****fi**

ifiii*t*******
***********

The value (omegaO/QO) is

The numerator is :

-G4*GI*C2

The denominator is :

-G4*C2*C1

Table 3.8 Output from module 3
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titfiitittttttttiiti*fiititiiiitiifiittiitti***tttti*

There exists a low pass filter at : V6

The value (H0*(omega0)**2) is

The numerator is

66*GB*GZ

The denominator is

-GQ*C2*C1

*****iiiii*******ti*ttfiiii*ifttiittfititititiiiitii

The value of (omega0)**2 is

The numerator is

-GS*G3*GZ

The denominator is

-G4*C2*C1

*tttit*****i*******************ttrirttiiiiittiifiii

The value (omegaO/QO) is

The numerator is '

-Gs*Gl*C2

The denominator is

—G4*C2*C1

tititfiitfiiitiittttiifittii*ittiiiiittitiititiiiiiti

There exists no filter function at : V7

Table 3.8(contd) Output from module 3



CHAPTER IV

Error Analysis due to GBWP

4.1 INTRODUCTION

In this chapter, a correlation is made between errors in active filters and the cir-

cuit component values. A design example is given showing the use of the software to

essentially eliminate these errors.

4.2 Methodologies of Error Reduction:

Even though the multiple op-amp biquads tended to perform better than their sin-

gle op-amp counterparts still the errors due to the non-ideal' op-amp cannot be

reduced. It has been demonstrated in [5] that an important parameter in this respect is

the gain-bandwidth product (GBWP = 21tGBP) and when excessive demands are made

on it, high Q0 performance will be limited to low frequencies and high frequency per-

formance will be limited to low Qo’s.

To overcome this dependency on GBWP, a parameter the deigner has no control

over, the following methods have been proposed [7]:

l. Placing an external trimming capacitor across a resistor [3].

2. Using identical op-amps having matched GBWPs [4-6].

3. Using matched resistors in such a manner that matched op-amps are not required

0

[7-9].
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With the advent in current VLSI technology it is possible to realize a complete circuit

on a single chip instead of an op-amp on a chip. The short-comings of the first

method are:

a. Capacitors of very small capacit ance can only be realized on a chip and even

then a large amount of 'chip area is used.

b. This method also does not provide temperature compensation since the trimming

capacitance and the GBWP’s differ in their temperature coefficients.

The second and third methods presented above have been gaining popularity. It is

easier to match opamp GBWP’s to an extent if they are realized on the same chip. If

on the other hand the designer has to use different op-amps(i.e. those not realized on

the same chip) then the third method is definitely attractive. In general the third

method is more attractive since matching resistors is easier than trying to match _

GBWP of op-amp’s. Also laser trimming of resistors can be performed to match resis-

tors leading to the realized circuit having better performance even at high Q’s and (1)0.

Before we can use any of these methods, we need to get some handle on why the

GBWP’s cause errors. Using ideal op-amps the form of the denominator of a biquad

is:

32 + 20-3 + (1)3 4.1

Q0

The roots of this equation are the poles of the transfer function. If each opcamp is

approximated by a first order equation in s then the realized transfer function is of

order two plus the number of op-amps . In finding the roots of this equation one finds

that the original roots are shifted and the remaining roots are located very far away in

the left half plane. In the following section a method is presented for calculating the

change in (1)0 and Q0 due to the element values and GBWP.
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4.3 Generalized Error Analysis using the Wilson-Bedri-Bowron Approxima-

tion[1,2,6]

For an arbitrary configuration realizing a second-order function the,

denominator polynomial caribe expressed as:

we = s2 af2(A) + s Bf1(A)+ mu) 4.2

where a, B and y are constants determined by the passive components in the circuit.

f0(A), f1(A) and f2(A) are functions of the open loop gain A of the operational

amplifiers. These functions would tend to value of 1 if the op-amp has infinite gain.

For the case of ideal op-amps the design equations may be defined by the natural fre-

 

quency:

f( ) i°° 2
(3)0 = —1—- = -Y—O—- 4.3

To Olf2(°°)

and the selectivity factor, Q0 is defined as:

.1.

[a 'on(°°)f2(°°)] 2
Q = .—

4.4

° 13mm)

The gain dependent functions may be expressed as:

f.-(A) =f.-(°°)[ 1 + R.-(A) ] 4.5

where Ri(A) is the 2"" remainder function. Since for the ideal case we lmow that

R10”) = 0, the remainder function can be written as:

N nil- N N ”U" "£12,...,N

R'(A) = — + — + + -————- 4.6

where N is the total number of amplifiers employed in the circuit design. The bilinear
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nature of the network requires that all the repeated-suffix coefficients ("ifi’njkb'") are

zero. Since for a practical operational amplifier the open loop gain is much greater

than one at the operating frequency,(for example the 741 op-amp has an Open loop

gain of 200,000 and its gain-bandwidth-product is lMHz) then to a first approximation

all the higher order terms in 'R;(A) can be neglected. In order to simplify the notation

let:

"i

A

E
M
: __J_

_le

Then D(s) = 701(3), where

 

A
Dt(S)=32L2[1+2]+Sw1 [HUA—l

0)oQo(00

Adopting a one-pole representation for an operational amplifier gain:

Azm.

I 84-030]:

1 {—l

4.7

b .8

4.9

where A0,- is the Open loop dc. gain, cow is the open-loop 3dB bandwidth and

Aojmoj = GBWPj is the gain-bandwidth-product.

Therefore substituting for Aj in equation 4.10 we note:

 

 

 

ni =2—__nij(S+—_(D_oj)

i=1 Aojwoi

fli:.s'§ "if + NE

A Flewoj' FIAU

Let

"i "i n:

A GBWP

N th n. n 1. Th—< USote at GBWP A0

4.10

4.11

4.12
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1 "2 "2 . 1 "1 "1
= — 1+ + — + S 1+ + —

01(3) 520)?) [ SGBWP A0] cooQo [ SGBWP A0]

"0 "o
+ — 4.+ [1 SGBWP + A0] 13

Multiplying and collecting the terms, we have:

  

 

  

1 "2 1 "2 030 "1
D = 3 — + 2 — 1 + -— + —
I“) 5 [mg GBWP 5 [0’3” A0 Q0 GBWP]

l 1 "1 "o "o
+s— —+ +0) +1+— 4.14

[(00] [Q0 Qvo OGBWP] [ Ao]

. . . 1 _, "o .
Multiplying equation 4.17 throughout by —— ~ 1 - — transforms equation 4.17

o
1 + —

A0

to:

  

  

n0 1 no 1 no no

+1+_ _1'_ —+ + +1 4.15

[ A0] s[m0][ AO][Q0 Q0 A0 wOGBWP]

Since the open loop gain of an operational amplifier is usually very high, then the

quantities :1— : 10'5and—15- = 10-10 can be neglected. If we let the term in the square

0 A0

brackets equal D2(s), then with the above approximation in mind we have:

9’0 "1 "o
_ 3_1_ "2 _1_ f}. _. __D2(s)-s [(0%][GBWP]+32[(03][1+A0 + Q0 GBWP A0
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1 l "0 "0 "o

”[Ell'Q—J l 0vo ”’“GBW ‘ Qvo] +1 4’16

Equation 4.16 can be factored as:

02(5).= [31: + 1] [527:3 + S-(b-IE- + l] 4.17

0 0 0

where 1: is the auxiliary time constant, (ho is the realized natural frequency and Q0 is

the realized selectivity factor. Equation 4.17 can be rewritten as: as:

A

.. T

02(5) = [51: +1] szT%+s-Q.—o +1 4.18

0

where To is the realized natural period. We will assume that To = T0(l + Ar) and

—1- : —1—(l + Aq), where A: and A4 are the fractional shifts in the design values of

00 90

the frequency and selectivity factor due to finite GBWP, i.e., At < 1 and Aq < l. Mul-

tiplying the terms in the equation 4.18 yields:

a“ r“
D2(s)=s31:7%+32—.2-+7% +s1:+—..0- +1 4.19

Q0 Q0

Substituting for the terms f0 and Q0 in the equation 4.19 yields:

3 2 2 2{TT0 2 2}
Dz(s)=stT(1+2At+A t)+s —Q—(1+At)(1+Aq)+T0(1+2At+Ar)

o

T

+ {r + 22-9-0 + A:)(1+ Aq)}+ 1 4.20

0

D2(s) is simplified by using the approximation that At and A4 are less than one.
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17T0

D2(s) = 3172(1 + 2At) + :'{-Q—(1 + A: + Aq) + T30 + 2A:)}
0 .

1 T° }
+ r+—(1+A:+Aq) +1 4.21

Q0 .

Comparing the coefficients of s3 in equation 4.19 and equation 4.24 yields the follow-

ing equality:

 

n2
121nm =12 .I 0( ) 0[GBWP] 422

 or t = Comparing the coefficients of s2 in equation 4.19 and equation 4.24
"2

GBWP '

yields the following equality:

  

To "2 1 "1 "o
1:—1+Ar+A +T21+2At=T21+—+ -— 4.23

QO( q) 0( ) 0{ A0 ToQo GBWP A0

Dividing the equation by T3 yields:

1

T0%

 
 

(l+At+Aq)+(1+2At)= 1+£2-+ 1 n1 —:9- 424

A0 TOQO GBWP A0 '

Neglecting the quantity (Ar + Ag) in the left hand side of equation 4.24. This yields:

2102-34» 1 "1 —fl-- " 425
A0 ToQo GBWP Ao ToQo '

  

Replacing t by its value found, equation 4.25 yields:

  

  

A, _ .l .."3. + 1 "1 _ fl - "2 1

‘ 2 A0 TOQO GBWP A0 GBWP TOQO

1 "2 no 030 "1 ”2___ _ _ _ _ + __ .. 4.2
A’ 2 {A0 A0} 2Q0{GBWP GBWP} 6

Comparing the coefficients of s in equation 4.19 and equation 4.24 yields the following
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equality:

1+E(1+A,+Aq)=r —1—+ "1 +i "0 - "0 427

Qo ° Q0 (2vo T0 GBWP 0vo

Q0 . "1 Q0 "0 "0

—+l+.At+ =1+-—-+— -—- 4.2
T01 - A4 A0 To GBWP A0 8

Aq=—-+———-—-—1:—At 4.29

Expanding the known quantities in equation 4.32 and rewriting the equation yields:

A =£L+_Q_°_"£___’.‘9__&_£___l_.’iz___"2.

‘7 A0 To GBWP A0 To GBWP 2 A0 A0

 

(00 "1 "2
- — —-— 4.

2Qo {GBWP GBWP } 30

"1 1’10 l"2+_Q_0 "0 _ "2

A0 2 A0 2 A0 To GBWP GBWP
  

 
 

_ 1 "1 _ "2 431

ZQOTO GBWP GBWP '

and finally the error in Q0 due to non-ideal effects in the operational amplifier:

 

  

A _."_1___1_.fl_l.’12_+mQ .1... "2
4 A0 2 A0 2 A0 0 ° GBWP GBWP

‘90 ”1 "2
- - 4. 2

zoo [GBWP GBWP] 3

From equations 4.29 and 4.35 we can observe that both A: and Aq have terms

dependent upon the gain-bandwidth-product of the amplifiers. It is also observed from

equations 4.29 and 4.35 that Aq is dependent on the error in natural period At.
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Since the quantity cooQo is usually a large number, equation 4.35 is dominated by

the term:

"0 "2
—- 4.

(000°[GBWP GBWP] 33

 

n0 2

GBWP GBWP

Q0 is greatly reduced. If this term were eliminated then the term

then the error in
  

If it is possible to select the components such that

0)0

Q0

  

n .

[GBIIVP - Ggilt/P] would dominate the error. However this is the term that

  

"1

GBWP GBWP

At and Aq would be very small. In the above discussion the term GBWP appears.

dominates the error in At. Thus if it is possible to select then both

"i

GBWP

 

Recall from equation 4.15 that is a summation of terms. If the Op-amps are

matched then the individual GBWP’s appear as a common factor and the matching

described could then be performed.

The final terms in equations 4.29 and 4.34 have a l/Ao term. Since A0 is of the

order of a hundred thousand, these terms have no measurable effect.

4.4 Example

TO illustrate how the Wilson-Bedri-Bowron approximation can be used to design

a low error circuit, consider the example Of Section 2.6. This time we need to perform

the analysis with non-ideal Operational amplifiers modelled as a voltage controlled vol-

tage source of gain A]. Since 1 /A,- appears in the answers if the node equations are

formed, 1 / Ai was defined as B; for the VCVS given in Appendix Al.2.
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The source file for the circuit of Figure 4.1 must be prepared with ideal Op-amps

replaced by the non-ideal op-amps. This file is listed in table 4.1. Module 1 is run

again and its output file is listed in table 4.2. The prompts and responses for module 2

are listed in table 4.3 while the relevant output from this module is listed in table 4.4.

The output format is the determinant found, the number of terms, one term per line

with the ".END" statement as the last line. The determinant output Of module 2 is

presented in table 4.5. Equation 4.11 uses the terms in the determinant which have the

order of B; less than or equal to one. Higher order terms of B,- are neglected.

From table 4.5 it is possible to factor and group terms to match equation 4.11.

The results are as follows:

0(5) = 'Y 02(8) = 32(C2CIG4X1 + N2) + (CzG4GI)(1 + N1) + GsG3Gz(1 + N0) 4.34

03 1 1 1 Gs
  

   

   

 

N = + — + — + -— + 4.35

2 (14.13 A3 A2 A1 04/13

- _ G805 + Gg + G6 + _1__

1 G4G1A1 04/13 0141 A1

G C G C G

+ _1. + _1_ + 3 + 1 7 + 1 2 4.36

.42 A3 G4A3 C20142 €201.42

G G G G G G G G

NO=__3_ __7_ _7_4_1_ _4__+_1_+1 41 4.37

0342 G241 05030242 0342 Az A1 G50342

Replacing A,- by GBWP/s, then

f0

At = [N - N ]— 4.381 2 2%

A4 = [N1 - Nzono — A! 4.39

ThusAt=Oanqu=Owhean -N2=OandN0—N2=O

G C G C G0805 6 1 7 1 2 4.40
 

 _ = +—— + +

N1 N2 G4GSllblGBWP1 GIGBWPI CzGIGBWPZ CZGIGBWPZ
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Figure 4.1 Circuit Generated from Tow-Thomas Biquad
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Table 4.1 Input to module 1
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O
O
O
O
O
+
O
\

+GG+Gl+sC1+GS

-Gl-sC1

0

0

0

-GS

0

-GZ I

+GZ+G7+sC2

+G3+GB+G4

-G4

+1

+81

0

0

0

0

Table 4.2 Output from module 1



56

% a.out

**** INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

thesis.2

You have chosen to use file : thesis.2

Please answer Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

thesis.3

You have chosen to use file : thesis.3

Please answer Y or N to proceed

Y

Does the circuit contain any non-ideal operational amplifiers?

Please answer y or n only

Y

Would you like the B**2 and higher order terms removed?

Please answer y or n only

Y

Would you like to prepare a file to run the error analysis?

Please answer y or n only

Y

Would you like to see the numerator terms?

Please answer y or n only

n

Please input the file name you would like to use

thesis.4

You have chosen to use file : thesis.4

Please answer Y or N to proceed

Y

Table 4.3 Prompt and- Responses for module 2
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Denominator:

24

-sC2*sC1*Ga*B3

-sC2*sC1*G4*BB

-sC2*sC1*G4*B2

-sC2*sCl*G4*Bl

-sC2*sCl*G4

-sC2*sC1*GB*B3

+sC2*G8*GS*Bl

-sC2*GB*Gl*BB

-sC2*G6*Gs*Bl

-sC2*G4*Gl*B3

-sC2*G4*Gl*BZ

-sC2*G4*Gl*B1

-sC2*G4*Gl

—sC2*G3*G1*B3

-sC1*G7*G4*BZ

-sC1*G4*GZ*B2

-GB*GS*G2*BZ

-G7*GS*G3*BI

-G7*G4*Gl*82

-GS*G4*G2*B2

-GS*GB*GZ*BZ

-GS*G3*GZ*BI

-GS'GB*G2

-G4*62*GI*BZ

.END

Table 4.4 Output of module 2 used as input to module 4



Table 4.5 Determinant with B2 and higher order terms suppressed
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08 + G7 + 07040, G4
—— ———-—-—-—- +

G3GBWP2 0203WP1 GSG3G2GBWP2 03031143,

 

NO’N2=

+ G401 _ _€8__ _. _1__ _ __§_ 4 41

0,0303%), G4GBWP3 GBWP3 chasm”3 ‘

 

If C1 = C2 and GBWP, = .GBWPZ then A: = 0, if G, = 0.,(02 + G6 + (was. If

C1=C2, G3=G4deBWP1=GBWP2=GBWP3 thenAq=Oif

 

 

 

G (G - G

7 = 2 5 1) 4.42
G5 + GI

Expressing these results in terms of resistors we have the following:

Let C1 = C2, R3 = R4 = R5 thus

a, - 1 4 430 - —— .

C1VR3R2

Q R‘ 4 44
0 = -

VRst

R1 4 45
0 - R6 ’

R2(R5 + R 1)
SCICCI C1, R3, R2, R1 and R6' Then SCICCI R7 = R R and R8 = R2llR6llR7-

1 - 5

If we assume matched op-amps then GBWP,- factors out and it is possible to auto-

mate this last task. For example to find At from the determinant, we have some

X(s)(l +N1) and Y(s)(1 + N2) where X(s) and Y(s) are quantities that contain no B,

terms. Finding the term Z(s) = X(s) n Y(s). Therefore

__ Z(s)(l + N1) - mm + N2)
N1 - N2 2(5)
 

4.46

Module 4 finds the common denominator, multiplies the appropriate terms Of D(s),

performs the subtraction with B,- set equal to one and cancels the like terms. This is

 



shown in tables 4.6 and 4.7. From this output it is easy to see if any opposite signs

exist so as to allow A: = 0. A similar process is used to find Aq as illustrated in table

4.8 and 4.9.
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Aug 19 21:47 1987 ideal Page 1

t a.out

**** INFORMATION ABOUT THE INPUT FILE *****
Please input the file name you would like to use
ideal.4

You haVe chosen to use file : ideal.4
Please result Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****
Please input the file name you would like to use
idea1.5

You have chosen to use file : ideal.5
Please result Y or N to proceed

Y

Table 4.7 Prompt and Responses for module 4 to find A:

Jul 2 02:19 1987 thesis.S Page 1

sCZ’sCl'G8*G5*Bl

-SC2*3C1*GG*G4*Bl-SC1*SCl*G7*G4*BZ-SC1*SC1*G4*GZ*B2

The common denominator is: -sC2*sC1*G4*Gl

You have subtracted the 2 from the 1 order terms

Table 4.8 Error in A:
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% a.out

**** INFORMATION ABOUT THE INPUT FILE *****

Please input the file name you would like to use

thesis.4

You have chosen to use file : thesis.4

Please answer Y or N to proceed

Y

**** INFORMATION ABOUT THE OUTPUT FILE ****

Please input the file name you would like to use

thesis.6

You have chosen to use file : thesis.6

Please answer Y or N to proceed

Y

The highest orders power of 's' in the terms input is: 2

Which two coefficients would you like subtracted

0

2

Table 4.8 Prompt and Responses for module 4 to find Aq

Jul 28 21:24 1987 thesis.6 Page 1

~8C2'8C1'GB'GS'GQ’GZ'BZ

+SC2*SC1*GS*GS*GB’GZ'B3-SC2'SC1*G7*GS*G4*G3*Bl

-sC2'sCl*G7*G4*GQ'GI*B2-SC2'SC1*GS'G4*G4*62*82+SC2*SC1*GS'G4'G3'G2'B3

+SC2‘SC1*GS*GJ*GB*GZ*B3‘SC2'SC1*GQ*G4*GZ*GI*82

The common denominator is: -sC2*sC1*GS*G4'G3*GZ

You have subtracted the 2 from the 0 order terms

Table 4.9 Part of error in A4



CHAPTER 5

Future Research

5.1 CONCLUSION

The four modules can be effectively used for. the identification of filter function,

writing transfer functions and reduction of errors using the Wilson-Bedri-Bowron

approximation. The program was first developed in VMS PASCAL. Due to lack of

portability of that language as well as the long run-times an alternative was sought

The new version was written in C. Dynamic memory allocation is used in the pro-

gram tO avoid wasting memory space during peak memory use. The run times have

also improved considerably. The modules behave as expected and can be used to

reduce dependency of (1)0 and Q0.

5.2 Future Research and Topic of Interest

There are some very interesting problems that can be studied. The following

problems can have a definite impact on the design of active filters and their properties.

1. The band reject or notch filter has a finite notch depth. This notch depth is also

a function of the gain-bandwidth-product. Also the numerator term needs to be

studied to remove the effect of parasitic zeroes introduced.

2. The high frequency one-pole model introduces parasitic roots. The value of

these roots can tell a lot about the circuit. If these roots are real then the circuit

is 2-pOle stable, else it is 2-pole unstable[10]. The high frequency poles can be
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studied symbolically by shorting out the capacitors. This can be used to study

the high frequency response Of the circuit.

A very important class of circuits needs to be looked at. Cascaded circuits are

widely used to Obtain desired circuit response. At present the program can only

handle a biquad, extending the idea for cascaded circuits would make the pro-

gram more complete.

MOSFET-C circuits can be similarly analysed. Unfortunately these circuits have

fourth order denominators and have a common second order numerator and

denominator. If these common roots can be symbolically determined then this

program can be used to analyze this new form Of circuits.
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Appendix A

Writing Input Files for SLAP Modules

Al.l INTRODUCTION

The program consists of four modules which can be run independently. The user

can prepare files for using any particular module. Each program prepares files to be

used by the next module if the user answers the prompts properly as to what he wants

to be done.

Al.2 File Format for Module 1

For any linear active circuit, label the ground node "0" and number the remaining

nodes from 1 to n consecutively. The first line in the file must be n, the number of

nodes in the circuit (not counting the ground node). The remaining lines must identify

the elements to the program as follows. Always the last statement in the file should be

".".END The apostrophes are not to be included.

Resistor (see Figure Al.la)

Form:Gxxx a b

Examples: Cl 1 2_

G37 4 7‘
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Ga*2 3 4

G is the conductance of the resistance connected between nodes a and b. xxx is

any alphanumeric string that can be used to uniquely identify this resistor. This

alphanumeric string can be 'anything except the character "B", since it is a special sym-

bol used by the second module of the program.

Capacitor (see Figure Al.lb)

Form:Cxxx a b

Exampleszt Cl . l 2

C37 4 7

Ca*2 3 4

C denotes a capacitor connected between nodes a and b. xxx is any

alphanumeric string that can be used to uniquely identify this capacitor. Similar con-

straints as that for the conductor are applicable in the choice of the alphanumeric

string.

Inductor (see Figure Al.1.lc)

Form: Lxxxx a b

Examples: L 1 2



 

 

 

 

 

a) W Resistor

C

b) 8 K 413 Capacitor

L

c) LWJ Inductor

43

d) Is Current Source

flb

4a

e) Vs Voltage ”Source

%b

Figure Al.l Circuit Symbols
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L is the inductance connected between nodes a and b. xxx is any alphanumeric

string that can be used to uniquely identify this inductor. Similar constraints as that

for the conductor are applicable in the choice of the alphanumeric string. The model

used for the inductor creates an extra node. This node will be greater than the total

number of nodes. Any results with regard to this node should be neglected.

Current Source (see Figure Al.ld)

Form:Ixxxx a b

Examples: I1 1 2

Is*GO 4 7

Ia*2 3 4

I is the current source connected between nodes a and 1). xxx is any

alphanumeric string that can be used to uniquely identify this current source. There

are no constraints on the alphanumeric string for this element. If an asterisk is present

in the suing then the prograrnuses the value of the current source the as suing to the

right of the asterisk, Otherwise it uses the constant one (1).

Voltage Source (see Figure Al.le)

Form:Vxxxx a b
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Examples: V 1 2

V12 47

Va*s 3 4

V is the voltage source connected between nodes a and b. xxx is any

alphanumeric string that can be used to identify this element. There are no constraints

on the alphanumeric string for this element. The program internally replaces the vol-

tage source by a unity. This in effect increase the matrices order by one. None of the

voltage sources are uniquely "identified.

Voltage Controlled Current Source (see Figure A1.2a)

VCCxx a b c d

VCC is the element identifier for a voltage controlled current source. The four

nodes are labeled as shown in the figure Al.2a. The model that is inserted for this

element is shown in Chapter 2. The program does not care if the identifiers xx are

unique or not as it supplies those identifiers itself by sequentially numbering the

VCC’s.

Current Controlled Voltage Source (see Figure Al.2b)

CCVxxabcd



7O

 
 

 
 

8%

+

V:

c;
 

 

  
 

SVCC

C
d

a
.
.
.

V
:

5

......
4
4

1
.
l
l
l
l
l
l
l

J

_
8

_

_
U
.

_

_
_

_
_

_
_

_
_

_
_

_
_

_
_

L
l
l
l
l
l
l
l

L

1
1
>M
r
.

V
1

a

a
b

b)

Figure Al.2 Circuit Symbols
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CCV is the element identifier for a current controlled voltage source. The four

nodes are labeled as shown in the figure A1.2b. The model that is inserted for this

element is shown in Chapter 2. The program does not care if the identifiers xx are

unique or not as it supplies those identifiers itself by sequentially numbering the

CCV’s.

Voltage Controlled Voltage Source (see Figure Al.3a)

VCVxx a b c d

VCV is the element identifier for a voltage controlled voltage source. The four

nodes are labeled as shown in the figure A1.2c. The model that is inserted for this

element is shown in Chapter 2. The program does not care if the identifiers xx are

unique or not as it supplies those identifiers itself by sequentially numbering the

VCV’s.

Current Controlled Current Source (see Figure Al.3b)

CCCxx a b c d

CCC is the element identifier for a current controlled current source. The four

nodes are labeled as shown in the figure Al.3a. The model that is inserted for this

element is shown in Chapter 2. The program does not care if the identifiers xx are

unique or not as it supplies those identifiers itself by sequentially numbering the

CCC’s.
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Non ideal Operational Amplifier

NOAxx a b c

NOA is the element identifier for a non-ideal amplifier. The nodes are numbered

as shown in the figure 2c. This element is modelled as a voltage controlled voltage

source with node d set to 0 therefore, the user has to supply only three nodes. Node a

is the non-inverting input, node b is the inverting input and node c is the output. A

"Bxx" is inserted as an element that is actually the inverse of the ideal gain of the

amplifier. The program supplies the xx identifers as well as the B identifier.

Nullor Combination (see Figure A1.4 a)

NNxxabcd

NN is the element identifier for a nullor combination in which all four the nodes

are floating. Figure Al.3b shows the connections Of this element. xx is any

alphanumeric string. The program ignores xx.

Ideal Operational Amplifier (see Figure A1.4c)

OAxxabc

OA is the element identifier for an ideal op-amp. The first two nodes are the

input nodes and the last node is the output node. Node b is the inverting terminal,

node a is the non-inverting terminal and node c is the output terminal. The fourth

node is set to zero internally in the program. The model is the same as Of Figure

Al.3b with the differences talked about above.
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Operational Transconductance Amplifier (see Fig A1.4b)

OTAxx a b c

OTA is the element identifier for an operational transconductance amplifier. It

has been modelled as a VOItage controlled current source inside the program. Ths

model is shown in Chapter 2. Node connections are the same as that of a VCCS, with

the following exceptions. Node (1 is the invering input, node b is the non-inverting

input and node c is the output. Node d for the case of a VCCS is set to zero within

the program. Also the xx identifier is rejected by the program and it gives the same

symbol as that for a VCCS counting up from one.

General Information

For all devices when writing their connections the convention followed is that the

very first node is the "positive" node, followed by the "negative" node. For four ter-

minal devices the third node is the "positive" node which is then follOwed by the

"negative" node. The current sources have the first node as the one into which current

is flowing and the second node is the node from where the current is flowing from.

Although no checking is done but it is recommended that the user reserve a ground

node as "0". Also the user should number all nodes consecutively in the circuit. If

this is not done‘then the user will get a big matrix of symbolic entries which he/she

can do without. In order to use the determinant program it is important that the the

matrix does not have a row or column of zeroes as that would lead to the determinant

being zero. If the user desires to increase the length of the individual strings for each

element, the varibale TERML should be set to the desired length accordingly.
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ALL) File Format for Module 2

Module 1 creates a file which can be used as the input to module 2. The user

can create his/her own file to use module 2 ( the determinant module) to solve the sys-

tem of equations:

I = Yw V

The first line is the number of rows, n of the square matrix, I’m. The next n lines are

the input vector 1. The matrix Ym, is listed by rows, i.e., the next It lines are row one,

the following n lines are row 2 and so on and so forth. The final n lines are elements

of the unknown vector V.

A1.4 File Format for Module 3

The second module creates a file that is compatible with this program. If the user

answers with a "y" to the question:

"Do you want to see the numerator terms?"

the program generates an output file for this program. The file can be created indepen-

dently Of any program. The first line should be a term identifying the next string

entries. The second line should be the number of terms in the string. The rest of the

lines should contain the terms specified above. Repeat this procedure till all the terms

have been entered. The last line should be ".END"
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ALS File Format for Module 4

The file format is similar to that for module 3. The second module can be used

to create a file compatible with this program. The circuit description in the second

module must contain non-ideal op amp definitions. The user should then answer prop-

erly the questions in the second module an a file for this module would be automati-

cally created.

If the user wants to create the file personally the following instructions should be

followed. The first line should be a descriptive term.(the program neglects this term)

The second line should contain the number of terms in the string followed by the

string written term by term. The last line should be ".END".
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