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ABSTRACT

EXPLOITING NODE MOBILITY FOR ENERGY OPTIMIZATION
IN WIRELESS SENSOR NETWORKS

By

Fatme Mohammad El-Moukaddem

Wireless Sensor Networks (WSNs) have become increasingly available for data-intensive

applications such as micro-climate monitoring, precision agriculture, and audio/video surveil-

lance. A key challenge faced by data-intensive WSNs is to transmit the sheer amount of data

generated within an application’s lifetime to the base station despite the fact that sensor

nodes have limited power supplies such as batteries or small solar panels. The availability

of numerous low-cost robotic units (e.g. Robomote and Khepera) has made it possible to

construct sensor networks consisting of mobile sensor nodes. It has been shown that the con-

trolled mobility offered by mobile sensors can be exploited to improve the energy efficiency

of a network.

In this thesis, we propose schemes that use mobile sensor nodes to reduce the energy

consumption of data-intensive WSNs. Our approaches differ from previous work in two main

aspects. First, our approaches do not require complex motion planning of mobile nodes, and

hence can be implemented on a number of low-cost mobile sensor platforms. Second, we

integrate the energy consumption due to both mobility and wireless communications into a

holistic optimization framework.

We consider three problems arising from the limited energy in the sensor nodes. In

the first problem, the network consists of mostly static nodes and contains only a few mo-

bile nodes. In the second and third problems, we assume essentially that all nodes in the



WSN are mobile. We first study a new problem called max-data mobile relay configuration

(MMRC) that finds the positions of a set of mobile sensors, referred to as relays, that maxi-

mize the total amount of data gathered by the network during its lifetime. We show that the

MMRC problem is surprisingly complex even for a trivial network topology due to the joint

consideration of the energy consumption of both wireless communication and mechanical

locomotion. We present optimal MMRC algorithms and practical distributed implementa-

tions for several important network topologies and applications. Second, we consider the

problem of minimizing the total energy consumption of a network. We design an iterative

algorithm that improves a given configuration by relocating nodes to new positions. We show

that this algorithm converges to the optimal configuration for the given transmission routes.

Moreover, we propose an efficient distributed implementation that does not require explicit

synchronization. Finally, we consider the problem of maximizing the lifetime of the net-

work. We propose an approach that exploits the mobility of the nodes to balance the energy

consumption throughout the network. We develop efficient algorithms for single and multi-

ple round approaches. For all three problems, we evaluate the efficiency of our algorithms

through simulations. Our simulation results based on realistic energy models obtained from

existing mobile and static sensor platforms show that our approaches significantly improve

the network’s performance and outperform existing approaches.
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CHAPTER 1

Introduction

Recent years have seen the deployment of WSNs in a variety of data-intensive applications

including micro-climate and habitat monitoring [51], precision agriculture, and audio/video

surveillance [37]. It is shown in [16] that a moderate-size WSN can gather up to 1 Gb/year

from a biological habitat. Due to the limited storage capacity of sensor nodes, most data

must be transmitted to the base station for archiving and analysis. However, sensor nodes

must operate on limited power supplies such as batteries or small solar panels. Therefore, a

key challenge faced by data-intensive WSNs is to minimize the energy consumption of sensor

nodes such that the sheer amount of data generated within the lifetime of the application

can be transmitted to the base station.

Several approaches have been introduced to reduce the energy consumption of nodes and

prolong the lifetime of the network. In general, these approaches can be classified into four

main groups: duty cycling, power control, data reduction and controlled mobility.

Duty cycling approaches reduce the energy consumption during a period of time by

reducing the duty cycle of nodes, which is the fraction of time the node is turned on during
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its lifetime. Nodes follow a sleep/wake up schedule. When in sleep mode, nodes enter in a

low power consumption stage since one of the main energy consumption components (the

radio) is turned off. When nodes wake up, they resume their data reception and transmission

activities. These approaches take advantage of redundancy of sensor nodes in the deployment

area; a single node can perform the same job of multiple nodes in a more energy efficient way.

However, connectivity and coverage [4, 47, 29] issues arise when duty cycling is used. Nodes

need to collaboratively set their sleep/wake up schedules to ensure data can successfully

reach the sink. Different power management protocols have been proposed; they include on-

demand [44, 66], scheduled rendez-vous [56, 34, 27] and asynchronous [55, 39, 68] strategies.

In power control approaches, the main idea is that nodes reduce their energy consumption

by reducing their transmission power to the minimum levels needed. In [5, 25], the authors

propose MAC protocols for power control in which nodes determine the minimum transmit

levels needed based on several criteria such as channel gains and noise and interference levels

at the receiver. In [32, 31, 6, 48], the authors propose different transmission power assignment

schemes to reduce the total energy consumption while maintaining connectivity.

In data reduction approaches the goal is to reduce the amount of data that gets sent

to the sink. This is usually done by reducing the amount of data that is generated by the

sensors. In these cases, the energy consumed by the sensing component is reduced. In other

cases, the strategy is to reduce the number of transmissions needed to relay data to the

sink, and this reduces the energy consumed by the radio component. Different techniques

have been proposed. The first is data aggregation [67, 30, 65]. This consists of in network

processing of the data and generating a smaller size result to send to the sink as opposed

to sending all the data gathered to the sink where processing takes place. This technique
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is application specific; for example in an environment monitoring application, we might be

interested in average temperatures so data aggregation can be used. The second technique

is data compression. The data sensed is encoded into smaller size data at the sensors and

then decoded at the sink [11, 60, 53]. The third technique is data prediction. This technique

uses the data sensed to build a model describing data evolution. It can be done either at

the sink or at the sources to predict (within some error bound) new data instead of sensing

it. The last technique is efficient data acquisition which uses efficient sampling strategies.

For example, adaptive sampling [10, 35] exploits temporal and/or spatial correlation of data

to reduce the amount of data sensed. These approaches regularly measure the error margin

between the actual data and the predicted data and dynamically adjust the frequency of

actual data generation.

The last scheme for improving energy efficiency is using mobility. Recent work showed

that the energy cost of WSNs can be significantly reduced by utilizing the mobility of nodes.

Several different approaches have been proposed. A robotic unit may move around the

network and collect data from static nodes through one-hop or multi-hop transmissions

[15, 36, 63, 26, 64]. The mobile node may serve as the base station or a “data mule” that

transports data between static nodes and the base station [24, 46, 23]. Mobile nodes may

also be used as relays [62] that forward the data from source nodes to the base station.

Several movement strategies for mobile relays have been studied in [62, 17].

Although the effectiveness of mobility in energy conservation is demonstrated by previous

studies, the following two key issues have not been addressed by any mobility technique.

First, the movement cost of mobile nodes is not accounted for in the total network energy

consumption. Instead, mobile nodes are often assumed to have replenishable energy supplies.
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For instance, a mobile node may periodically recharge its battery at a fixed charging dock

[26]. However, energy replenishment is not always feasible due to the constraints of the

physical environment. Second, complex motion planning of mobile nodes is often assumed in

existing solutions which introduces significant design complexity and manufacturing costs. In

[50, 18, 26, 64], mobile nodes need to compute optimal motion paths and continuously change

their orientation and/or speed of movement. Such capabilities are usually not supported by

existing low-cost mobile sensor platforms. For instance, Robomote [12] nodes are designed

using 8-bit CPUs and small batteries that only last for about 25 minutes in full motion.

Complex motion planning is not practical for such platforms due to the limited computational

power and short battery lifetime.

We explore the use of low-cost mobile sensor nodes to improve the energy efficiency of

a WSN. Different from mobile base station or data mules, mobile nodes do not transport

data; instead, they move to different locations and then remain stationary to forward data

along the paths from sources to the base station. As a result, the communication delays can

be significantly reduced compared with using mobile stations or data mules. We propose

different approaches to reduce the total energy consumption of data-intensive WSNs, to

maximize the efficiency of the network in gathering data and to maximize the network

lifetime. Our approaches are motivated by the current state of mobile sensor platform

technology. On the one hand, numerous low-cost mobile sensor prototypes such as Robomote

[12], Khepera [1], and FIRA [28] are now available. Their manufacturing cost is comparable

to that of typical static sensor platforms. As a result, they can be massively deployed in

a network. Our approaches take advantage of this capability by assuming that we have

a large number of mobile sensor nodes. On the other hand, due to low manufacturing
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cost, existing mobile sensor platforms are typically powered by batteries and only capable

of limited mobility. Consistent with this constraint, our approaches only require simple

motions of mobile relays, i.e., one-shot relocation to designated positions after deployment.

Compared with our approach, existing mobility approaches (such as mobile base station and

data mule) typically assume a small number of powerful mobile nodes.

We note that all our formulations are based on realistic energy consumption models of

both node movement and wireless communications that we developed using empirical results

obtained from two widely used radios (CC2420 [3], CC1000 [2]) which is in contrast to existing

mobility approaches that only account for the communication energy consumption. We make

the following contributions.

1. We leverage mobility of sensor nodes to improve the performance of wireless sensor

networks. We consider different criteria for measuring the performance of the network

such as the data gathering capacity, the total energy consumption and the network’s

lifetime.

2. For each performance criterion, we present a new problem formulation. We develop

optimal algorithms as well as fast heuristics to reconfigure the positions of the mobile

nodes in the network such that the performance is greatly improved. We also propose

practical distributed implementations for all our algorithms. We show that these al-

gorithms have a low overhead as they converge to the final configuration after only a

few iterations and they require little synchronization between nodes.

3. We conduct extensive simulations based on the realistic energy models we adopted. We

show that our algorithms outperform existing non mobility solutions and significantly
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improve the network’s energy efficiency. Moreover, our distributed implementations

are shown to have fast convergence and low messaging overhead.

The rest of this thesis is organized as follows. Chapter 2 reviews existing mobility ap-

proaches. In Chapter 3, we introduce the network model and develop models for energy

consumption of different operations such as communication and mobility. In Chapter 4, we

consider networks consisting of mostly static nodes and containing a small number of mobile

nodes. We define the problem of maximizing the efficiency of a network by maximizing the

total amount of data that the sink can gather throughout the lifetime of the network. We

propose optimal algorithms as well as heuristics that produce close to optimal results. In

Chapter 5, we define the problem of minimizing the total energy consumption in networks

consisting entirely of mobile nodes and we propose iterative algorithms for the single-flow

and multiple flows problems. We also show the advantage of our approach through exten-

sive simulation results. In Chapter 6, we consider the problem of maximizing the network

lifetime. We propose algorithms to balance the energy consumption across the network and

show through simulations that the lifetime is substantially increased. We conclude the thesis

in Chapter 7.
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CHAPTER 2

Background

Several approaches have been used to reduce the energy consumption in battery operated

wireless sensor networks. They include duty cycling strategies, data driven strategies and

mobility. In this chapter, we review mobility strategies for reducing energy consumption.

These strategies can be divided further into three classes: mobile base stations, data mules

and mobile relays. In the following sections, we discuss each of these classes.

2.1 Mobile Base Stations

One of the main energy efficiency challenges of static wireless sensor networks is that

nodes closer to the base station deplete their energy at a faster rate than other nodes since

they have to transmit more data. One remedy is to use a mobile base station. When the

base station relocates to a new position, it reduces the traffic load of the nodes close to its

old position and increases the load at nodes close to its new position. In general, mobile base

station approaches aim at balancing the energy consumption in the network by constantly

rotating which nodes are close to the base station.
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In some work, all the nodes are always performing multiple hop transmissions to the base

station regardless of its position [15, 36, 63]. In [15], the authors divide the (known) lifetime

of the network into equal periods of time called rounds. Base stations are relocated at the

beginning of every round using a linear program with the objective of either minimizing the

total energy spent at the nodes or minimizing the energy spent at any node in the network.

In [36], the authors claim that the best mobility strategy for the base station is to move

along the periphery of the network (assuming nodes are placed in a circular area) because

this strategy minimizes the average load on any node. The authors also propose a different

mobility strategy that takes into consideration the routing paths. This heuristic shortens

the trajectory of the base station to a smaller circle inside the network area and combines

straight and round routing paths from the sensors towards the base station. In [63], the

authors also use a linear programming formulation for finding the mobility paths of the sink.

Unlike [15, 36], their objective is to maximize the system lifetime defined as the time until

the first node dies because of energy depletion. In both [15, 63], the base station can only

move to a predefined and finite set of locations.

In other work, nodes only transmit to the base station when it is close to them (or a

neighbor). The goal is to compute a mobility path to collect data before any node experiences

a buffer overflow [50, 18, 26]. These approaches incur high latencies due to the low to

moderate speed, e.g. 0.1-1 m/s [12, 50], of mobile base stations. In [50], each node in the

network has an overflow period based on its data generation rate and buffer that is known in

advance. The traveling time between any two nodes is also known. The authors prove that

the problem of scheduling visits to static nodes such that no node’s buffer overflows is NP-

Complete. They propose several heuristics such as earliest deadline first, earliest deadline
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first with k-lookaheads, greedy based on the weighted sum of two criteria (earliest deadline

and closeness to the sink) as well as known heuristics for solving vehicle routing problems

with time windows. In [18], the authors present an algorithm for finding a route for the

mobile base station that visits all the nodes in the network, some more frequently than

others, such that no node’s buffer overflows between visits. The main idea of the algorithm

is to divide nodes into bins according to their geographic location and their overflow time.

In each bin, a route that visits each node once is computed using a solution for the Traveling

Salesperson Problem. These routes are then concatenated to form a schedule for visiting

all the nodes in the network. Once this schedule is found, the speed of the base station is

adjusted to make the route feasible. In [26], the authors propose a solution that achieves

a balance between the latency of relaying data to the base station and the total energy

consumption at static nodes. Their approach consists of dividing static nodes into clusters.

In each cluster, data is transmitted to the head node. The mobile base station then follows

a shorter path that only communicates with the cluster heads.

2.2 Data Mules

Data mules are similar to mobile base stations [24, 46, 23] in that the mobile node

mechanically carries the data. Data mules pick up data from the sensors and transport it to

the sink. Similar to mobile base stations, data mules introduce large delays. First, sensors

have to wait for a mule to pass by before starting their transmission. Second, data mules

take a long time to then deliver the data to the sink due to their limited speed.

In [38], the data mule visits all the sources to collect data, transports data over some

distance, and then transmits it to the static base station through the network. The goal is to
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find a movement path that minimizes both communication and mobility energy consumption.

The data mule has a sequence of tasks to perform. The plane is divided into regions such

that each request falls in a different region. Each region is divided using a two dimensional

grid resulting in potential points the mule can visit. The data mule then picks a point from

each region to perform its corresponding task using Dijkstra’s shortest path algorithm.

Similar to [26], the approach in [64] achieves a balance between energy savings and

data collection delay. Additionally, it takes into consideration the deadline requirements for

relaying data to the base station. The goal is to find a set of static nodes in the network

at which the mobile nodes meet to pick up the data and transport it to the base station.

The authors propose an optimal solution when the mobile node path is constrained to the

routing tree and a utility based greedy algorithm when the path is unconstrained.

2.3 Mobile Relays

In the third approach, the network consists of mobile relay nodes along with static base

station and data sources. Relay nodes do not transport data; instead, they move to different

locations to decrease the communication costs. Goldenberg et al. [17] showed that an

iterative mobility algorithm where each relay node moves to the midpoint of its neighbors

converges on the optimal solution for a single routing path. However, they do not take

into consideration the cost of moving the relay nodes. In [52], the authors observe that

the optimal positions for nodes participating in a single flow transmission are the evenly

spaced positions along a straight line between the source and the sink. They propose a

mobility algorithm in which each node iteratively moves to midpoint of its neighbors. In this

approach, mobile nodes decide to move only when moving is beneficial, (i.e., mobility costs
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are covered by the savings in transmission costs). It is shown that this strategy converges

to the optimal positions. However, the only target point considered is the midpoint of the

neighbors whereas other points may be better when we consider the energy consumed by

movement of the node.

2.4 Discussion

All three problems that we consider aim at efficiently using the limited energy available

in the network by exploiting the mobility of nodes. They all fall in the class of mobile

relays. However, they differ in the network setting, the specific objective they each optimize,

and subsequently in the approach we propose to reach that objective. In the first problem,

MMRC, the network is mostly static and contains only a small number of mobile nodes. A

fraction of the static nodes generates data; the rest are used as relays. We study how to

exploit this small number of mobile nodes to maximize the total amount of energy gathered

during the lifetime of the network. We propose inserting the mobile nodes into the routing

lines to help the weak links in the networks. The second problem we propose considers a

similar setup as MMRC in that only a fraction of the nodes generates data but differs in that

it considers networks that entirely consist of mobile nodes. The objective is to minimize the

total amount of energy consumed by all nodes in the network when relaying data from the

source nodes to the sink. We propose an approach that first constructs a routing tree that

includes both nearby and distant nodes. Then, our approach collectively moves all the mobile

relay nodes in the tree closer together while maintaining the connectivity of the network. The

third problem, maximizing the network lifetime, also considers networks entirely composed

of mobile nodes. Additionally, it considers scenarios in which all the nodes generate data
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that need to be relayed to the sink. We propose to rotate the nodes within the network one

or multiple times to balance the energy consumption across different nodes.

A general advantage of our approaches is that we keep a relatively stable routing struc-

ture; namely, we reduce the disruptions to the network topology caused by mobility. In

MMRC, only a few nodes are inserted into the routing topology and each insertion affects

exactly two neighbors. In our solution to the energy minimization problem, once the routing

tree is constructed, its exact structure is maintained throughout the moving process. In

our final approach, node rotation, the routing topology is maintained with respect to the

locations of nodes.

Compared to the approaches of mobile base stations and data mules, all our approaches

consider the energy consumption of both mobility and transmission. Additionally, with the

exception of the multiple rotation solution to the network lifetime problem, they all require

much simpler motion planning. Specifically, after deployment, each mobile relay relocates

only once and then remains stationary for data forwarding. Such a simple mobility strategy

can be implemented on a number of existing mobile sensor platforms [12, 1, 50].

Our proposed solution to the total energy minimization problem is similar to the mo-

bile relay schemes in [17] and [52]. But one key difference between our approach and those

schemes is that we consider all possible locations as possible target locations for a mobile

node instead of just its current position and the midpoint of its neighbors. Our approaches

(specifically for reducing the total energy consumption and maximizing data gathering ca-

pacity) accurately compute the optimal target position of each mobile relay node. Moreover,

we allow nodes to behave differently. If it is beneficial for one node to move, then this node

moves independently of other nodes. We observe that any local improvement is a global
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improvement. In each transmission round, different subsets of nodes might move to new

locations while the rest remain in place. Our approaches, in this aspect, are flexible to

accommodate for additional mobility constraints on individual nodes.
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CHAPTER 3

System Model

In this chapter, we introduce the model abstracting the network behavior and properties.

We also define the energy consumption models of several components of sensor nodes.

3.1 Network Model

We consider wireless sensor networks in which nodes are randomly deployed in a two

dimensional field. We consider all links to be bidirectional. Furthermore, we assume that all

nodes know their locations either by GPS units mounted on them or by a localization service

in the network so any node can determine the euclidean distance separating it from any other

node. We model the network as an undirected graph G in which vertices represent network

nodes. Each vertex v is placed in the 2-dimensional Euclidean plane. An edge uv exists in

G if u and v are within communication range from each other so it is possible to establish a

communication channel between both nodes. These communication channels are determined

as a connected subset of the existing edges by the routing algorithm that we adopt in each

application. We assume that all communication channels have low interference and low data
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loss rate as the communication power level is set such that the signal reception is strong and

reliable as explained in Section 3.2.2.

3.2 Energy Consumption Models

Sensor nodes consume energy during various operations such as communication, compu-

tation, movement and sensing. However, communication and mobility energy consumption

are the two most critical sources of energy consumption and battery depletion. In this work,

we develop models for the energy consumed by nodes during transmissions and receptions,

and we adopt energy models for wheeled sensor nodes to model energy consumed by nodes

during movement, all of which facilitate our holistic objective in all the problems that we

consider. This advances significantly upon previous work that considers only the energy

consumed during transmissions. We do not consider the energy consumed in idle listening

states as it can be significantly reduced through existing sleep scheduling schemes [59]. Al-

ternatively, we can view our results as the limits of what can be achieved assuming a perfect

sleep scheduling algorithm.

3.2.1 Mobility

First, we define the mobility energy consumption models. We consider wheeled sensor

nodes with differential drives such as Khepera [1], Robomote [12] and FIRA [28]. This type

of node usually has two wheels, each controlled by an independent engine. The direction

and speed of the node are determined by the angular velocity and direction of each wheel.

We adopt the distance proportional energy consumption model which is appropriate for this

15



kind of node [58]. The energy EM (d) consumed by moving a distance d is modeled as:

EM (d) = kd

The value of the parameter k depends on the speed of the node. In general, there is an

optimal speed at which k is lowest. The parameter k increases as the difference between the

node velocity and the optimal velocity increases. In [58], the authors discuss in details the

variation of the energy consumption with respect to the speed of the mote. When the node

is running at optimal speed, k = 2 J/m [58]. In our simulations, we use k = 1, 2, 3 and 4 to

model different speeds and different terrains.

3.2.2 Communication

We develop our transmission energy consumption model by analyzing empirical results

obtained from two radios CC2420 [3] and CC1000 [2] that are widely used on sensor network

platforms. For CC2420, the authors of [45] studied the power needed for transmitting packets

reliably (e.g., above 95% packet reception ratio) over different distances. Let ET (d,m) be

the energy consumed to transmit m bits reliably over distance d and ER(m) the energy

consumed by receiving m bits. We have

ET (d,m) = m(a′ + bd2)

ER(m) = ma′′

where a′, a′′ and b are constants depending on the environment. We assume that a node only

receives data when it has enough energy to transmit that data to the next node. In this case,
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a node receiving m bits and transmitting it over a distance d consumes m(a′ + a′′ + bd2) =

m(a+ bd2)J .

We now discuss the instantiation of the above model for the CC2420 and CC1000 radio

platforms. We used measurements in [45] on CC2420 obtained in an outdoor environment

under the default parameters to determine the power level needed for different distances to

get a packet reception ratio higher than 95%. The same measurements were collected for the

CC1000 platform. Using these values along with current and voltage requirements from [3]

and [2], we computed the transmission energy consumption model parameters as summarized

in table 3.1. These values are consistent with the theoretical analysis in [20]. We observe

that a′′ > a′. On the other hand, there is no dependence on distance d for reception whereas

there is a dependence on d for transmission.

To capture a wider range of motes and environment conditions, we varied the values

for parameters a′, a′′, and b in our simulations over an interval containing the values we

empirically obtained (Table 3.1).

Table 3.1: Parameter values for energy consumption during communication
a’ J/bit a” J/bit b Jm−2/bit

CC2420 0.6 ×10−7 1.4 ×10−7 4.0 ×10−10

CC1000 0.3 ×10−7 2.6 ×10−7 2.0 ×10−10

We also note that although the mobility parameter k is roughly 1010 times larger than

the transmission parameter b, the relay node does not move much whereas large amounts of

data are transmitted. For large enough data chunk sizes, the savings in energy transmission

costs compensate for the energy expended to move the nodes resulting in a decrease in total

energy consumed.
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CHAPTER 4

Maximization of Data Gathering

Capacity Using Mobile Nodes

In this chapter, we propose to use low-cost disposable mobile nodes to increase the ability

of a network to collect data and transmit it to the sink. We consider the following scenario.

We assume that we have a network consisting of static nodes that generate or relay data to

the sink. We also assume that we have a small number of mobile nodes that were added to

the network. We propose an approach that uses these mobile nodes to alleviate bottleneck

transmission links and thus increase the network’s data gathering capacity.

We first present the formulation of a new problem called Max-Data Mobile Relay Config-

uration (MMRC) for hybrid WSNs composed of both static and mobile nodes. The objective

of MMRC is to configure the positions of mobile relays to maximize the data gathering ca-

pacity of WSNs, which is defined as the total amount of data that can be transmitted to the

BS during the lifetime of a network topology. We define k-MMRC as the variant in which

at most k mobile relay nodes may join one link to improve its data gathering capacity. Our
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formulation is based on realistic energy consumption models of both wireless communica-

tions and node movement, which is in contrast to existing mobility approaches that only

account for the communication energy consumption. We then develop an optimal algorithm

for the base case of the 1-MMRC problem with one mobile and two static nodes. Despite

the trivial network configuration, we show that the base case of 1-MMRC has a surprisingly

high complexity. In particular, a direct analytical solution requires finding the roots of a

degree six bivariate polynomial. To the best of our knowledge, this result is the first to

reveal the complexity of data gathering capacity maximization when both communication

and mobility energy consumption are jointly considered. Based on the algorithm to the

base case of 1-MMRC, we develop optimal algorithms for several important network topolo-

gies including lines, stars, and trees with and without data reduction techniques. We also

present a practical distributed implementation for these algorithms. Moreover, we consider

the 2-MMRC variant of the problem and develop efficient algorithms for the base case and

general topologies. Finally, we conduct extensive simulations and show that our algorithms

can increase the amount of data gathered during the system lifetime by a factor of 2 or more.

We also show that our algorithms for 1-MMRC achieve similar data gathering capacities as

our 2-MMRC algorithms.

The rest of this chapter is organized as follows. In Section 4.1, we formally define the

MMRC problem. Section 4.2 presents several optimal algorithms for 1-MMRC along with

a practical distributed implementations. In Section 4.3, we propose a solution for the 2-

MMRC variant. Section 4.4 describes our simulation results and Section 4.5 summarizes the

chapter.
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4.1 Problem Definition

The fundamental problem we address in this chapter is maximizing the amount of data

that can be gathered by the base station of hybrid WSNs composed of mostly static nodes

and a small number of mobile nodes. A key challenge of utilizing low cost mobile relay nodes

is that they often are more unreliable than static nodes. For example, mobile relay nodes

often experience mechanical failures when moving in rough terrain. To provide a balance

between maximizing data gathering capacity and mitigating the impact of mobile sensor

nodes on network reliability, we make the following assumptions. We first assume that a

routing topology connecting the static nodes to the sink has already been established. We

also assume that each mobile relay can help at most one link. These assumptions allow

mobile relays to improve the system’s data gathering capacity but minimize the dependence

of the communication on mobile nodes.

We define the data gathering capacity of a network to be the total amount of data

that can be transmitted from the sources to the sink during the lifetime of the current

routing topology. Consistent with several other papers [49, 9, 43] the lifetime of the current

topology ends when the first node dies. We use this definition because the death of any node

entails a reconfiguration of the underlying routing topology of static nodes and a consequent

reconfiguration of the mobile nodes. However, we do assume that data that is in transit

from a source to the sink and still has a viable path to the sink will be sent along the

remaining viable links to the sink. For example, suppose a node u expends all its energy to

transmit data to an intermediate node v. Since u has expended all its energy, the system

lifetime has ended. However, we assume that node v and other nodes on the path to the
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sink can still send this data to the sink assuming they have enough energy. We use this

data gathering capacity metric as an alternative to two other important but conflicting

metrics, lifetime and throughput, since it directly measures the network’s ability to perform

its target functionality of transmitting data from the sources to the sink. In one variant

with a star routing topology where each source node is directly connected to the sink node,

we simply measure the raw data gathering capacity without regard to system lifetime as

no reconfiguration will be performed. That is, we simply measure how much data can be

transmitted from the sources to the sink until the single sink node dies or all the source

nodes die.

We define the k-MMRC problem as follows. Given a network N consisting of a large

number of static nodes and a small number of mobile nodes, and the routing topology

connecting the static nodes to the sink, the goal is to find the optimal positions of the

mobile nodes to join the transmission routes such that the total data gathering capacity of

N is maximized and at most k relay nodes join each transmission link. In this definition, we

limit the number of mobile relays that can help a single link to the parameter k for two main

reasons. First, since the number of mobile nodes in the network is relatively small, we want

to allow a fair number of links to be helped. Second, as mobile nodes may be unreliable,

we want to reduce the dependence of a single link on a large number of mobile nodes. We

consider two variants of the problem, with k = 1 and 2. Our results show that it is enough

to solve the 1-MMRC variant as it results in comparable improvements in data gathering

capacity to the 2-MMRC variant.

Different from previous work that only accounts for the energy required for transmission,

we take into account the energy required to transmit and receive messages plus the energy

21



required to move the mobile relay nodes into position. We use the energy models defined

in chapter 3. These model parameters fit the quadratic path loss model for distances up

to 35m. For larger transmission distances, the energy consumption increased and diverged

from the quadratic model and could be modeled by higher path loss coefficients (4 and 6) as

discussed in [61]. To cope with higher path loss coefficients, the only modification we need

is a new optimal point location algorithm to replace our algorithm in Section 4.2.1.

4.1.1 Max-Data Mobile Relay Configuration

We consider four variants of our problem that cover three different topologies and several

different metrics.

(1) MMRC in a line: The static nodes form a line between the source and the sink. We

want to maximize the total amount of data that can be relayed from the source to the sink

before any node runs out of energy. This is equivalent to maximizing the bottleneck capacity

of any transmission link on the line.

(2) MMRC in a star: The star transmission topology consists of n static sources and

one static sink. Each of the n source nodes transmits data directly to the sink. We again

want to maximize the total amount of data that can be sent from all n sources to the sink.

The star topology is widely used in networks running clustering protocols and is the primary

topology supported by the 802.15.4 standard [22]. For the star topology, we measure the

total amount of data gathered until either the sink node dies or all the source nodes die since

we will not reconfigure the topology when any source node dies.

(3) Fair MMRC in a tree with data reduction: The static nodes form a tree with n source

nodes sending data through the tree to a single sink. When an event occurs, each source
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node sends one data unit to its parent. To ensure fairness, we require that each source’s data

must reach the sink. We assume perfect data aggregation where any internal node is able

reduce the amount of data it sends to its parent to one data unit per event. Many natural

sensor network applications use such an N-to-1 aggregation model. For instance, a user may

periodically query the maximum or average value of temperature readings from all sensors

deployed in a large biological habitat. Moreover, many in-network information processing

techniques such as data fusion [57] can aggregate noisy measurements or local decisions

from multiple sensors to improve the accuracy of sensing. In both applications described

above, N sensor readings can be aggregated into one, which significantly reduces the energy

consumption of the network. The net result is that we must maximize the bottleneck capacity

of any link in the tree.

Figure 4.1: Two static tree topologies; each link is labeled with its capacity.

Consider the two examples in Figure 4.1. In the left tree, the data for 3 events can be

sent to the sink before source c2 runs out of energy; in the right tree, the data for 5 events

can be sent to the sink before node c3 runs out of energy. In both cases, the number of

events reachable to the sink is limited by the edge with the smallest capacity.

(4) Fair MMRC in a tree without data reduction: this problem is identical to the previous

problem except no data reduction is possible. That is, if an internal node receives one data
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unit from 3 children, it must send 3 data units to its parent. In both trees in Figure 4.1,

after 2 events are processed, c3 has only enough energy to send one data unit to the sink.

With our fairness constraint, no more events can be processed as a third event would require

sending 2 data units to the sink.

4.2 1-MMRC: Single Relay per Link

The MMRC problem of maximizing system data gathering capacity is much more complex

than the seemingly similar problem of minimizing the total energy required to transmit a

fixed amount of data in a network [14] because we must account for the energies consumed

by each individual node relative to its initial energy rather than worrying only about the

total energy consumed by all nodes together. To the best of our knowledge, we are the

first to optimize data gathering capacity taking into account the energy consumed by both

movement and communication. In this section, we consider the special case in which a

link may be helped by at most one relay. We first present an optimal algorithm for the

simplest possible “base case” of the 1-MMRC problem: a topology with only one source, one

sink, and one mobile relay. Next, we discuss the assignment problem, a weighted matching

problem that several of our application problems can be reduced to. We then present optimal

algorithms for our four variants of 1-MMRC.

4.2.1 Base Case of 1-MMRC

Our base case consists of computing the optimal position r∗ to move relay node r to

that will maximize the total number of bits that can be sent from static source node s1 to

static sink node s2 using r as a relay at position r∗ given initial energies e1, e2, and er.
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Figure 4.2: Example scenario illustrating the base case. Using relay r at position r∗ increases
the amount of data that can be sent.

An example scenario is given in Figure 4.2. For cases where it may be better to not use r

because r has low energy, we assume that s1 sends data directly to s2. Note that we focus

on maximizing the amount of data gathered by s2 during the lifetime of the current network

topology. Therefore, we do not allow s1 to send data to r until r dies and then have s1

send data directly to s2 because this requires a topology reconfiguration. In the rest of this

section, we study the problem of finding r∗ when it is helpful to use r.

Optimal Algorithm

We now show that a direct analytical solution to the base case requires finding the roots

of a degree 6 bivariate multi-modal polynomial. For any candidate point r′, we define two

key values: m(s1, r
′) which is the amount that s1 can send to r located at r′, and m(r′, s2)

which is the amount that r can send to s2 when r is located at r′ taking into account the

energy r loses by moving to r′. It follows that the maximum amount of data s1 can send

to s2 using r as a relay at r′, denoted m(r′), is the minimum of m(s1, r
′) and m(r′, s2).

Optimal positions r∗ have one of the following properties:

(O1) m(s1, r
∗) = m(r∗, s2) or

(O2) ∀r′,m(s1, r
∗) ≥ m(s1, r

′) and m(s1, r
′) < m(r′, s2) or

(O3) ∀r′,m(r∗, s2) ≥ m(r′, s2) and m(s1, r
′) > m(r′, s2)
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Let’s assume condition (O1) holds where r∗ is located at (x, y) and (x1, y1), (xr, yr), and

(x2, y2) are the initial coordinates of nodes s1, r and s2, respectively. Let d(u, v) be the

distance between two nodes u and v. Finding point r∗ is equivalent to solving the following

equation.

m(s1, r
∗) = m(r∗, s2) (4.1)

⇔ e1

a1 + b1d(s1, r∗)2 =
er − krd(r, r∗)
ar + brd(r∗, s2)2 (4.2)

⇔ A(x, y)B(x, y) + C(x, y) = 0 (4.3)

⇒ B(x, y)2A(x, y)2 − C(x, y)2 = 0 (4.4)

where A(x, y) =kr
(
a1 + b1(x− x1)2 + b1(y − y1)2

)
B(x, y) =

√
(x− xr)2 + (y − yr)2

C(x, y) =e1

(
ar + br(x− x2)2 + br(y − y2)2

)
− er

(
a1 + b1(x− x1)2 + b1(y − y1)2

)
.

Because A(x, y) and B(x, y)2 have degree 2, equation (4.4) has degree 6; this equation is

also a nonconvex (multi-modal) polynomial. Thus, solving the base case using analytical

methods is numerically complex.

We present an efficient algorithm that converges on an optimal solution by solving the

special case of the problem in which we are given the direction that r will move. Let α

be any point on the line segment between s1 and s2 including s1 and s2, let posr(α) be

the optimal position for r when it moves towards α, and let M(α) be the resulting amount

of data that can be transmitted from s1 to s2 when r moves to posr(α). We develop an

algorithm that computes posr(α) and M(α) for any α between s1 and s2, and we prove
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that M(α) is unimodal on this range. Thus, we can converge on the global optimum by

performing a golden ratio search for α between s1 and s2.

We now discuss the algorithm for computing posr(α) and M(α). We first consider opti-

mality conditions (O2) and (O3) by finding the unique points r1 and r2 on the line to α that

maximize m(s1, r
′) and m(r′, s2), respectively. Point r1 is returned if m(r1, s2) > m(s1, r1)

as condition (O2) applies. Otherwise, if m(r2, s2) < m(s1, r2), then we return r2 as condition

(O3) applies. Otherwise, it must be the case that condition (O1) applies. When restricting

the movement to a given line (with slope sα), the distance traveled becomes
√

1 + s2
α|x−xr|

and equation (4.2) becomes

e1

a1 + b1(x− x1)2 + b1(y − y1)2 =
er − kr

√
1 + s2

α|x− xr|
ar + br(x− x2)2 + br(y − y2)2

Identifying such points is equivalent to solving a degree 3 polynomial. Thus, there are at

most 3 possible points, all of which can be computed in O(1) time. We return the point

that maximizes the data sent. In summary, we find the optimal position along a given line

by examining at most five well-defined points.

This base case algorithm only converges on the optimal r∗ for energy models with path

loss coefficient 2 or smaller. For other energy models with higher path loss coefficients, we

need to use different techniques to find the optimal relocation point. We do not have efficient

algorithms that do this for arbitrary energy models. We now prove that M(α) is unimodal.

Theorem 1. M(α) is unimodal for α ∈ s1s2.

Proof. We define the function gr(α) to be the value of the maximum message that can be
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Figure 4.3: The highlighted portion of
gr(α) is part of M(α)

Figure 4.4: The highlighted portion of
hb(α) is part of M(α)

Figure 4.5: The set of point R∪B form
a unimodal set

Figure 4.6: Points of f(α) connect
pieces of R and B and form a unimodal
continuous function

Figure 4.7: The function M is unimodal. For interpretation of the references to color in this
and all other figures, the reader is referred to the electronic version of this dissertation.
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transmitted by r when it moves to posr(α) and gb(α) the largest value that s1 can transmit

to posr(α). Similarly, we define posb(α) to be the point along rsα that maximizes the value

that s1 can transmit, we denote this value by the function hb(α). We also associate with

posb(α) the function hr(α), denoting the maximum value that r can transmit to s2 when

it moves to posb(α). Lastly, we define the function f(α) to be the value at the point on

segment rsα such that both s1 and r can transmit the same amount of data to/from (when

there are more than one point with this property, then f(α) denotes the highest value).

We observe that

M(α) = max
{

min{gr(α), gb(α)},

min{hr(α), hb(α)}, f(α)
} (4.5)

We base the proof thatM(α) is unimodal on the following claims (which we prove in appendix

A):

Claim 1. gr(α) is unimodal

Claim 2. hb(α) is decreasing

Claim 3. f(α) is unimodal

Claim 4. gb(α) is continuous

Claim 5. hr(α) is continuous

Since, gr(α) maximizes the message that r can transmit, then

f(α) ≤ gr(α)

hr(α) ≤ gr(α)

(4.6)
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Similarly, from the perspective of s1

f(α) ≤ hb(α)

gb(α) ≤ hb(α)

(4.7)

We consider two cases:

1. gr(α) < gb(α)

2. hb(α) < hr(α)

When the first condition holds, (4.6) and (4.7) imply

hr(α) ≤ gr(α) ≤ gb(α) ≤ hb(α)

M = max
{

min{gr(α), gb(α)},min{hr(α), hb(α)}, f(α)
}

= max
{
gr(α), hr(α), f(α)

}

= gr(α)

So in this case, M(α) = gr(α) as shown in Figure 4.3. Similarly, when the second condition

holds, M(α) = hb(α) as shown in Figure 4.4.

Since gr(α) is unimodal and hb(α) is decreasing, the function min{gr(α), hb(α) is uni-

modal. Let R be the set points of gr(α) ∩M(α) and B the set of points of hb(α) ∩M(α).

Since points of R satisfy the first condition and points of B satisfy the second condition,

then

R ∪B ⊆ min{gr(α), hb(α)}

and hence, R ∪B form a unimodal set (Figure 4.5).
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The remaining points of M(α) are points satisfying M(α) = f(α). We know using claims

4 and 5 that the functions gb(α) and hr(α) are continuous. So the endpoint of each interval

in R and B is also a point on f(α). On the other hand, f(α) forms a unimodal set (by claim

3). Therefore, the function M(α) is continuous and unimodal as Figure 4.6 illustrates.

Load Balancing Heuristic

In this section, we propose a simple heuristic for solving the base case of 1-MMRC. This

heuristic is faster than the optimal algorithm proposed above and achieves comparable data

gathering capacities. This heuristic increases the data gathering capacity of the base case by

balancing the energy consumption loads between the transmitting node s1 and the mobile

relay r proportionally according to their available energy. The main idea is to consider only

points on the line (s1s2) as target positions for r, find an approximate position r′ on (s1s2)

and then refine r′ into the final position r′′. We compute our solution as follows. First, we

set r′ as the midpoint of s1s2. We then compute the amount of energy em, consumed by r

when it moves from its original position to r′. This amount corresponds to an estimate of

the amount of energy consumed when r moves to its final position r′′. We use e′′ = er − em

as an estimate of the amount of energy available at r after it moves to r′′. Finally, we use

e1 and e′′ to compute the position r′′ that maximizes the data gathering capacity of s1, r,

and s2. Let L be the length of the segment (s1s2) and d the distance between s1 and r′′,

the optimal d satisfies:

e1

a1 + b1d2 =
e′′

ar + br(L− d)2 ⇔

(e1br − r′′b1)d2 − 2r1brLd+ e1(ar + brL
2)− e′′a1 = 0 (4.8)
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We solve the quadratic equation (4.8) to obtain the optimal value d and then compute r′′ as

r′′ = s1 +
d

L
(s2 − s1).

4.2.2 The Assignment Problem

Because of our assumption that each transmission link can be helped by at most one relay

node, our objective is to find a matching between mobile relay nodes and transmission links

in the underlying transmission topology. Thus, all of our centralized algorithms employ a

matching or assignment algorithm as a key step. It is possible that some mobile relay nodes

may not be used in the matching, but this is unlikely in practice because the number of relay

nodes will typically be much smaller than the number of static nodes. We also must find the

optimal position of each mobile relay node.

With our optimal base case algorithm, we now know where each relay node r should move

if we know which transmission link r should help; that is, we need to match each mobile relay

with a transmission link such that the application objective is optimized. This is essentially

the assignment problem from combinatorial optimization where we typically have n tasks

and n people, each task needs to be assigned to a single person, and the cost or efficiency

of the i-th person performing the j-th task is given by cij . The goal is to assign people to

tasks in order to maximize efficiency or minimize costs. The assignment problem is often

formalized as a 0-1 integer program where the 0-1 variable xij takes on value 1 if person

i is assigned to task j and 0 otherwise. Fortunately, we can relax this integer program to

a linear program where xij can take on fractional values because the constraint matrix of

the linear program is totally unimodular which means that an integral optimal solution is

guaranteed. The linear programming formulation is the following:
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max
n∑
i=1

n∑
j=1

cijxij

n∑
j=1

xij = 1 (i = 1, 2, . . . , n)

n∑
i=1

xij = 1 (j = 1, 2, . . . , n)

xij ∈ {0, 1}, (i = 1, , . . . , n, j = 1, . . . , n)

The first constraint guarantees that each person is assigned to one task, and the sec-

ond constraint guarantees that each task is assigned to one person. The objective func-

tion attempts to maximize the sum of task efficiencies and can be solved in O(n3) time

[8]. We use this formulation for 1-MMRC in a star. We can create the maximum bottle-

neck assignment problem by changing the objective function from max
∑n
i=1

∑n
j=1 cijxij to

max min1≤j≤n
∑n
i=1 cijxij . This formulation can be solved in O(n2.5) time [8]; we use it for

1-MMRC in a line and for 1-MMRC in a tree with data reduction.

4.2.3 1-MMRC in a Line, Star, and Tree with Data Reduction

Consider an arbitrary 1-MMRC in a line instance. Let r be the number of mobile relay

nodes, k be the number of static nodes on the transmission path, and n = r+ k be the total

number of nodes. Let P = (s1, . . . , sk) be the path of static nodes where s1 is the source

node and sk is the sink node.

The basic idea in transforming this 1-MMRC instance to a maximum bottleneck assign-

ment problem instance is the following. The relay nodes take the place of people. The

transmission links lj = (sj , sj+1) take the role of jobs. To allow for the case where no relay

nodes are used, we add k−1 trivial “people” dj to represent the case when node sj transmits

directly to sj+1 and r trivial jobs outi to represent the case where relay node ri is not used.
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For actual relays and transmission links, we use the base case algorithm in Section 4.2.1 to

compute cij , the size of the largest data chunk that can be transmitted from sj to ri to

sj+1. We can alternatively use the approximation of Section 4.2.1 to obtain a faster close to

optimal value. If relay node ri cannot increase the size of data that sj can transmit, then we

set cij to 0. Let cj be the size of data if the transmission is done directly from sj to sj+1.

The efficiency matrix values would then be:

r1 . . . rr d1 . . . dk−1

l1 c11 . . . cr1 c1 . . . 0
l2 c12 . . . cr2 0 . . . 0

. . . . . . . . .
lk−1 c1k−1 . . . crk−1 0 . . . ck−1

out1 ∞ . . . ∞ ∞ . . . ∞
. . . . . . . . .

outr ∞ . . . ∞ ∞ . . . ∞
More formally,

A(lj , ri) = cij A(outj , ri) =∞
A(lj , dj) = cj A(outj , di) =∞
A(lj , di) = 0 if i 6= j

We use the exact same formulation for 1-MMRC in a Tree with Data Reduction. For

1-MMRC in a Star, we change the objective function to max
∑n
i=1

∑n
j=1 cijxij .

4.2.4 1-MMRC in a Tree without Data Reduction

The assignment based solution we described in Section 4.2.2 can not be applied to this

1-MMRC variant since the LP formulation does not capture the correct bottleneck edge

which is no longer the edge with the smallest capacity; adding more constraints to solve

this issue breaks the unimodularity property of the constraint matrix and subsequently the
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integer program can not be solved using linear programming techniques. Instead, we solve

a decision version of this problem using unweighted bipartite matching algorithms. For the

decision version, we add an input M and the yes/no question is whether or not there exists

an assignment of mobile relay nodes to transmission links such that every source node is able

to send M events to the sink. We then converge on an optimal solution by using standard

doubling and binary search techniques. We make an initial guess M and keep doubling this

guess until it is infeasible. We then do a binary search between the last feasible value and

the first infeasible value. If the initial M was not feasible, we binary search between 0 and

M .

To solve the decision version, we first compute for each node the amount of data that it

needs to send so that every M data units initiating at a source and passing through it can

reach the sink by doing a bottom-up traversal of the tree. For each source, we set its value

to M . For each internal node, we set its value to be the sum of the values of its children. Let

Mi be the value that node si needs to transmit. Second, we eliminate any node that can send

Mi bits without help. Third, we create a bipartite graph Gb as follows. For each remaining

static node si, we create an edge between si and relay node rj if rj can help si reach its

Mi value. Finally, we search for a bipartite matching in Gb. If there is a bipartite matching

such that all nodes in Gb are matched with some relay node, we return yes. Otherwise, we

return no. Bipartite matchings can be found in O(n2.5) time [21].

4.2.5 Distributed Algorithm

Before describing our distributed implementation, we propose three centralized greedy

algorithms that provide insight to the distributed approach; these greedy strategies differ
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procedure staticRun
. Initialize empty priority queue
offers ← ∅;
committed ← false;
repeat

. Listen to mobile nodes in range and collect offers presented
repeat

receive(mobile, type, data);
if type = MOBILE IN RANGE then

send(mobile, META DATA, info);
else if type = OFFER then

offers.add(data);
end if

until timeout

. Process offers and pick best
if offers 6= ∅ then

bestOffer ← offers.dequeue();
send(bestOffer.sender, ACCEPT OFFER);
committed ← true;

end if
while offers 6= ∅ do

offer ← candidates.dequeue();
send(offer.sender, REJECT OFFER);

end while
until committed

end procedure

Figure 4.8: Local algorithm executed by each static node

only in their link priority strategies which determine which link to process first. The three

algorithms proceed as follows. First, for each link l between two static nodes si and sj , we

compute the maximum amount of data c(l) that si can transmit to sj . Second, for each

mobile node r and for each link l, we compute the total amount of data c(r, l) that can

be transmitted from si to r to sj using the optimal algorithm for the base case (section

4.2.1). If si can send more data directly to sj than going through r, we set c(r, l) to zero.

We now choose the link with the highest priority using three different priority schemes:

(1) the highest value c(r, l), (2) the largest improvement c(r, l) − c(l) and (3) the smallest

(bottleneck) direct value c(l). In case of a tie for the third metric, we pick the link with the
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procedure mobileRun
. Initialize empty priority queue
candidates ← ∅;
committed ← false;
repeat

broadcast(MOBILE IN RANGE);

. Collect responses from static nodes in range
repeat

receive(sender, META DATA, sender.info);
. Decision data include: data that can be sent directly,
. through mobile node, position of mobile node, priority

sender.decisionData ← computeAmounts(sender.info)
candidates.add(sender);

until timeout

. Process candidates queue
while candidates 6= ∅ do

candidate ← candidates.dequeue();
send(candidate, OFFER, data(candidate, self));
response ← receive(candidate, responseType);
if responseType = ACCEPT OFFER then

committed ← true;
break;

end if
end while

until committed
moveTo(candidate.optimalPosition);

end procedure

Figure 4.9: Local algorithm executed by each mobile node

highest c(r, l). In all three cases, we match the selected link to the corresponding mobile

relay r and then repeat the greedy selection process until all the mobile nodes are matched

to links or cannot help the remaining links.

We now propose a distributed approach that mimics our greedy algorithms. For MMRC

in a line or tree, we use the bottleneck link priority scheme. For MMRC in a star, we

use the largest improvement link priority scheme. The algorithm begins with each mobile

relay node broadcasting its existence (a MOBILE IN RANGE message) to nodes within its

neighborhood. We define the neighborhood of a mobile node r as the set of nodes that can
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be reached within h hops from r for a given parameter h. Each static node that receives

such a message responds by sending its location, its remaining energy, and the location of its

destination static node (a META DATA message) to each mobile relay node that sends it a

broadcast message. Each mobile relay node r then calculates for each responding static node

s how much that s can transmit now and how much r can improve s’s transmission capacity.

It then sends a message (of type OFFER) to the static relay node with the highest priority

saying how much it can help it and waits for a response from that static node. Each static

node that receives an offer accepts the best offer it receives, sending an acceptance message

to the one relay node it accepts and rejection messages to the other relay nodes. Rejected

relay nodes then send messages to the next node on their priority list. If a static node that

is already committed receives a late offer from a relay node, it automatically rejects the

offer even if that relay node can provide more help. We show the pseudocode for the local

algorithm performed by the static and mobile nodes in Figures 4.8 and 4.9 respectively.

4.3 2-MMRC: Two Relays per Link

The previous algorithms are optimal or close to optimal under the constraint that a single

mobile relay node can help at most a single link. In some cases, the network contains a large

number of mobile relays, or long transmission links. These cases may benefit from further

decomposing the transmission links into multiple smaller links, to exploit the availability of

relay nodes and distribute the energy consumption over several nodes. In this section, we

relax the above constraint and study the benefit of allowing two relays to help a single static

link. We first consider the modified base case when two relay nodes are available in the

proximity of a link. Then we extend our distributed algorithm of Section 4.2.5 to take into
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account two relays joining a link.

Figure 4.10: Using r1 and r2 at r′′1 and r′′2 increases the amount of data that can be trans-
mitted from s1 to s2.

4.3.1 Base Case

We consider the base case of 2-MMRC as shown in Figure 4.10. Similar to the base case

of Section 4.2.1, we would like to find the optimal positions of r1 and r2 such that the amount

of data that can be sent from s1 to s2 through r1 and r2 is maximized. A direct analytical

solution is equivalent to solving the following nonlinear program which is a complex and

challenging task.

Maximize
xr1 ,yr1 ,xr2 ,yr2

m

subject to
e1

a1 + b1
(
(p1 − xr1)2 + (q1 − yr1)2

) ≥ m

er1 − kr1
√

(xr1 − pr1)2 + (yr1 − qr1)2

ar1 + br1

(
(xr1 − xr2)2 + (yr1 − yr2)2

) ≥ m

er2 − kr2
√

(xr2 − pr2)2 + (yr2 − qr2)2

ar2 + br2

(
(xr2 − p2)2 + (yr2 − q2)2

) ≥ m
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We observe that in optimal solutions, the final locations for r1 and r2 are close to the line

connecting s1 and s2 even when the mobility parameter k is high. This is because when two

mobile relays join the transmission line, the corresponding transmission distances are much

smaller than the original direct transmission distance between s1 and s2. Since the energy

consumption due to transmissions is quadratic in the transmission distance, the savings in

transmission energy are high and make up for a relatively long movement for the mobile

nodes.

Consistent with this observation, we extend the load balancing heuristic of 1-MMRC

to solve the base case of 2-MMRC. Again, our new load balancing heuristic only considers

the line (s1s2) for target positions of r1 and r2. This constraint reduces the complexity

of the computation without noticeable loss in the performance as we show in Section 5.6.

The target positions for r1 and r2 are computed as follows. First, we estimate the amount

of energy that r1 and r2 consume to get to their target positions on s1s2 by picking two

estimate destination points on that line, r′1 and r′2 respectively (shown in Figure 4.10). These

points are computed as the evenly spaced points along (s1s2) as follows:

r′1 =
2

3
s1 +

1

3
s2 r′2 =

1

3
s1 +

2

3
s2

Then, we use these positions to estimate the remaining energies e′r1 and e′r2 at r1 and r2

when they relocate to r′1 and r′2. Finally, we compute the final destination positions r′′1 and

r′′2 as the points at which nodes s1, r1 and r2 consume their remaining energy at the same

rate. We solve for the values d1 (distance between s1 and r′′1) and d2 (distance between r′′1
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and r′′2) by finding the values satisfying the following equation:

e1

a1 + b1d
2
1

=
e′r1

ar1 + br1d
2
2

=
e′r2

ar2 + br2(L− d1 − d2)2 (4.9)

where L is the length of the segment s1s2. Equation (4.9) is equivalent to

d2
2 =

e′r1a1 − e1ar1
e1br1

+
e′r1b1
e1br1

d2
1 (4.10)

(L− d1 − d2)2 =
e′r2a1 − e1ar2

e1br2
+
e′r2b1
e1br2

d2
1 (4.11)

(4.10) and (4.11) imply that d1 satisfies

((β2 − β1 − 1)2 − 4β1)d4
1 + (4Lβ1 − 4L+ 4Lβ2)d3

1

+ (−4L2β1 − 4α1 + 2(α2 − α1 − L2)(β2 − β1 − 1) + 4L2)d2
1

+ (4Lα2 + 4Lα1 − 4L3)d1

+ (α2 − α1 − L2)2 − 4L2α1 = 0

(4.12)

which is a quartic polynomial whose roots can be found efficiently using Ferrari’s method

[54] for quartic equations. Once d1 is computed, d2 and consequently r′′1 and r′′2 can be found

in a straightforward manner.

4.3.2 Distributed Algorithm

The transformation into an assignment problem described in Section 4.2.3 does not apply

in this case because it allows for a mobile relay node to be used multiple times, each time

coupled with a different relay. Adding a constraint to the linear program to ensure this does
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not happen breaks the unimodularity property of the linear program and consequently the

guarantee of an integral solution.

Based on the distributed implementation of Section 4.2.5, we propose a greedy algorithm

to match mobile relays to links as follows. The main idea is to consider the critical links

first. Each such link considers the surrounding mobile nodes that did not join the tree, both

individually and in pairs. When r is considered by itself by a link sisj , the optimal position

for the single relay base case (Section 4.2.1) is used to compute the corresponding data

gathering capacity of the subpath
〈
si, r, sj

〉
. Likewise, when two mobile relays r1 and r2

are considered, the solution described in Section 4.3.1 is used to compute the data gathering

capacity of
〈
si, r1, r2, sj

〉
. Node si then picks the relay node or relay pair that results in

the highest priority. We note that we allow two relay nodes to join a single link only if the

expected priority is greater than the highest priority of a single relay for that link by a factor

f . This is to ensure the improvement is significant when two relay nodes are used for one

link. This process is repeated until all the mobile relays are assigned to some link or the

available mobile relays cannot benefit the links by joining the transmission lines.

4.4 Simulation Results

4.4.1 Setup

We evaluated our algorithms using simulations. For a given simulated network, we varied

the number of mobile nodes by 5 between 5 and 30. For the star and tree topologies, we

varied the number of source nodes between 5 and 30 by 5. For each number of source

nodes and number of mobile relay nodes, we generated 20 random networks (120 for the
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line, 720 for the tree and star) consisting of 100 nodes in a 150m by 150m area. To ensure

high quality transmissions based on empirical data using Tmotes [45], we set the maximum

communication distance to 35m. We set the initial battery energy of nodes uniformly at

random between half charged and fully charged. We modeled different platforms and different

settings by having 16 possible choices for node energy consumption parameters (4 values for

a and b and 4 values for k). To build the communication trees between the sources and

sink, we used greedy geographic forwarding in which each node forwards the packet to the

neighbor closest to the sink. We note that our solutions only require the establishment of a

routing topology before mobile relay configuration, and hence can work with other routing

algorithms as well.

For all networks that we generated, we evaluated our optimal algorithm as well as seven

different greedy strategies. Six of our greedy strategies differed in two main ways: point

selection and link priority. We consider two different point selection strategies. The first is

to move the relay node to the midpoint of the two static nodes defining the link that will be

helped; we label such greedy strategies with the suffix -MP. The other option is to compute

the optimal position using our optimal base case algorithm; these strategies are labeled with

the suffix -OPT. We consider the three link priority schemes we described in the distributed

implementation section: the highest value, the largest improvement, and the bottleneck value

with ties broken by largest improvement. The net result is six greedy strategies. We also

consider a seventh greedy algorithm that uses matching to minimize the total travel distance

of all mobile relay nodes. Finally, we evaluated our distributed implementations, one for each

of the three link priority strategies. To model the asynchronicity of our protocol, we vary the

fraction of mobile relay nodes that participate in the protocol at various percentages between
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25% and 100%. We also vary the neighborhood parameter h between 1, 2, 3 and unlimited.

We did not implement existing algorithms because their fundamental assumptions do not

match ours making meaningful comparisons difficult if not impossible.

We also generated a new set of topologies, consisting of 100 base cases to assess our

optimal algorithm and load balancing heuristics for solving the base case. Each network in

this set consists of a single static link and two mobile relays. When assessing the base case

for 1-MMRC, only one of the existing mobile relays (the more beneficial one) is allowed to

join the link whereas in 2-MMRC solutions, both relay nodes are expected to join.

For a network N and an algorithm A, let A(N) be the data gathering capacity of the

resulting network N ′ computed by algorithm A. Let B denote the baseline algorithm that

uses no mobile relay nodes; thus, the resulting network N ′ is the original network of static

nodes. We measure the performance of algorithm A on network N by its improvement ratio

which is A(N)/B(N). When reporting results for an algorithm A, we report the average of

A(N)/B(N) for all N that have the same number of mobile relay nodes. For line topologies,

this will be an average of 20 networks; for tree and star topologies, this will be an average of

120 networks (20 for each of 6 values of the number of source nodes). We also report results

for where we average over all networks for the given application. We now present a summary

of our simulation results for each application.

4.4.2 1-MMRC in a Line

We highlight some of our key results for MMRC in a Line in Figure 4.11. The average

improvement ratio for our optimal algorithm over all 120 networks is 232%, and the improve-

ment ratio increases from 180% to 285% as we increase the number of mobile relay nodes.
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Figure 4.11: Improvement in data gathering capacity of our algorithms in line topologies

The best greedy strategy, Bottleneck-OPT, also has an average improvement ratio of 232%.

As we can see from Figure 4.11, its improvement ratio is very close to that of the optimal

algorithm for all numbers of mobile relay nodes. This implies that we can use a simple greedy

strategy to perform the matching rather than using more sophisticated weighted matching

algorithms. The remaining greedy strategies perform signficantly worse with average im-

provement ratios ranging from 165% to 210%. We also observe the importance of optimal

point selection; the Bottleneck-MP greedy strategy achieves an average improvement ratio

of 175% which is much worse than that of Bottleneck-OPT. In fact, for each link priority

scheme, the midpoint point selection strategy has a significantly lower improvement ratio

than its optimal point selection counterpart.

Our distributed implementation of the Bottleneck-OPT greedy strategy has an average

improvement ratio of 211% when the neighborhood parameter h = 1. This ratio is a bit lower

than both the optimal algorithm and Bottleneck-OPT. There are two possible explanations
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for the slight decrease in performance. The first is that a relay node may not be matched

to the correct link because it cannot reach the source node of the link with its transmission

(e.g. it is farther than 35m away from the source node of the link); the second is that a relay

node may not be matched to the correct link because its offer of help arrives after the source

node of the link has already accepted the help of another relay node. Our results indicate

that the 35m transmission distance limitation is the more important factor, particularly

as the number of relay nodes increases. When h increases to 3, the improvement ratio

increases by 12% to an average of 223%. We also observe that it is enough to set h to

3 to get the maximum improvement for the distributed approach. Moreover, we see little

difference between the distributed implementation with 33% of the relay nodes participating

and 100% of the relay nodes participating for any number of relay nodes; this also holds

for all values between 33% and 100%. We also see that the distributed implementation’s

average improvement ratio approaches that of the optimal algorithm as the number of relay

nodes increases. In this case, each transmission link is likely to receive an offer from a good

if not optimal relay node.

4.4.3 1-MMRC in a Star

We highlight some of our key results for 1-MMRC in a Star in Figure 4.12. The av-

erage improvement ratio for our optimal algorithm over all 720 networks is 155%, and the

improvement ratio increases from 130% to 170% as we increase the number of mobile re-

lay nodes. The best greedy strategy, Improvement-OPT, has an average improvement ratio

of 152% which is nearly identical to the optimal algorithm for all numbers of relay nodes.

The remaining greedy strategies perform significantly worse with improvement ratios ap-
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Figure 4.12: Improvement in data gathering capacity of our algorithms in star topologies

proximately 20% lower. We again observe the importance of optimal point selection; all

the greedy strategies that use optimal point selection have improvement ratios roughly 17%

better than their midpoint point selection counterparts.

Our distributed implementation of the Improvement-OPT greedy strategy has an im-

provement ratio of 133% for h = 1 and 152% for h = 2. We note that setting h to 2 allows

each mobile node to consider all the links in the network and consequently the improvement

ratios are very close to the optimal ratios. We again observe that the main cause of the

performance loss is the 35m transmission distance limit as our distributed algorithms per-

form essentially identically once at least 33% of the relay nodes participate in the protocol.

We again see the distributed implementation’s performance increase significantly with the

number of mobile relay nodes.
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Figure 4.13: Improvement in data gathering capacity of our algorithms in tree topologies
with data reduction at the nodes

4.4.4 Fair 1-MMRC in Trees with Data Reduction

We highlight some of our key results for 1-MMRC in trees with data reduction in Figure

4.13. The average improvement ratio for our optimal algorithm over all 720 networks is 270%,

and the improvement ratio increases from 215% to 300% as the number of mobile relays

increases. The best greedy strategy, Bottleneck-OPT, has an average improvement ratio of

268% which is nearly identical to the optimal algorithm in all cases. The remaining greedy

strategies perform significantly worse with average improvement ratios of at most 240%.

We again observe the importance of optimal point selection; the greedy strategies that use

optimal point selection have improvement ratios roughly 65% higher than their midpoint

point selection counterparts. For Bottleneck-OPT and Bottleneck-MP, the divergence in

performance increases as the number of mobile relays increases.

We now evaluate the performance of our distributed implementation for different values
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Figure 4.14: Improvement in data gathering capacity of our algorithms in tree topologies
without data reduction at the nodes

of h. We obtain improvement ratios of 226%, 242% and 252% for h = 1, 2 and 3 respectively.

We also obtain the same improvement ratios for all h ≥ 3. We again observe that the main

cause of the performance loss is the 35m transmission distance limit since the improvement

ratios increase as h increases. Similar to the previous results, our distributed algorithms

perform essentially identically once at least 33% of the relay nodes participate in the protocol.

We again see the distributed implementation’s performance approaches that of the optimal

algorihtm as the number of mobile nodes increases. We also study how many communication

rounds are required before all the mobile nodes commit to some edge or remove themselves

from consideration. In all cases, the number of rounds grows very slowly with the number of

mobile nodes. On average, only 4 to 6 rounds are needed. Even when the number of relays

was high (≈ 30), the number of rounds never exceeded 8. These results also hold for MMRC

in trees without data reduction.
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4.4.5 Fair 1-MMRC in Trees without data reduction

We highlight some of our key results for 1-MMRC in trees without data reduction in

Figure 4.14. The average improvement ratio for our optimal algorithm over all 720 networks

is 233%, and the improvement ratio increases from 216% to 250% as the number of mobile

relay increases. The best greedy strategy, Bottleneck-OPT, has an average improvement ratio

of 220% and it approaches that of the optimal algorithm as we increase the number of mobile

relay nodes. Improvement-OPT performs almost as well as Bottleneck-OPT, particularly for

many mobile relay nodes. The remaining greedy strategies perform significantly worse with

improvement ratios of at most 175%. We again observe the importance of optimal point

selection; the greedy strategies that use optimal point selection have improvement ratios

roughly 40% higher than their midpoint point selection counterparts. For Bottleneck-OPT

and Bottleneck-MP, the divergence in performance increases as the number of mobile nodes

increases.

Our distributed implementation based on Bottleneck-OPT again performs well with av-

erage improvement ratios of 200% and 208% for h = 1 and 2 respectively. We note that it is

enough to set h to 2 to get similar improvement ratios as the unlimited neighborhood case.

When h ≥ 2, the improvement ratios obtained are within 5% from Bottleneck-OPT when

the number of mobile nodes exceeds 5. We also show that the average number of messages

generated per mobile relay node grows slowly and linearly with number of mobile nodes.

For example, when a static node receives offers from 33% of the mobile relay nodes in its

neighborhood, the average number of messages sent by each relay node is only 2.1. Even

with large number of mobiles nodes (30) and high communication ratio (100%), the number
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of messages generated by each mobile node is only 4.

Finally, in our simulations for all four applications, the approach that matches mobile

relays based on minimizing the total distance traveled produces noticeably inferior results

to the optimal approach and, in most cases, the other greedy approaches. This shows that

optimizing only to minimize movement without regard to transmission is not helpful. In

particular, it is helpful to spend a little more energy on movement if this will significantly

decrease energy consumed by transmissions.

4.4.6 Two Relays Per Link

We now evaluate the benefit of allowing two relay nodes to join a link. We first compare

our base case algorithms for 1-MMRC and 2-MMRC. Then, we compare our distributed

algorithms for general topologies.

Base Case

To evaluate our algorithms for the base case, we ran the following simulations on the

set of base cases we generated. For each base case topology, we computed the optimal data

gathering capacity using our optimal algorithm for 1-MMRC and exhaustive search for 2-

MMRC and using our load balancing heuristics for both variants. The average improvement

ratios are shown in Table 4.1.

Table 4.1: Average Improvement Ratios for Base Case Problems
Optimal Im-
provement Ratio

Heuristic Im-
provement Ratio

Heuristic Ratio
/ Optimal Ratio

Single Relay 460.7% 460.5% 99.3%
Double Relay 591.2% 585.6% 98.9%

We observe that in both 1-MMRC and 2-MMRC base cases, our approximation algo-
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rithms result in solutions very close to optimal, within 99% for both cases. However, in

2-MMRC base cases, the improvement in data gathering capacity is larger, reaching an av-

erage of 591% compared to 460% in 1-MMRC base cases. So, when considering base case

topologies, 2-MMRC outperforms 1-MMRC.

Fair 2-MMRC in Trees with Data Reduction

We now evaluate the performance of 2-MMRC in general topologies. For this purpose,

we compare the total data gathering capacity achieved by 1-MMRC and 2-MMRC in tree

topologies with data reduction. For 1-MMRC, we set h to 3. For 2-MMRC, we varied h

between 1 and 3 and set the improvement threshold f to 1.25. We highlight the results in

Figure 4.15. We make the following observations. First, consistent with the previous results,

the performance increases as h increases from 1 to 3. We note that it is enough to set h to

3 to get very close performance to the unrestricted case where each mobile relay considers

the whole network. Second, for h = 3, 2-MMRC slightly outperforms 1-MMRC with the

difference being at most 4% which is much less than the divergence observed for base cases.

This is because when the number of mobile nodes in the network is limited, using at most

one relay node per links allows more links in the network to be helped and consequently

more bottlenecks to be improved. In 2-MMRC solutions, only a small number of relay nodes

are used in pairs (≤ 3 pairs), most links are helped by a single relay node. This is due to two

factors: the parameter f and the geographic distribution of mobile nodes. Aside from a few

cases, most relay nodes are scattered in the network and are not close enough to each other

to collectively increase the data gathering capacity of a link. We note that we get similar

results for topologies without data compression at the nodes. We conclude that it is more
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Figure 4.15: Improvement in data gathering capacity of the distributed implementations for
1-MMRC and 2-MMRC for trees with data reduction

beneficial and efficient to compute the data gathering capacity using the 1-MMRC variant

of MMRC.

4.5 Summary

In this chapter, we study a new problem, MMRC, maximizing the data gathering capacity

of hybrid wireless sensor networks consisting of both mobile and static nodes. Our solutions

consist of inserting the mobile nodes along the transmission lines to improve the capacity of

weak links. We presented optimal solutions to four variants of MMRC when a single relay

is allowed per link, and approximate solutions when two relay nodes are allowed per link.

Unlike most previous work that exploits controlled mobility, we consider both the energy

consumed during the transmission process as well as the energy consumed by mechanical

locomotion. In most variants, our optimal algorithm improved system lifetime by a factor of 2
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or more. For the star topology, it increased system lifetime by a factor of 1.5. Our distributed

protocols were almost as effective at improving data gathering capacity, particularly as the

number of mobile relay nodes increases. Our simulations also showed that these protocols

quickly converge on a final solution with little messaging overhead. Moreover, we show using

simulations, that although using multiple relay nodes on a single link significantly improves

the data gathering capacity of that link, it is better to use each relay node by itself on a

single link to increase the number of links that can be helped and achieve a globally higher

data gather capacity.
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CHAPTER 5

Total Energy Minimization Using

Mobile Nodes

In the previous scheme, the network contained a small number of mobile nodes relative

to the network size. In some scenarios, the number of mobile nodes is relatively large and

our previous solutions may not fully exploit this fact. In this chapter, we consider data-

intensive networks that consist entirely of mobile nodes. We exploit the mobility of all

the nodes in such networks to efficiently use the available energy. We consider the total

energy used in the network as an indirect measure for the network lifetime. Specifically,

we integrate the energy consumption due to both mobility and wireless transmissions into

a holistic optimization framework and consider the problem of minimizing the total energy

consumption of all participating nodes. We propose an approach in which mobile nodes join

the transmission routes then all participating nodes collectively move closer to each other

while maintaining connectivity. We show that our algorithms significantly reduce the energy

consumption and in particular converge to the optimal configuration when the routing tree
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is given.

5.1 Problem Definition

5.1.1 An Illustrative Example

Before formally defining the problem of total energy minimization, we first describe the

main idea of our approach using a simple example. Suppose we have three nodes s1, s2, s3

located at positions x1, x2, x3, respectively (Fig. 5.1), such that s2 is a mobile relay node.

The objective is to minimize the total energy consumption due to both movement and

transmissions. Data storage node s1 needs to transmit a data chunk to sink s3 through relay

node s2. One solution is to have s1 transmit the data from x1 to node s2 at position x2 and

node s2 relays it to sink s3 at position x3; that is, node s2 does not move. Another solution,

which takes advantage of s2’s mobility, is to move s2 to the midpoint of the segment x1x3,

which is suggested in [17]. This will reduce the transmission energy by reducing the distances

separating the nodes. However, moving relay node s2 also consumes energy. We assume the

following parameters for the energy models: k = 2, a = 0.6× 10−7, b = 4× 10−10.

Figure 5.1: Reduction in energy consumption due to mobile relay. As the data chunk size
increases, the optimal position converges to the midpoint of s1s3.

In this example, for a given data chunk mi, the optimal solution is to move s2 to xi2 (a
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position that we can compute precisely). This will minimize the total energy consumption

due to both transmission and mobility. For small messages, s2 moves very little if at all. As

the size of the data increases, relay node s2 moves closer to the midpoint. In this example,

it is beneficial to move when the message size exceeds 4 MB. We illustrate in Table 5.1

the energy savings achieved using our optimal approach and the other two approaches for

the relevant range of data sizes. For large enough data chunks (≈ 13 MB), one relay node

can reduce total energy consumption by 10% compared to the other two approaches. As

the data chunk size increases further, the energy savings decrease, and the optimal position

converges to the midpoint when the data size exceeds 43 MB. In general, the reduction in

energy consumption is higher when there are multiple mobile relay nodes.

Table 5.1: Energy consumption comparison
Data Size Costs at Costs at Costs at Reduction

(MB) Original Pos. Midpoints Optimal Pos.
5.00 42.78 70.71 42.04 1.73%
11.00 94.12 101.93 88.39 6.09%
12.00 102.68 107.13 94.71 7.75%
13.00 111.23 112.33 100.87 9.32%
14.00 119.79 117.53 106.89 9.06%
15.00 128.35 122.74 112.80 8.09%
16.00 136.90 127.94 118.62 7.28%
17.00 145.46 133.14 124.37 6.58%
18.00 154.01 138.34 130.06 5.98%
40.00 342.26 252.77 247.58 2.05%

The above example illustrates two interesting results. The optimal position of a mobile

relay is not the midpoint between the source and sink when both mobility and transmissions

costs are taken into consideration. This is in contrast to the conclusion of several previous

studies [17, 62] which only account for transmission costs. Second, the optimal position of a

mobile relay depends on not only the network topology (e.g., the initial positions of nodes)

but also the amount of data to be transmitted. Moreover, as the data chunk size increases,
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the optimal position converges to the midpoint of s1 and s3. These results are particularly

important for minimizing the energy cost of data-intensive WSNs as the traffic load of such

networks varies significantly with the sampling rates of nodes and network density.

5.1.2 Problem Formulation

In our definitions, we assume that all movements are completed before any transmissions

begin. We also assume there are no obstacles that affect mobility or transmissions. In this

case, as we show in Section 5.2.2, the distance moved by a mobile relay is no more than the

distance between its starting position and its corresponding position in the evenly spaced

configuration which often leads to a short delay in mobile relay relocation. We focus on the

case where all nodes are in a 2-dimensional plane <2, but the results apply to <3 and other

metric spaces.

Our problem can be described as follows. Given a network containing one or more static

source nodes that store data gathered by other nodes, a number of mobile relay nodes and

a static sink, we want to find a directed routing tree from the sources to the sink as well as

the optimal positions of the mobile nodes in the tree in order to minimize the total energy

consumed by transmitting data from the source(s) to the sink and the energy consumed by

relocating the mobile relays. The source nodes in our problem formulation serve as storage

points which cache the data gathered by other nodes and periodically transmit to the sink, in

response to user queries. Such a network architecture is consistent with the design of storage-

centric sensor networks [42]. Our problem formulation also considers the initial positions of

nodes and the amount of data that needs to be transmitted from each storage node to the

sink. The formal definition of the problem is given below.
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Definition 1. (Optimal Mobile Relay Configuration):

Input Instance: S, a list of n nodes (s1, . . . , sn) in the network; O, a list of n locations

(o1, . . . , on) where oi is the initial position of node si for 1 ≤ i ≤ n; Ssources, a subset of

S representing the source nodes; r, a node in S, representing the single sink; Msources =

{Mi | si ∈ Ssources}, a set of data chunk sizes for all sources in Ssources;

We define mi, which we compute later, to be the weight of node si which is equal to the

total number of bits to be transmitted by node si. We define a configuration 〈E,U〉 as a

pair of two sets: E, a set of directed arcs (si, sj) that represent the directed tree in which all

sources are leaves and the sink is the root and U , a list of locations (u1, . . . , un) where ui is

the transmission position for node si for 1 ≤ i ≤ n. The cost of a configuration 〈E,U〉 is

given by:

c(〈E,U〉) =
∑

(si,sj)∈E
ami + b‖ui − uj‖2mi + k‖oi − ui‖

Output: 〈E,U〉, an optimal configuration that minimizes the cost c(〈E,U〉).

5.2 Centralized Solution

5.2.1 Energy Optimization Framework

The Optimal Mobile Relay Configuration (OMRC) problem is challenging because of the

dependence of the solution on multiple factors such as the routing tree topology and the

amount of data transferred through each link. For example, when transferring little data,

the optimal configuration is to use only some relay nodes at their original positions. As

the amount of data transferred increases, three changes occur: the topology may change by

adding new relay nodes, the topology may change by changing which edges are used, and
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Figure 5.2: Optimal routing tree for
0 ≤ m ≤ 15MB.

Figure 5.3: Optimal configuration for
15MB≤ m ≤ 25MB: same topology
but nodes relocate.

Figure 5.4: Optimal configuration for
25MB≤ m ≤ 60 MB. A new topology
is used.

Figure 5.5: Optimal configuration for
100MB≤ m ≤ 150MB: a new topology
with more nodes.

Figure 5.6: Example of optimal configurations as a function of amount of data to be trans-
ferred. In each part, source nodes s1 and s2 must send m bits of data to the sink r. We
consider m up to 150MB.
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the relay nodes may move closer together. In many cases, we may have restrictions such as

no mobility for certain relay nodes or we must use a fixed routing tree. These constraints

affect the optimal configuration.

We illustrate how the optimal configuration depends on the amount of data to transfer

using the example from Fig. 5.2. When there is very little data to transfer, the optimal

routing tree Ta depicted in Fig. 5.2 uses only some of the relay nodes in their original

positions. When the amount of data to transfer from s1 and s2 increases to 15 MB, the relay

nodes in tree Ta move to their corresponding positions in tree Tb of Fig. 5.3 but the topology

does not change. When the amount of data to transfer from s1 and s2 is between 25 and 60

MB, the optimal routing tree has a different topology as shown in Fig. 5.4. For even larger

messages, new trees with even more nodes included are optimal. For example, when the

amount of data to be transferred is between 100 and 150 MB, the optimal tree is depicted

in Fig. 5.5. No existing tree construction strategy handles all these cases. For example, the

minimum spanning tree that includes all network nodes has two fundamental problems. It

will typically include unneeded nodes, and it typically creates non-optimal topologies as it

focuses only on the current location of nodes as opposed to where nodes may move to.

We now present a centralized approach to solve OMRC that breaks the problem into three

distinct steps: initial tree construction, node insertions, and tree optimization. For each step,

we present an algorithm to solve the corresponding subproblem. Our algorithm for initial

tree construction is optimal for the static environment where nodes cannot move. However,

we can effectively apply the later algorithms if we must start with a different topology.

Our greedy heuristic for improving the routing tree topology by adding nodes exploits the

mobility of the newly added nodes. Our tree optimization algorithm improves the routing
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tree by relocating its nodes without changing its topology. This iterative algorithm converges

on the optimal position for each node given the constraint that the routing tree topology is

fixed. Our node insertion and tree optimization algorithms use the LocalPos algorithm we

propose in Fig. 5.7 that optimally solves the simplest case (see Section 5.2.2) of the mobile

relay configuration problem where there is a single source, a single sink, and a single relay

node. Our approach is not guaranteed to produce an optimal configuration because we do

not necessarily find the optimal topology, but our simulation results show that it performs

well.

5.2.2 Base Case

Before presenting our algorithm for OMRC, we revisit the example of Section 5.1.1 as it

represents the simplest possible base case of the problem in which the network consists of

one source si−1, one mobile relay node si and one sink si+1. In this section, we calculate

the optimal position for the relay node. We use the following notation. In <2, let the

original position of a node sj be oj = (pj , qj), and let uj = (xj , yj) its final position in

configuration U . According to our energy models, the total transmission and movement

energy cost incurred by the mobile relay node si is

ci(U) = k‖ui − oi‖+ am+ b‖ui+1 − ui‖2m

We also define

Ci(U) = ci(U) + am+ b‖ui − ui−1‖2m
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This corresponds to the transmission cost of node si−1 plus the total cost of node si, which

is the total cost of the final configuration in this example. We need to compute a position ui

for si that minimizes Ci(U) assuming that ui−1 = oi−1 and ui+1 = oi+1; that is, node si’s

neighbors remain at the same positions in the final configuration U . We calculate position

ui = (xi, yi) for node si by finding the values for xi and yi where the partial derivatives of

the cost function Ci(U) with respect to xi and yi become zero. Position ui will be toward

the midpoint of positions ui−1 and ui+1. The partial derivatives
δCi(U)

δxi
,
δCi(U)

δyi
at xi and

yi, respectively are defined as follows.

δCi(U)

δxi
=− 2bm(xi+1 − xi) + 2bm(xi − xi−1)

+ k
(xi − pi)√

(xi − pi)2 + (yi − qi)2

δCi(U)

δyi
=− 2bm(yi+1 − yi) + 2bm(yi − yi−1)

+ k
(yi − qi)√

(xi − pi)2 + (yi − qi)2

Setting
δCi(U)

δxi
= 0,

δCi(U)

δyi
= 0, we get the following two cases. Suppose si needs to

move left. This means pi is to the right of the midpoint of nodes si−1 and si+1. Let

Yi =
k

4bm

1√√√√1 +
(yi−1 + yi+1 − 2qi)

2

(xi−1 + xi+1 − 2pi)2

. The optimal position is then xi =
1

2
(xi−1+xi+1)+Yi.

If si needs to move right, then pi is to the left of the midpoint of nodes si−1 and si+1. The

optimal position is then xi =
1

2
(xi−1 + xi+1) − Yi. The corresponding yi in both cases is

(xi−1 + xi+1 − 2pi)

(yi−1 + yi+1 − 2qi)
(xi − pi) + qi.

We note that in some cases it might not be beneficial to move, so the optimal position
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for the relay node is its original position. The algorithm to compute the optimal position of

a relay node given its neighbors is shown in Fig. 5.7.

function localPos(oi, ui, ui−1, ui+1)
. Consider case si moves right
valid← FALSE;
xi ← 1

2(xi−1 + xi+1)− Yi;
if xi > pi then

valid← TRUE;
else

. Consider case si moves left
xi ← 1

2(xi−1 + xi+1) + Yi
if xi < pi then

valid← TRUE;
end if

end if
. Record if new position is different from previous one
if valid then

yi ← (xi−1+xi+1−2pi)
(yi−1+yi+1−2qi) (xi − pi) + qi;

u′i = (xi, yi);

if ‖u′i − ui‖ > threshold then
return (u′i,TRUE);

end if
end if
. not beneficial to move, stay at original position
return (oi,FALSE);

end function

Figure 5.7: Algorithm to compute the optimal position of a relay node that receives data
from a single node and transmits the data to a single node.

5.2.3 Static Tree Construction

Different applications may apply different constraints on the routing tree. When only

optimizing energy consumption, a shortest path strategy (as discussed below) yields an

optimal routing tree given no mobility of nodes. However, in some applications, we do not

have the freedom of selecting the routes. Instead, they are predetermined according to some

other factors (such as delay, capacity, etc). In other less stringent cases, we may be able to
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update the given routes provided we keep the main structure of the tree. Depending on the

route constraints dictated by the application, we start our solution at different phases of the

algorithm. In the unrestricted case, we start at the first step of constructing the tree. When

the given tree must be loosely preserved, we start with the relay insertion step. Finally, with

fixed routes, we apply directly our tree optimization algorithm. Our simulations (Section

5.6) show that our approach outperforms existing approaches for all these cases.

We construct the tree for our starting configuration using a shortest path strategy. We

first define a weight function w specific to our communication energy model. For each pair of

nodes si and sj in the network, we define the weight of edge sisj as: w(si, sj) = a+b‖oi−oj‖2

where oi and oj are the original positions of nodes si and sj and a and b are the energy

parameters discussed in Section 3. We observe that using this weight function, the optimal

tree in a static environment coincides with the shortest path tree rooted at the sink. So

we apply Dijkstra’s shortest path algorithm starting at the sink to all the source nodes to

obtain our initial topology.

5.2.4 Node Insertion

We improve the routing tree by greedily adding nodes to the routing tree exploiting the

mobility of the inserted nodes. For each node sout that is not in the tree and each tree edge

sisj , we compute the reduction (or increase) in the total cost along with the optimal position

of sout if sout joins the tree such that data is routed from si to sout to sj instead of directly

from si to sj using the LocalPos algorithm described in Fig. 5.7. We repeatedly insert the

outside node with the highest reduction value modifying the topology to include the selected

node at its optimal position, though the node will not actually move until the completion
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of the tree optimization phase. After each node insertion occurs, we compute the reduction

in total cost and optimal position for each remaining outside node for the two newly added

edges (and remove this information for the edge that no longer exists in the tree). At the

end of this step, the topology of the routing tree is fixed and its mobile nodes can start the

tree optimization phase to relocate to their optimal positions.

5.3 Tree Optimization

In this section, we consider the subproblem of finding the optimal positions of relay nodes

for a routing tree given that the topology is fixed. We assume the topology is a directed

tree in which the leaves are sources and the root is the sink. We also assume that separate

messages cannot be compressed or merged; that is, if two distinct messages of lengths m1

and m2 use the same link (si, sj) on the path from a source to a sink, the total number of

bits that must traverse link (si, sj) is m1 +m2.

First, we extend the base case solution of Section 5.2.2 to handle multiple flows passing

through a mobile relay node. Then, we propose an iterative algorithm that uses the solution

for this base case to compute the new positions of the relay nodes in the routing tree. We

also show that this algorithm converges to the optimal solution for the given tree given the

topology is fixed.

5.3.1 Extended Base Case

Before we describe our optimal algorithm for this problem, we extend the solution to

the base case presented in Section 5.2.2 to the more general multiple flow traffic pattern.

The network now consists of multiple sources, one relay node and one sink such that data is
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transmitted from each source to the relay node and then to the sink. We modify our solution

as follows. Let si be the mobile relay node, S(si) the set of source nodes transmitting to si

and sdi the sink collecting nodes from si. The cost incurred by si in this configuration U is:

ci(U) = k‖ui − oi‖+ ami + bmi‖ud − ui‖2

where mi is the total amount of data that si transmits to sdi . Similar to the single source

base case, we define

Ci(U) = ci(U) +
∑

sl∈S(si)

aml + b‖ui − ul‖2ml

This corresponds to the transmission cost of all nodes sl that send messages to node si plus

the total cost of node si. In this case, this also corresponds to the total cost of configuration

U which we wish to minimize. First, we compute mi as
∑

sl∈S(si)

ml. We then follow the

same routine of computing the points at which both partial derivatives
δCi(U)

δxi
and

δCi(U)

δyi

become zero. We obtain the following positions:

xi = pi +
−Bx(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

yi = qi +
−By(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y
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where

A = mi +
∑

sl∈S(si)

ml

Bx = mixd +
∑

sl∈S(si)

mlxl + Api

By = miyd +
∑

sl∈S(si)

mlyl + Aqi

The details of the derivation are provided in proof of Theorem 4 of appendix A. We note

that these values correspond to two candidate points moving in each direction (left/right).

The optimal position is the valid value yielding the minimum cost.

5.3.2 Optimization Algorithm

We propose a simple iterative approach to compute the optimal position ui for each node

si. We define the following notations. Let u
j
i = (x

j
i , y

j
i ) be the position of node si after the

jth iteration of our algorithm for j ≥ 0 and U j = (u
j
1, . . . , u

j
n) the computed configuration

of nodes s1 through sn after j iterations. We define u0
i = oi. Note that the mobile relay

nodes do not move until the final positions are computed.

Our algorithm starts by an odd/even labeling step followed by a weighting step. To obtain

consistent labels for nodes, we start the labeling process from the root using a breadth first

traversal of the tree. The root gets labeled as even. Each of its children gets labeled as

odd. Each subsequent child is then given the opposite label of its parent. We define mi,

the weight of a node si, to be the sum of message lengths over all paths passing through si.

This computation starts from the sources or leaves of our routing tree. Initially, we know
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mi = Mi for each source leaf node si. For each intermediate node si, we compute its weight

as the sum of the weights of its children.

procedure OptimalPositions(U0)
converged ← false;
j ← 0;
repeat

anymove ← false;
j ← j + 1;
. Start an even iteration followed by an odd iteration
for idx = 2 to 3 do

for i = idx to n by 2 do
(uji ,moved)← localPos(oi, S(si), s

d
i );

anymove ← anymove OR moved
end for

end for
converged ← NOT anymove

until converged
end procedure

Figure 5.8: Centralized algorithm to compute the optimal positions in a given tree

Once each node gets a weight and a label, we start our iterative scheme. In odd iterations

j, the algorithm computes a position u
j
i for each odd-labeled node si that minimizes Ci(U

j)

assuming that u
j
i−1 = u

j−1
i−1 and u

j
i+1 = u

j−1
i+1 ; that is, node si’s even numbered neighboring

nodes remain in place in configuration U j . In even-numbered iterations, the controller does

the same for even-labeled nodes. The algorithm behaves this way because the optimization of

u
j
i requires a fixed location for the child nodes and the parent of si. By alternating between

optimizing for odd and even labeled nodes, the algorithm guarantees that the node si is

always making progress towards the optimal position ui. Our iterative algorithm is shown

in Fig. 5.8

Fig. 5.9 shows an example of an optimal configuration for a simple tree with one source

node. Nodes start at configuration U0. In the first iteration, odd nodes (s3 and s5) moved to

their new positions (u1
3, u

1
5) computed based on the current location of their (even) neighbors
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Figure 5.9: Convergence of iterative approach to the optimal solution. Each line shows
the configuration obtained after 2 iterations. The optimal configuration is reached after 6
iterations.

(u0
2, u

0
4, u

0
6). In the second iteration, only even nodes (s2 and s4) moved to their new positions

(u2
2, u

2
4) computed based on the current location of their (odd) neighbors (u1

1, u
1
3, u

1
5). Since

s3 and s5 did not move, their position at the end of this iteration remains the same, so

u1
3 = u2

3 and u1
5 = u2

5. In this example, nodes did two more sets of iterations, and finally

converged to the optimal solution shown by configuration U6.

Even though configurations change with every iteration, nodes only move after the final

positions have been computed. So each node follows a straight line to its final destination.

As the data size increases, nodes in the optimal configuration get more evenly spaced. In

fact, in any given configuration, the maximum distance traveled by a node is bounded by the

distance between its starting position and its final position in the evenly spaced configuration.

The above example shows another property of our algorithm. When a node si moves

and its neighbors (si−1 and si+1) remain in place, it moves in the direction of the midpoint

of si−1si+1. This results in a reduction in the length of one of the transmission links. The

other may increase in length but will never exceed the new length of the first link. This
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remains valid for multiple children case. So in any configuration U i+1, the length of the

largest link is at most the length of the largest link in the previous configuration U i. So if

we start with a route along good quality links, this quality will be preserved in the optimal

configuration (and throughout intermediate configurations).

5.4 Efficiency and Optimality

We first consider efficiency. Our initial tree construction algorithm is essentially a single

source shortest path algorithm. Using Dijkstra’s algorithm, the time complexity is O(n2)

where n is the number of nodes. Our second algorithm needs to compute the reduction in cost

for each pair of node and tree edge, so the time complexity is O(n2). Our tree optimization

algorithm runs until the change in position for each node falls below a predefined threshold.

The value of this threshold represents a tradeoff between precision and cost. As the threshold

decreases, more iterations are needed for convergence. Upon termination, no node can move

by itself to improve the overall cost (within the threshold bound). We have not completed

a rate of convergence analysis for this algorithm. However, in our simulations, we reach

our error threshold within 8 to 10 iterations. Since each iteration involves only half the

nodes and each computation of u
j
i can be performed in constant time, the time complexity

of our algorithm is O(λn), where λ is the number of iterations to reach convergence. Given

that λ ≤ 10 in our simulations, our observed time complexity is O(n). The resulting time

complexity for the full approach is O(n2).

With respect to optimality, our resulting configuration is not necessarily optimal because

we do not necessarily find the optimal topology. However, two of our algorithms, the initial

tree construction algorithm and the tree optimization algorithm, are optimal for their re-
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spective subproblems. That is, our initial tree construction algorithm is optimal in a static

environment where nodes cannot move so that only the original positions of the nodes are

considered. Likewise, for our tree optimization algorithm, we prove that the final configu-

ration where no node can move by itself to improve the overall cost (within the threshold

bound) is globally optimal; that is, no simultaneous relocation of multiple nodes can improve

the overall cost. We present the proof of optimality in Theorem 5 of appendix A. The key

intuition is that for a configuration in which no relay node can move and improve the cost

by itself, the directional derivative [7] in any direction at that configuration is positive; this

is a sufficient condition for the optimality of that configuration because the cost function is

convex.

5.5 Distributed Algorithms

Our solutions to the three subproblems assume a centralized scheme in which one node

has full knowledge of the network including which nodes are on the transmission paths to each

source, the original physical position oi of each node si, and the total message length m to be

sent from each source. Whereas the centralized algorithm computes the optimal static tree

and the optimal position of each node in the restructured tree, it incurs prohibitively high

overhead in large-scale networks. We now present a distributed and decentralized version of

each of our algorithms.

We modify the first phase, the tree construction phase, to use a fully distributed routing

algorithm. We pick greedy geographic routing since it does not require global knowledge of

the network although any algorithm with such property can be used.

After a routing tree is constructed, the tree restructuring phase begins. Network nodes
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outside the tree broadcast their availability (as NODE IN RANGE message) to tree nodes

within their communication range and wait for responses for a period of time Tw. Similarly,

tree nodes enter a listening phase Tu. During that period, tree nodes receive messages of

different types (NODE IN RANGE, OFFER, . . .). Each tree node that receives one or more

NODE IN RANGE message responds to the sender by giving it its location information and

its parent’s location information. Each non-tree node so that receives location information

from a tree node si during Tw computes the reduction in cost if it joins the tree as parent

of si and adds si to a list of candidates. At the end of Tw, the non-tree node selects from

the candidate list the node that results in the largest reduction and sends it an offer. It

also sends the tree node with the second largest reduction a POTENTIAL OFFER message.

At the end of Tu, each tree node vt that collected one or more offers and potential offers

operates as follows. If vt’s best potential offer exceeds its best offer by a certain threshold B

and vt has not already waited R rounds, vt waits rather than accepting its best offer in the

hopes that its best potential offer will become an actual offer in another round. By waiting,

it sends everyone a REJECT OFFER, restarts the listening phase, and records that it has

waited another round. Otherwise, vt accepts its best offer by responding to its sender p

with an ACCEPT OFFER message and to the remaining nodes with a REJECT OFFER

message. It then updates its parent in the tree to p, resets Tu and starts the listening phase

again.

A non-tree node p that receives an ACCEPT OFFER message moves to the corresponding

local optimal location and joins the tree. It becomes a tree node and enters the listening

phase. On the other hand, if p does not receive an ACCEPT OFFER, p repeats the process

by broadcasting its availability again and resetting Tw. We note that values in p’s candidate
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procedure treeRun
. Phase I: Run routing algorithm to discover parent and children
(parent, children) ← DistributedRouting;
. Phase II: Start tree restructuring phase
offers ← ∅; potentialoffers ← ∅; wait ← 0;
repeat

. Listen to incoming offers or changes in structure
repeat

receive(sender, type, data);
if type = MOBILE IN RANGE then

send(sender, META DATA, info);
else if type = OFFER then

offers.add(data);
else if type = POTENTIAL OFFER then

potentialloffers.add(data);
else if type = UPDATE STRUCTURE then

children.add(data.newchild);
children.remove(data.oldchild);

end if
until timeout
. Process offers and pick best
if offers 6= ∅ then

bestOffer ← offers.dequeue();
bestPotentialOffer ← potentialoffers.dequeue();
if bestPotentialOffer > bestOffer*B and wait < R then

send(bestOffer.sender, REJECT OFFER);
wait++;

else
send(bestOffer.sender, ACCEPT OFFER);
parent ← bestOffer.sender;

end if
end if
while offers 6= ∅ do

offer ← candidates.dequeue();
send(offer.sender, REJECT OFFER);

end while
until timeout
. Phase III: Iterate moving to optimal local positions
converged ← false;
while not converged do

(u, converged) ← LocalPos(o, parent, children);
. Exchange location info with parent and children
send(parent, NEW LOCATION, u);
for all child ∈ children do

send(child, NEW LOCATION, u);
end for
receive(parent, NEW LOCATION, parent.u);
for all child ∈ children do

receive(child, NEW LOCATION, child.u);
end for

end while
end procedure

Figure 5.10: Local algorithm executed by tree nodes
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list cannot be reused to extend offers to old tree nodes since those tree nodes could have

a new parent at this point in time. When the second phase ends, any remaining non-tree

nodes stop processing whereas tree nodes enter the tree optimization phase. Fig. 5.10 shows

the algorithm executed by each tree node.

Giving tree nodes the ability to wait before accepting an offer increases the chances of

using mobile relay nodes to their full potential. For example, consider a scenario where

several mobile relay nodes can greatly improve the capacities of several tree links but are all

closest to one specific link. They will all send offers to the same tree node while the rest of

the tree nodes in their proximity will receive modest offers from more distant mobile nodes.

If the tree nodes cannot wait, they will be forced to accept a modest offer and the mobile

nodes will either remain unused or they will help more distant tree nodes where their impact

is reduced since they use up more energy to get to their new location.

The centralized tree optimization algorithm can be transformed into a distributed al-

gorithm in a natural way. The key observation is that computing each u
j
i for node si only

depends on the current position of si’s neighbors in the tree (children and parent), nodes that

si normally communicates with for data transfers. Thus, si can perform this computation.

The distributed implementation proceeds as follows. First, there is a setup process where

the sender s1 sends a discover message that ends with the receiver sn; the two purposes of

this message are (1) to assign a label of odd or even to each node si and (2) for each node

si to learn the current positions of its neighbors. A node si sends its current position to

node sj when acknowledging receipt of the discover message. Second, there is a distributed

process by which the nodes compute their transmission positions. We make each iteration

of the basic algorithm a “round”, though there does not need to be explicit synchronization.
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In odd rounds, each odd node computes its locally optimal position and transmits this new

position to its neighbors. In even rounds, each even node does the same. A node begins

its next round when it receives updated positions from all its neighbors. The final step is

to have the nodes move to their computed transmission positions, send messages to their

neighbors saying they are in position, and finally perform the transmission. To ensure the

second process does not take too long, we limit the number of rounds to 8; that is, each

node computes an updated position four times. Simulation results show that this is enough

to obtain costs close to optimal (see Section 5.6).

5.6 Simulations

5.6.1 Setup

We carried out simulations on 100 randomly generated initial topologies, each of which

has 100 nodes placed uniformly at random within a 150m by 150m area. We used these

initial topologies to generate two subsequent sets of complete topologies with established

sources and sink. We used the first set to study the effectiveness of our algorithms as the

amount of data transferred to the sink varies and the second set to study the effectiveness

of our algorithms for different numbers of sources. In the first set, we selected sources and

sinks uniformly at random from these 100 nodes. We varied the number of sources from 4 to

12, by increments of 2, and used each number of sources for 20 initial topologies. For each

resulting topology, we created many separate input instances by varying the data chunk size

from 1MB to 150MB where the data chunk size for an input instance is the common amount

of data to be transferred from each source to the sink. In the second set, for each initial
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topology, we generated 10 different complete topologies by starting with 2 randomly selected

sources, and adding two new sources to the previous set at each step.

We used the following settings to model the transmission and mobility costs of our nodes.

For transmission, we use a = 0.6 × 10−7 and b = 4 × 10−10 as the standard setting which

is consistent with the empirical measurements on CC2420 motes [45]. For mobility, we used

different settings in each of our two sets. In the first set, we used k = 2 as the standard

setting because it models several platforms such as Robomote [12, 1]. In the second set,

we set k to be 1, 2 and 4 since we additionally use that set to study the effect of different

mobility costs on the energy reduction. Furthermore, we set the maximum communication

distance of a node to be 30m, which was shown to result in a high packet reception ratio

for the CC2420 radio [45]. We ran simulations using different values for the convergence

threshold. We obtained similar gains for values less than or equal to 0.01. In the following

simulations, we set the threshold to 0.01.

Our algorithmic framework starts with an initial routing tree. In the centralized setting,

we construct this initial routing tree using the following three widely used routing algorithms:

power based routing, hop based routing, and greedy geographic routing. Power based routing

computes a shortest path from the sink to each source with each edge weight being the square

of the distance between the two corresponding nodes plus some constant value to represent

the energy consumed a + bd2 to transmit each byte of data over that edge. Hop based

routing minimizes the number of hops between each source and the sink and is the base of

several widely used algorithms in wireless networks (e.g. AODV [40]). Given our maximum

communication range of 30m, we do not have any links with poor quality which is a common

concern with hop based routing. Greedy geographic routing is a greedy strategy in which
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each node forwards messages to the reachable node (within the communication range of

the node) that is closest to the sink. The first two tree construction approaches require

global knowledge of the network whereas the last one is fully localized. For the distributed

setting, we construct the initial routing tree using greedy geographic routing because it

is fully localized. Of the 100 initial topologies, the distributed routing algorithm resulted

in a disconnected path between the sources and the sink in only four networks given our

maximum communication distance of 30m.

5.6.2 Performance Metrics

We study variants of our strategy where we use only one optimization, inserting nodes or

optimizing a given tree, to determine the benefit of both optimizations. Specifically, we use

TREE to represent the variant where we only construct an initial tree and do no optimiza-

tions, TREE+FO to represent the variant where we optimize the initial tree, TREE+INS to

represent the variant where we insert nodes into the initial tree, and TREE+INS+FO to rep-

resent the variant where we insert nodes into the initial tree and then optimize the final tree.

The three possibilities for TREE are PB, HB, and GG which represent the Power Based, Hop

Based, and Greedy Geographic tree construction algorithms, respectively. For each input in-

stance I, we let TREE(I) denote the energy consumed by the initial tree constructed by our

three tree construction algorithms PB, HB, and GG, and we let TREE+OPT (I) denote the

energy consumed by the final optimized tree where TREE can be PB, HB, or GG and OPT

can be INS, FO or INS+FO. The reduction ratio achieved by optimization OPT on input I

for tree construction algorithm TREE is (TREE(I) − TREE + OPT (I))/TREE(I). We

measure the performance of optimization OPT on initial tree strategy TREE by computing
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Figure 5.11: Graph of the average static energy consumption ratio of TREE+INS+FO as a
function of data chunk size for our three tree construction strategies PB, HB, and GG

the average reduction ratio achieved by OPT over all input instances I of set 1 that have the

same data chunk size. Moreover, for each input instance I and each algorithm TREE+OPT,

we define the static energy ratio (TREE +OPT (I))/PB(I) where PB(I) is the cost of the

power based tree which is the optimal cost for the static version of this problem where no

nodes can move. The static energy ratio measures the benefit of our algorithms which exploit

mobility of nodes versus the static optimal configuration. We measure the overall perfor-

mance of algorithm TREE+OPT by computing the average static energy ratio achieved by

TREE+OPT over all input instances I of set 1 that have the same data chunk size. Fi-

nally, we measure the performance of optimization INS+FO on initial tree strategy TREE

by computing the average reduction ratio achieved by INS+FO over all input instances I of

set 2 that have the same number of sources.
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5.6.3 Centralized Algorithm

We first show the benefit of exploiting the mobility of relay nodes by computing the

average static energy consumption ratio of TREE+INS+FO for all data chunk sizes for each

of our three tree building strategies PB, HB, and GG as shown in Fig. 5.11. For all three

initial tree strategies, we see that the average static energy consumption ratio drops quickly

as the data chunk size increases. For HB and GG, the average static energy consumption

ratio starts out higher than 100% because PB(I), the optimal tree for the static case, is

roughly 37% lower than HB(I) and GG(I) for any of our input instances. Even given this

initial disadvantage of a poor starting tree from an energy consumption perspective, we see

that the average static energy consumption ratios of HB+INS+FO and GG+INS+FO drop

below 100% for data chunk sizes of 12 MB and 15 MB, respectively. As the data chunk

size increases further, both HB+INS+FO and GG+INS+FO achieve average static energy

consumption ratios of 75% and 60% for data chunk sizes of 60 MB and 150MB, respectively.

The results for PB+INS+FO are even better because we start with the optimal tree for the

static case. Thus, the average static energy consumption ratio for PB+INS+FO is always

below 100% and reaches 55% for 150 MB.

We now evaluate the benefit achieved by our optimizations FO, INS, and INS+FO for

each of our tree building strategies PB, HB, and GG. We note that in this set of simulations,

we used our centralized improvement schemes with the distributed tree building approach

GG. The purpose is to test the limits of our optimizations given a non-optimal starting tree.

A fully distributed setup is studied later in this section.

We start with optimization INS+FO. Fig. 5.12 plots the average reduction ratio for
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Figure 5.12: Graph of the average reduction ratio of optimization
INS+FO as a function of data chunk size for our three tree construc-
tion strategies PB, HB, and GG
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Figure 5.13: Graph of the average reduction ratio of optimization
FO as a function of data chunk size for our three tree construction
strategies PB, HB, and GG
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Figure 5.14: Graph of the average reduction ratio of optimization INS as a function of data
chunk size for our three tree construction strategies PB, HB, and GG

optimization INS+FO for PB, HB, and GG. In all three cases, we see the same basic trend;

the average reduction ratio increases as data chunk size increases. For both HB and GG, the

average reduction ratio starts at roughly 25% for small data chunk sizes and exceeds 60%

for large data chunk sizes; for PB the average reduction ratio starts near 0% and exceeds

43% for large data chunk sizes. The difference in average reduction ratio, in particular for

small data chunk sizes, is due to the quality of the initial tree. For PB, the initial tree is

good so there is little that our optimization INS+FO can do to improve energy consumption

for small data chunk sizes. For HB and GG, the initial tree can be very poor, so INS+FO

can provide immediate improvement to the tree to significantly reduce energy consumption

by an average of 25% for data chunk sizes of only 1MB. We note that although INS+FO

achieves higher reduction ratios for HB and GG than for PB, the total energy consumed by

PB+INS+FO is lower than the total energy consumed by HB+INS+FO or GG+INS+FO.
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We next consider optimization FO alone. Fig. 5.13 plots the average reduction ratio for

optimization FO for PB, HB, and GG. In all three cases, the average reduction ratio starts

at 0% for small data chunk sizes and increases to roughly 18% for HB and GG and 33%

for PB for large data chunk sizes. It is interesting to note that FO is most effective for PB

whereas INS+FO achieved significantly greater reduction ratios for GG and HB for all data

chunk sizes.

Finally, we consider optimization INS alone. Fig. 5.14 plots the average reduction ratio

for optimization INS for PB, HB, and GG. In all three cases, we see the average reduction

ratio of INS alone is comparable to that of INS+FO (within 5%-8% for data chunk sizes of

at least 15MB). For very small data chunk sizes, the average reduction ratio is constant until

a certain threshold is exceeded and then rises significantly.

We now evaluate our approach as we vary the number of sources. We used the greedy

geographic tree GG as our initial tree and INS+FO as our optimization algorithm. Fig.

5.15 shows the average reduction ratio as a function of the number of sources. We observe

that this ratio remains almost constant for different values of k as the difference in ratios for

different number of sources does not exceed 3.5%. Fig. 5.15 also shows the effect of mobility

costs on the reduction in energy consumption costs in general. As mobility costs decrease,

it becomes more effective for mobile nodes to move over longer distances and reduce the

communication consumption further so the reduction in total costs increases as k decreases.

Given our simulation results, we draw the following five conclusions. First, we achieve the

best results when we use the power based tree PB as our initial tree. Second, if we use the

power based tree, either optimization alone is very effective and both optimizations together

achieve the best results. Third, if we start with either the hop based tree HB or the greedy
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Figure 5.15: Graph of the average reduction ratio of the centralized and distributed
GG+INS+FO optimizations as a function of the number of sources, a data chunk of 75MB
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geographic tree GG, the most effective optimization is the node insertion optimization INS

which achieves nearly as good an average reduction ratio as INS+FO. Fourth, if we start

with the hop based or greedy geographic tree, we can achieve a static energy ratio that is

close to that achieved by starting with the power based tree if we apply both optimizations.

In particular, the node insertion optimization INS helps alleviate the initial disadvantage

by adding a lot of new nodes into the tree. We briefly explain the reason for all of these

conclusions. The key observation is that the hop based and greedy geographic trees HB and

GG tend to create initial trees with relatively long edges and relatively few nodes whereas

the power based tree PB tends to create trees with lots of nodes and relatively short edges

because of the quadratic cost metric. As a result, for HB and GG, optimization FO alone

which rearranges nodes is relatively ineffective as it can only balance the relatively long

edges. On the other hand, optimization INS alone can insert new nodes into the tree and
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thus create a new tree with significantly shorter edges on average given HB or GG as the

initial tree. Because PB starts with many more nodes and shorter edges, PB does not benefit

as much from node insertion INS as HB and GG do, and PB benefits a lot more from node

rearrangement FO than HB and GG do. Fifth, the improvement ratios that we obtain are

almost independent of the number of sources in the network.

In all our simulation results, the standard deviation varied between 4% and 6.5%. We

identified six outlier topologies which deviated from the mean by more than 10%. In these

topologies, the sources were either very close to the sink so there was little room for im-

provement or very far from the sink so the improvement was much greater than the average

case.

5.6.4 Distributed Algorithm

We now evaluate how well our distributed implementation works. Our initial tree is the

greedy geographic tree GG. We consider four optimizations: the centralized implementation

of INS+FO, the distributed implementation of just FO, the distributed implementation of

just INS, and the distributed implementation of INS followed by the distributed implemen-

tation of FO. For the distributed implementation of INS, we set parameter B to 10% (a

potential offer must be 10% better than the best actual offer to cause a node to wait). Fig.

5.16 shows the average reduction ratio of each of these optimizations.

The average reduction ratio for distributed INS+FO starts at 20% for small data chunk

sizes, reaches 30% for data chunk sizes around 20MB, and exceeds 40% for data chunk sizes

larger than 75MB. The gap between the average reduction ratio for centralized INS+FO

and distributed INS+FO starts at roughly 5% for small data chunk sizes and increases to
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Figure 5.16: Graph of the average reduction ratio of the centralized optimization (INS+FO)
and three distributed optimizations (FO, INS, INS+FO) as a function of data chunk size for
the greedy geographic tree GG.

roughly 15% for large data chunk sizes. This gap is due to the lack of global information

when performing the insertion step. Expensive links in the tree that do not have nearby

relay nodes are not able to communicate with further but available relay nodes whose help is

only offered to cheaper but nearby links. This problem is exacerbated as the data chunk size

increases. We varied values for B between 10% and 50% and for R between 1 and 3. For all

combinations of B and R that we tested, we obtained similar results to those of Fig. 5.16.

As in the centralized case, distributed INS is more effective than distributed FO. However,

doing both distributed optimizations does result in roughly a 10% improvement compared

to only doing the distributed INS optimization for most data chunk sizes.

Similar to the centralized implementation, we observe a slow reduction in the improve-

ment ratio as the number of sources increases for k = 2 and 4 (Fig. 5.15). For cheaper
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mobility cost (k = 1), the difference in improvement ratios increases at a faster rate and

reaches 9% as the number of sources increases from 2 to 20. This is because when mobility

is cheaper, in an optimal setting, nodes can move over longer distances to help expensive

links. However, as we mentioned earlier, in a distributed setting, mobile nodes are not aware

of those distant expensive edges. Moreover, as the number of sources increases, the number

of mobile nodes available to help decreases. Both factors combined make the distributed

implementation slightly less effective for a high number of sources.

5.7 Summary

In this chapter, we proposed a holistic approach to minimize the total energy consumed

by both mobility of relays and wireless transmissions. When we model both sources of

energy consumption, the optimal position of a node that receives data from one or multiple

neighbors and transmits it to a single parent is not the midpoint of its neighbors; instead,

it converges to this position as the amount of data transmitted goes to infinity. Ideally,

we start with the optimal initial routing tree in a static environment where no nodes can

move. However, our approach can work with less optimal initial configurations including

one generated using only local information such as greedy geographic routing. Our approach

improves the initial configuration using two iterative schemes. The first inserts new nodes

into the tree. The second computes the optimal positions of relay nodes in the tree given a

fixed topology. This algorithm is appropriate for a variety of data-intensive wireless sensor

networks. It allows some nodes to move while others do not because any local improvement

for a given mobile relay is a global improvement. This allows us to potentially extend our

approach to handle additional constraints on individual nodes such as low energy levels or
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mobility restrictions due to application requirements.
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CHAPTER 6

Maximizing Network Lifetime Using

Node Rotation

In this chapter, we directly address the problem of extending the network lifetime. Sim-

ilar to the previous setting, we consider networks that consist entirely of mobile nodes.

Additionally, all the nodes in the network generate data that need to be relayed to the sink.

Most sensor networks have a many-to-one traffic pattern and consequently a tree topology.

One of the main reasons limiting the lifetime of such networks is that nodes that are closer

to the sink usually transmit a large amount of data and consequently drain their battery at

a much faster rate than nodes further from the sink. As a result, the lifetime of the network

is substantially reduced even though the network still contains nodes rich in energy. We pro-

pose an approach that exploits the mobility of the nodes to balance the energy consumption

throughout the network. The main idea is to redistribute the nodes in the network such that

nodes at low traffic (i.e. low consumption) positions switch places with nodes at high traffic

(i.e. high consumption) positions.
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The rest of this chapter is organized as follows. We first describe the motivation behind

our approach in Section 6.1. Then, we define the problem of maximizing the network lifetime

using node rotations in Section 6.2. In Section 6.3, we present our solutions for the problem.

In Section 6.4, we derive some upper bounds on the effectiveness of any node rotation

algorithm for several classes of input instances. Section 6.5 describes our simulation results

and Section 6.6 summarizes the chapter.

6.1 Motivation

Recently, the controlled mobility of sensors has been exploited to improve the energy

efficiency of WSNs. For instance, by relocating mobile sensors, the communication topology

of a network can be dynamically configured to reduce power consumption. Moreover, mobile

sensors can physically carry large chunks of data to reduce energy consumption in wireless

transmissions [50]. Such approaches become increasingly attractive due to the emergence of

numerous low-cost mobile sensor prototypes such as Robomote [12], Khepera [1], and FIRA

[28].

However, many applications have constraints which make existing approaches infeasible.

We identify three key constraints. The first is that the location of the nodes and the com-

munication topology of the network may not be mutable. For example, in a surveillance

or environment monitoring application, the exact placement of sensor nodes may not be

adjusted without compromising the operation of the system. The second is that all nodes

have equal, typically limited, capabilities. This rules out approaches that require a few nodes

with extra capabilities and the ability to perform complex motion planning. The third is

that nodes face differential power consumption where some nodes consume significantly more
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power than other nodes. For example, nodes closer to the sink in a given routing topology

often have to transmit more data and thus consume more power than nodes farther from

the sink in the given topology.

To address these three constraints that limit existing techniques, we propose a new ap-

proach that we call mobile node rotation which is inspired by the huddling and rotation

behavior of emperor penguins that help them breed in the fierce arctic winter. Penguins

on the outside of the huddle face temperatures as low as −45 ◦C and strong winds while

those on the inside of the huddle enjoy warm ambient temperatures as high as 37 ◦C and

significant wind protection. Emperor penguins rotate positions to share the burden of being

on the outside [69]. In mobile node rotation, we propose to rotate the physical positions of

mobile sensors to share the burden of any high power consumption location. We observe

that mobile node rotation is particularly suitable for mobile sensor platforms with limited

mobility as we can impose mobility constraints on individual nodes. For example, we can

model the constraints of the NIMS sensors [41] that are only capable of moving along fixed

cables by only allowing such sensors to exchange with other sensors on the same set of ca-

bles. Likewise, mobile node rotation does not require powerful nodes capable of performing

complex motion planning calculations or developing new mobility-aware routing topologies

since all movements are to known positions and the topology does not change.

We first present a new problem, Max-lifetime Node Rotation (MaxLife), that models

maximizing the lifetime of a WSN using rounds of mobile node rotation. MaxLife can incor-

porate any energy consumption model for both wireless communication and node movement.

We then efficiently solve the one round MaxLife problem by reducing it to the assignment

problem and the general multiple round MaxLife problem by performing localized rotations
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of node pairs. We prove upper bounds on the lifetime improvement ratio of mobile node

rotation approaches. Finally, we conduct extensive simulations based on energy models ob-

tained from existing mobile sensor platforms. We show that our algorithms can significantly

increase the network lifetime. With just one rotation round, we can almost double the net-

work lifetime. With multiple rotation rounds, we can increase network lifetime by more than

a factor of seven.

6.2 Problem Definition

We consider WSNs consisting of many wireless mobile sensor nodes and a single static

sink. The sensor nodes gather data from their surroundings and transmit the data through

one or multiple hops to the sink forming a directed routing tree. We divide time into

intervals. In each interval, each sensor node transmits the data it gathered as well as the

data it received from its children to its parent along the routing tree. The goal is to maximize

the lifetime of the WSN, i.e. the number of time intervals until the first node dies. We use

this definition of lifetime assuming that all nodes are needed in their exact positions in order

to not compromise the operation of the system.

One of the main reasons limiting the lifetime of such networks is differential power con-

sumption; nodes closer to the sink usually transmit a large amount of data and consequently

consume more power than nodes further away from the sink. As a result, the lifetime of the

WSN is substantially reduced even though the WSN still contains nodes rich in energy. Mo-

bile base stations mitigate differential power consumption by having a powerful mobile sink

move around the WSN. We propose a new solution, mobile node rotation, that uses multiple

low-cost mobile nodes that rotate or swap positions and roles allowing nodes to share the
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burden of high consumption locations and the benefits of low consumption locations. We

formally define the problem as follows.

Definition 2 (One-Round Max-Lifetime Node Rotation (1-MaxLife)).

Input Instance:

• S = (s1, . . . , sn), a list of sensor nodes

• u, the network sink, and pu, its position

• P = (p1, . . . , pn), a list of positions such that node si starts at position pi

• E = (e1, . . . , en), a list of initial energies for nodes in S

• T , a directed routing tree represented as a set of non-zero values tij for every arc

(pi, pj) in the tree corresponding to the amount of energy consumed when transmitting

one data unit from pi to pj

• K, a set of values kij for every pair of positions pi and pj, corresponding to the amount

of energy consumed by a node when it moves between pi and pj

• Λ = (λ1, . . . , λn), the amount of data gathered at each position per time interval

Output Instance: A matching M of nodes in S to locations in P , and two durations r1 and

r2 such that nodes transmit data from their original positions for r1 time intervals, relocate

to their new position according to M , then generate and transmit data for r2 time intervals

such that the total duration (r1 + r2) is maximized and no node’s energy goes to 0 before

r1 + r2.

We define the Max-Lifetime Node Rotation (MaxLife) problem to be the general

version where nodes can switch positions any number of times.
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6.3 Node Rotation Algorithms

In this section, we first present our centralized node rotation algorithm NR1 to the 1-

MaxLife problem. For comparison purposes, we present CNR, an extended version of NR1

that applies to the general MaxLife problem. Finally, we present a practical distributed

algorithm DNR for the general MaxLife problem that uses only local information and reduces

the number of node movements. All algorithms begin by having nodes compute the load

lj at each position pj in P which is the total energy consumed in transmitting all the data

gathered in one time interval from the subtree rooted at pj to its parent. More formally,

lj = tjq
∑

i∈T (pj)

λi where T (pj) is the subtree rooted at pj and pq is the position of the parent

of pj in the tree.

6.3.1 Algorithm NR1

NR1 transforms the input instance into an instance of the assignment problem [8] (out-

lined in Section 4.2.2). We first assume that we know the optimal length of the first time

interval r1 for which nodes remain at their initial positions. To compute the optimal match-

ing M of sensor nodes to positions, we transform the instance I into an instance of the

maximum bottleneck assignment problem I ′ for the given r1 as follows. Each mobile node si

corresponds to a person and each location pj in P corresponds to a task. The efficiency cij

of a person si performing task pj corresponds to the total lifetime of si after transmitting

for a period r1 from its original position pi, then moving to pj where it transmits until its

energy is depleted; that is, cij = r1 +
e−lir1−kij

lj
. The optimal solution for the maximum

bottleneck assignment instance I ′ corresponds to an optimal matching M for the given r1.

We now need to compute the best duration r1 such that the total duration of trans-
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procedure NR1(S, P, F, E)
. Initialize empty priority queue
GOLDEN RATIO ← 2

3+
√
5
;

rlo ← 0;
rhi ← StaticLifetime(S, P, F, E);

. Run golden ratio search for best r
while rhi - rlo ≥ error do

ra ← rlo + GOLDEN RATIO*(rhi - rlo);
rb ← rlo - ra + rhi;
(La,Π)← optimalAssignmentValue(S, P,E, F, ra);
(Lb,Π)← optimalAssignmentValue(S, P,E, F, rb);
if Lb ≤ La then

rhi ← rb;
else

rlo ← ra;
end if

end while
return (ra, La,Π);
end procedure

procedure optimalAssignmentValue(S, P, E, F, r)
. Build efficiency matrix
for all si ∈ S do

for all pj ∈ P do
if si.location = pj then

cij ← ei/lj
else

if ei − lir − kdij > 0 then
cij ← (1− li/lj)r + (ei − kdij)/lj

else
cij ← 0

end if
end if

end for
end for
. Find optimal matching
(L,Π)← SolveBottleneckAssignment(c)

return (L,Π)
end procedure

Figure 6.1: Algorithm NR1 for computing the optimal lifetime through a single round of
rotations
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missions (r1 + r2) is maximized. We observe that as r1 increases, r2 decreases since there

is less energy for the second round. So we can express r2 as a function L2(r1). We can

then define the total network lifetime as a function L(r1) = r1 + L2(r1). We use golden

ratio search to find the best r1. When L(r1) is unimodal, the golden ratio search yields

an optimal r1 that maximizes L(r1). To start the golden ratio search algorithm, we first

compute L(I) = minnj=1 ej/lj which is an upper bound on r1. Our algorithm NR1 runs in

O(logL(I)n2.5) time because the golden ratio search has O(logL(I)) time complexity and

each assignment problem has O(n2.5) time complexity. Algorithm NR1 is shown in Fig. 6.1.

6.3.2 Centralized Algorithm CNR(r)

CNR(r) extends NR1 as follows. First, a node is selected to be the controller. The

controller collects energy and location information from all the other nodes once. CNR(r)

then proceeds in rounds, each of which has a common duration r. At the beginning of each

round, the controller computes matchings of nodes to positions for the following round using

duration r as each round length until the first node dies. We note that the controller has

enough information to estimate each node’s available energy for each future round. The

controller then broadcasts the number of rounds and all the matchings to the other nodes.

Finally, the nodes carry out the rounds synchronizing as needed to initiate each rotation.

We present CNR(r) solely for benchmarking purposes. We show CNR in Fig 6.2.

6.3.3 Distributed Algorithm DNR

Our practical multiple rotation round algorithm is DNR(r, h, lcr, f) which requires only

local information. We typically drop the four parameters and refer to this algorithm as

DNR. The main idea is that only critical nodes, i.e. nodes at locations with a high power
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procedure CNRRound(r)
if controller then

Compute expected energy at all sensors
Lr ← compute remaining lifetime
(L,Π)← optimalAssignmentValue(S, P,E, F, r)
if Lr > r then

Broadcast new positions
Run for duration r
Relocate to new position according to Π

else
Run for duration Lr

end if
else

Receive new position
Run for duration r
Relocate to new position according to Π

end if
end procedure

Figure 6.2: Algorithm executed at the beginning of each round in a centralized setup

consumption rate, relocate to lower consumption positions. Each critical node tries to find

a low power consumption rate node within its neighborhood to swap positions with. As

with CNR(r), all rounds will have duration r. In each round, each node si with li > lcr

is a critical node. Critical nodes collect the position, load, and current energy level from

descendants that are at most h hops away and have not committed to switch with other

critical nodes. For each candidate node c, critical node s computes L1(c), the minimum

of s’s and c’s expected lifetime without swapping, and L2(c), the minimum of s’s and c’s

expected lifetime if they swap positions. Critical node s selects candidate c∗ with maximum

value L2(c). The swap is performed if and only if L2(c)/L1(c) ≥ f . This is to eliminate

switches that increase the network lifetime by negligible amounts. At this point c∗ commits

to switch with s. Figure 6.3 shows the algorithm executed by each node in each round.
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procedure DNRRound(r, h, lcr, f)
if isCriticalNode then

Compute current lifetime
Compute minimum target lifetime
Send REQUEST INFO to children

end if
status = uncommitted

. Collect information from descendants for a period of time
repeat

Receive data from sender
if data.type = STATUS CHECK and data.target = self then

sender status to sender
else if data.type = SELECT and data.target = self then

status = committed
Perform switch with sender
break

else if data.type = INFO and isCriticalNode then
. If a critical node, record best candidate based on info received
Compute expected lifetime if switched with data.candidate
Update current bestCandidate
if data.hops > 0 then

data.hops = data.hops - 1
Forward data to parent

end if
else if data.type = REQUEST INFO then

Send INFO to parent
if data.hops > 0 then

data.hops = data.hops - 1
Forward data to children

end if
end if

until timeout

. Select best candidate, and switch
if isCriticalNode then

Send(bestCandidate, STATUS CHECK)
Receive(bestCandidate, candidateStatus)
if ( thencandidateStatus = uncommitted)

Send(bestCandidate, SELECT)
Perform switch with bestCandidate

end if
end if
Run for duration r

end procedure

Figure 6.3: Local algorithm executed at the beginning of each round in a distributed setup
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6.4 Upper Bounds on Lifetime Improvement Ratio

We now prove some upper bounds on lifetime improvement ratios for any node rotation

algorithms. We first consider the 1-MaxLife problem. We then consider the general MaxLife

problem. We use the following notation in our analysis. For any node rotation algorithm A

and input instance I, let L(A, I) denote the lifetime achieved using algorithm A on I, L(I) the

lifetime without node rotation, and RA(I) = minI L(A, I)/L(I) the lifetime improvement

ratio (LIR) of A on I. Finally, let EV (I) = maxni=1 ei/minnj=1 ej be the initial energy

variance of I.

Theorem 2. For any one round node rotation algorithm A and any input instance I RA(I) ≤

1 + EV (I).

Proof. Let si denote the bottleneck node in I that determines L(I); that is, L(I) = ei/li.

Clearly, r1 ≤ L(I). We now observe that r2 ≤ EV (I) · L(I) because the node that moves

to position pi can have at most energy EV (I) · ei. Thus, r1 + r2 ≤ (1 + EV (I))L(I) and

RA(I) ≤ 1 + EV (I).

This leads to two corollaries, one for the special case where all nodes have the same initial

energy and one for multiple round rotation algorithms.

Corollary 1. For any one round node rotation algorithm A and any input instance I with

EV (I) = 1, RA(I) ≤ 2.

Corollary 2. For any j round node rotation algorithm A and any input instance I, RA(I) ≤

1 + (j − 1)EV (I).

We note that although our one round solution NR1 is optimal for 1-MaxLife only when

L(r1) is unimodular, our simulations (Section 5.6) show that NR1’s LIR is usually very close
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to the upper bound of 2 for input instances I with EV (I) = 1. Moreover, for input instances

I where EV (I) > 1, NR1’s LIR is often better than 2.

We now prove upper bounds on the RA(I) for inputs I corresponding to balanced trees

of degree d+ 1 shown in Fig. 6.4.

Theorem 3. For any node rotation algorithm A and any input I where T represents a

balanced tree of degree d+ 1 and tij = t for all non-zero tij, h is the lowest level of the tree

where the root is at level 0, and for 1 ≤ i ≤ n, ei = e and λi = 1, then

RA(I) ≤ (dh+1 − 1)2

(h(d− 1) + d− 2)dh+1 + 1

Proof. To prove this upper bound, we ignore the energy consumed by movement. The best

solution is to then have all nodes equally share the transmission of all data. We first compute

L(I) which is constrained by the bottleneck node at level 0 that transmits data from the

entire tree to the sink. The total number of nodes n =
∑h
j=0 d

j as there are dj nodes at
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level j. It follows that

L(I) =
e

nt
=

d− 1

dh+1 − 1

e

t

We next compute the lifetime L∗ of the WSN if we are able to perfectly share the transmission

of all data among all n sensor nodes. A node at level i is the root of a subtree of size

Di =
∑h−i
j=0 d

j . Thus, the total amount of data transmitted each time interval is

D =
h∑
i=0

diDi =
h∑
i=0

di
h−i∑
j=0

dj =
dh+1(h(d− 1) + d− 2) + 1

(d− 1)2

This implies

L∗ =
ne

Dt
=

(dh+1)(d− 1)

(h(d− 1) + d− 2)dh+1 + 1

e

t

Dividing L∗ by L(I) gives us the result.

Table 6.1 displays some of the upper bounds for different values of d and h. The im-

provement ratio starts at a factor of 1.8 for a tree with 3 nodes and rapidly increases with

both the degree and the level.

d / h 1 2 3 4 5
2 1.80 2.88 4.59 7.45 12.36
3 2.29 4.97 11.27 26.77 66.08
4 2.78 7.74 23.08 72.99 240.82
5 3.27 11.17 41.53 164.37 679.26

Table 6.1: Upper Bounds on Lifetime Improvement Ratios in Balanced Trees

6.5 Simulation Results

In this section, we evaluate the performance of our NR1 and DNR algorithms through

simulations. For comparison purposes, we also evaluate the performance of the baseline

101



CNR algorithm. We generated 100 networks each consisting of 100 nodes placed uniformly

at random in a 150m by 150m area with the sink node chosen uniformly at random. We

set the maximum communication distance to 35m, which was shown in [45] to lead to a

high packet reception ratio for TelosB motes in outdoor environments. For each network, we

constructed the routing tree from the sources to the sink using greedy geographic routing in

which each node forwards its data to the neighbor that is closest to the sink. We note that

our algorithms are applicable to network topologies generated by any routing algorithms.

We set the tij and the kij values based on the energy models in [45, 13] since they are based

on realistic platforms; any other energy model for communication or mobility could be used

without any algorithmic change. We usually set each node’s ei to the same value typically

ranging from half full to full, though in some simulations different nodes have different ei

values. For our distributed algorithm DNR, we set the local improvement factor f to 1.25

and the critical consumption rate threshold lcr to 10% of the range of ratios in the network.

We describe our choices for r and h below. We assess the performance of algorithms using

several criteria. The main criteria is lifetime improvement ratio. We also assess the number

of rounds required, the number of nodes that move per round, and the number of movements

each node makes over the network lifetime.

6.5.1 Single Rotation Round

We first evaluate the performance of NR1 for the 1-MaxLife problem in trees. For all

100 inputs, 1.91 ≤ RNR1(I) ≤ 1.99, and the average value of RNR1(I) = 1.95. We observe

that the results are very close to the theoretical upper bound of 2 from Corollary 1. When

we varied the starting energy level of the nodes between half full and completely full, the
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average lifetime improvement ratio of NR1 increased to 2.3. We also observe that most of

the nodes change their positions; on average 86 nodes relocate to new positions and 14 nodes

remain at their original location. This is not too expensive since only a single rotation is

performed which means the network’s activity is interrupted only once.

6.5.2 Multiple Rotation Rounds

Round Duration

We now evaluate the performance of our DNR algorithm with h = 2 for the general

MaxLife problem using our CNR(r) algorithm as a baseline. We first study the effect of

varying r on the performance of both algorithms. Figure 6.5 shows the average lifetime

improvement ratios for both algorithms as we increase r denoted as a fraction of the static

lifetime L(I). We see that DNR outperforms CNR(r) for all values of r but especially smaller

r. For r ≤ 3L(I)/5, RDNR(I) ≥ 2.5 + RCNR(I). At r = L(I)/2, the difference in lifetime

improvement ratio is 2.5. One notable feature of DNR’s performance is that the lifetime

improvement ratio is relatively flat for L(I)/5 ≤ r ≤ 3L(I)/5; it takes on a maximum value

of 7.4 at r = L(I)/2 and decreases to 7.1 at r = 3L(I)/5. When r is too large, the LIR of

both algorithms drops because nodes stay at high consumption positions for too long.

For most of the remaining simulations, we set r = L(I)/2. For DNR, this almost max-

imizes lifetime improvement ratio while maximizing r which minimizes the number of dis-

ruptions to the network. For our comparison algorithm CNR(r), this choice maximizes the

lifetime improvement ratio.
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Node Relocations

We next compare the two algorithms with respect to how much the sensor nodes move.

We first consider the number of relocations per round. As we can see from Fig. 6.6, DNR

outperforms CNR again. In particular, with CNR, more than 90% of the nodes relocate in

each round whereas with DNR, the average number of relocating nodes stays below 16%.

These nodes are usually different in each round as 96% of the nodes move between 0 and 3

times overall and the remaining 4% move up to 6 times during their lifetime. For DNR, most

of the energy available at each node is consumed by communication rather than movement:

85% of the nodes spend at least 80% of their energy on communication and no node spends

more than 35% of its energy on movement. We see observe that node relocations increase

only slightly for DNR as round duration r increases because more nodes become critical in

each round due to more time at high consumption locations.
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Distributed Approach and Hop Distance Parameter h

We now analyze the effect of the hop distance parameter h on the performance of DNR.

We plot the complementary cumulative distribution function (CCDF) of the lifetime im-

provement ratio for DNR with h set to 1, 2, and 4 in Fig. 6.7. The CCDF gives us the

probability that the lifetime improvement ratio exceeds a given threshold. For comparison,

we also plot the CCDF of CNR. From this data, we see that setting h = 2 is sufficient to

achieve excellent performance as the CCDF for h = 2 is almost identical to that of h = 4.

In both cases, 93% of the topologies have lifetime improvement ratios of at least 400% and

more than 50% of topologies have lifetime improvement ratios over 700%. With h = 1,

DNR is much less effective; the number of nodes taking turns transmitting from the high

consumption position may be too low. In the remaining simulations, we set h = 2 for DNR.

Lifetime Improvement Ratio Increase per Round

We now assess how much effect each round has on the lifetime improvement ratio. Specif-

ically, if we stop node rotations after round n, what will the lifetime be? For both CNR

and DNR, we obtain a lifetime improvement ratio that is essentially linear in the number of

rounds with each round increasing the lifetime improvement ratio by between 40 and 50%.

This analysis shows that both algorithms are effective in increasing the lifetime improvement

ratio but that DNR is more effective in minimizing distance moved and maintaining a reserve

of energy rich nodes for later rounds. This is why DNR outperforms CNR which moves 93%

of the nodes in each round.
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Figure 6.7: CCDF of lifetime improvement
ratio of CNR and DNR with r = L(I)/2 and
h = 1, 2, and 4.
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Figure 6.8: CCDF of the lifetime comparison
ratios of DNR versus LEACH and multihop
LEACH.

Comparison with Existing Approaches

In this section, we compare DNR to existing approaches. We consider only approaches

that do not change the positions of where nodes are placed. This rules out existing mobile

relay approaches and leaves us with non-mobility approaches like LEACH [19] that rotate

the roles of different nodes by periodically changing the topology of the network but not

modifying any node positions. Specifically, we compare DNR with LEACH [19] as it serves

as the base for several other clustering algorithms that seek to increase network lifetime

and (2) multihop LEACH [33], an improved variation that uses multihop transmissions

between cluster heads. Both LEACH approaches assume that data is compressed before

being transmitted while DNR does not. To compare all approaches in a similar setting, we

run them all without data compression.

We compare DNR to LEACH and multihop LEACH on an input instance I by comput-
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Figure 6.9: Average improvement ratio of our distributed approach DNR with respect to
energy aware LEACH and multi-hop LEACH as the number of nodes in the network increases

ing the lifetime comparison ratio RDNR(I)/RA(I) where A is either LEACH or multihop

LEACH. Figure 6.8 shows the complementary cumulative distribution function of both life-

time comparison ratios. First, we note that DNR outperforms both LEACH variations for

every topology, attaining lifetimes between 2 and 5.75 times better than LEACH and be-

tween 1.4 and 3.7 times better than multihop LEACH. Additionally, we observe that DNR

needs many fewer rounds than both LEACH variations. On average, DNR needs 8 rounds of

rotations whereas the average number of rounds is 1800 for LEACH and 2000 for multihop

LEACH. We also note that the round duration r used for the LEACH approaches was 20%

of the r used by DNR as using the same r resulted in much lower lifetime improvements

ratios for LEACH.

We now compare the performance of all three approaches as the density of the network

varies. We varied the number of nodes between 60 and 200 in increments of 10. We generated

a new set of topologies in which we varied the number of nodes between 60 and 200 in incre-
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ments of 10. For each size, we randomly generated 75 networks. We observe in Fig. 6.9 that

the average improvement ratio of our distributed approach with respect to both LEACH

variations decreases slowly as the density of the network increases. Compared to energy

aware LEACH, our distributed approach yields lifetimes between 3.3 and 4.0 times better.

Compared to multihop LEACH, our approach maintains an average improvement ratio be-

tween 2 and 2.3 times better. We also observe that as the density of the network increases,

the number of rounds performed increases significantly for both LEACH approaches (from

1600 to 2200 rounds in energy aware LEACH and from 1600 to 3000 rounds in multihop

LEACH) whereas DNR requires on average only two more rounds.

6.6 Summary

In this chapter, we consider the problem of maximizing the lifetime of mobile WSNs. We

exploit the mobility of nodes to mitigate differential power consumption by having nodes take

turns in high power consumption positions without modifying the existing communication

topology. We present efficient algorithms for both the single round and the general multiple

round MaxLife problem. This approach is very different than other schemes such as data

mules in that all nodes expend relatively little energy on movement and move only a few

times during the network lifetime. Our simulations show that our algorithms can improve

average lifetime by more than a factor of 7 and that our algorithms outperform existing

non-mobility approaches for mitigating differential power consumption to prolong network

lifetime.

108



CHAPTER 7

Conclusion

In this thesis, we leverage node mobility to improve the energy efficiency of wireless sensor

networks. We propose several approaches for optimizing different performance metrics. In

this chapter, we first summarize our proposed approaches. Then, we discuss some possible

open problems.

7.1 Summary

We propose to use low-cost disposable mobile nodes to reduce the energy consumption

in wireless sensor networks and increase the networks lifetime. Our proposed approaches are

holistic as they take into consideration the energy consumed by both mobility of relays and

wireless transmissions and receptions. Most previous work ignored the energy consumed by

moving mobile relays. Unlike most previous work, for each problem we consider, we carefully

compute the optimal target location of each node. Relocating to the optimal position showed

its superiority over existing approaches that use an approximate location.

We first consider a new problem, MMRC, maximizing the data gathering capacity of
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hybrid wireless sensor networks consisting of mainly static nodes and a few mobile nodes. We

study how to exploit a small number of mobile nodes to improve the data gathering capacity

of the network. We examine two cases in particular, when one and then two mobile nodes are

allowed to join a single link. We present optimal and approximate solutions to four variants

of MMRC. In most variants (tree topologies), our algorithms improved the system lifetime

by a factor of 2 or more. For the star topology, it increased system lifetime by a factor

of 1.5. Our distributed protocols are almost as effective at improving the data gathering

capacity, particularly as the number of mobile relay nodes increases. Our simulations also

show that these protocols quickly converge on a final solution with little messaging overhead.

Moreover, our simulations show that it is enough to consider a single mobile relay per link

to get the highest improvements.

Second, we study the problem of minimizing the total energy consumption in a wireless

network. For this problem, we consider networks entirely consisting of mobile nodes and

utilize the mobility of all nodes to reduce the energy consumption. We design a framework for

minimizing the total energy consumption in a sensor network consisting in both constructing

low consumption transmission routes and repositioning the nodes to their optimal positions.

We first identify a tree construction strategy that results in an optimal configuration in a

static environment. Then we develop an algorithm that uses this optimal configuration and

iteratively refines it by inserting new relay nodes into the tree. Moreover, we develop a

second iterative algorithm that improves the given configuration by relocating nodes to new

positions. We show that this algorithm converges to the optimal configuration for the given

transmission routes. Our simulations show that our algorithm can reduce the total energy

consumption by an average of 45%.
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Finally, we consider the problem of maximizing the network lifetime. Again we exploit

the mobility of all nodes to balance the energy consumption across the network. We propose

to relocate nodes rich in energy to locations with higher consumption rates and conversely

relocate nodes low in energy to locations with low consumption rates. We address this

problem for single and multiple rounds of rotations. We show that a single rotation improves

the lifetime by a factor of almost 2. Our simulations show that our algorithms for multiple

rounds of rotations can improve the average lifetime by more than a factor of 7 and that they

outperform existing non-mobility approaches for mitigating differential power consumption

to prolong network lifetime in both overhead and lifetimes achieved.

7.2 Open problems

In our solutions for maximizing the data gathering capacity, we assumed that the routing

tree connecting the static nodes to the sink is predetermined and we proposed an insertion

approach to improve the given tree. Likewise, in our solutions for the lifetime maximization

problem, we maintained the same tree throughout the process of node rotation. These

solutions significantly improve the performance of the given tree. However, in some cases,

the initial routing structure may not be defined or the application may not dictate any route

constraints. These cases may benefit from joint optimization of the routing structure and

the nodes’ locations to fully exploit mobility of nodes.

Throughout this study, we adopted one particular definition of network lifetime which is

the time until the first node dies. This definition coincides with the lifetime of a configuration

as the death of a single node entails the need for a new configuration. However, some

applications may continue to function properly even after a small fraction of the nodes fails.
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It is interesting to extend our solutions to such applications where the lifetime is defined

by several criteria such as the fraction of the network alive and some minimum coverage

requirements.
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APPENDIX A

Proofs of Claims and Theorems

Claim 1. gr(α) is unimodal

Proof. Recall that the function gr(α) is defined as the value of the maximum message that

can be transmitted by r when it moves to posr(α). We define and mα
r (t) as the maximum

message r can transmit to s2 when it moves to point t along rα. We also define γ to be the

angle between rα and rs2 and δ to be the distance traveled by r to get to point t as shown

in Figure A.1. Since both γ and δ uniquely determine the point t, we redefine mα
r (t) as a

function of δ as follows:

Mγ(δ) =
er − kδ

a+ b((ts2)2

=
er − kδ

a+ b(δ2 + d2
2 − 2δd2 cos(γ))

We define δl to be the maximum distance r can travel before it consumes all its energy by
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Figure A.1: gr(α) is unimodal

moving. We have δl =
et
k

. We compute the derivative of Mγ with respect to δ. We get:

M ′γ(δ) = − k

a+ b(δ2 + d2
2 − 2δd2 cos(γ))

− (er − kδ)b(2δ − 2d2 cos(γ))

(a+ b ∗ (δ2 + d2
2 − 2δd2 cos(γ)))2

=
kbδ2 − 2erbδ − k(a+ bd2

2) + 2erbd2 cos(γ)

(a+ b(δ2 + d2
2 − 2d2δ cos(γ)))2

So M ′γ(δ) has the same sign as E = kbδ2 − 2erbδ − k(a+ bd2
2) + 2erbd2 cos(γ).

This is a second degree polynomial, we study its variation as follows. Let ∆ be its determi-

nant.

∆ = (−2erb)
2 − 4(kb)(−k(a+ bd2

2) + 2erbd2 cos(γ))

= 4e2
rb

2 + 4k2b(a+ bd2
2)− 8kb2erd2 cos(γ)

∆ > 0

⇔ cos(γ) <
e2
rb+ k2(a+ bd2

2)

2kbd2er

⇔ cos(γ) <
e2
r + k2d2

2

2kd2er
+

ka

2bd2er

But
e2
r + k2d2

2

2kd2er
> 1 and

ka

2bd2er
> 0 ∀ er, k, d2 > 0

So ∆ > 0⇔ cos(γ) < 1 + v+, for some v+ > 0 and consequently

∆ > 0 ∀ er, k, d2, a, b > 0, 0 < γ < π (A.1)

115



The roots of E are:

δ− =
er
k
−
√

∆

2kb
(A.2)

δ+ =
er
k

+

√
∆

2kb
> δl

In this case, the function Mγ varies as follows with δ:

δ −∞ δ− δ+ +∞
(δ − δ−) − + +
(δ − δ+) − − +

kb(δ − δ−)(δ − δ+) + − +
Mγ ↗ ↘ ↗

So the maximum of Mγ is at δ− if δ >= 0 and at 0 otherwise. We now study how the

maximum at each δ− varies has γ varies between 0 and π. We define this function g
γ
r as:

gγr (γ) =
er − kδ−(γ)

a+ b(δ−(γ)2 + d2
2 − 2d2δ−(γ) cos(γ))

=
k2
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v1

v2

where

v1 = kberd2 cos(γ)

v2 = e2
rb

2 − erb
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v1 + k2ab+ k2b2d2

2 − 2v1

+ d2 cos(γ)k
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v1

We compute the derivative g
γ′
r (γ) which corresponds to:

gγ
′
r (γ) =

2d2

k

T

B2
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with

T = − sin(γ)(e2
rb

2 + k2ab+ k2b2d2
2 − 2v)(erb−

√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v)

So g
γ′
r (γ) has the same sign as T . We analyze the sign of g

γ′
r (γ) for 0 ≤ γ ≤ π as follows.

We observe that T is the product of three factors:

1. sin(γ) > 0, ∀ 0 ≤ γ ≤ π

2. e2
rb

2 + k2ab+ k2b2d2
2 − 2v > 0⇔ cos(γ) ≤ erb+ k2a+ k2bd2

2

2kberd2

but we can show that
erb+ k2a+ k2bd2

2

2kberd2
< 1 ∀ er ≥ 0, b ≥ 0, k ≥ 0, a ≥ 0

so e2
rb

2 + k2ab+ k2b2d2
2 − 2v > 0 ∀ 0 ≤ γ ≤ π

3. erb −
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v : this becomes 0 when cos(γ) =

k(a+ bd2
2)

d2ber
. We

distinguish two cases:

• Case 1:

k(a+ bd2
2)

d2ber
< 1⇔ e2 >

k(a+ bd2
2)

db

for γ0 = arccos(
k(a+ bd2

2)

d2ber
), e2

rb
2 + k2ab+ k2b2d2

2 − 2v = 0

e2
rb

2 + k2ab+ k2b2d2
2 − 2v > 0 ∀ 0 < γ < γ0

e2
rb

2 + k2ab+ k2b2d2
2 − 2v < 0 ∀ γ0 < γ < π

• Case 2:

k(a+ bd2
2)

d2ber
> 1⇔ er <

k(a+ bd2
2)

sb

⇒ cos(γ) <
k(a+ bd2

2)

d2ber
∀ 0 ≤ γ ≤ π

e2
rb

2 + k2ab+ k2b2d2
2 − 2v < 0 ∀ 0 < γ < π
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The following tables represent the variation of function g
γ
r (γ) for 0 < γ < π:

Case 1

δ 0 γ0 ∞
-1 − −
sin(γ) + +

e2
rb

2 + k2ab+ k2b2d2
2 − 2v + −

erb−
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v + +

g
γ′
r (γ) − +

g
γ
r (γ) ↘ ↗

Case 2

δ 0 ∞
-1 −

sin(γ) +

e2
rb

2 + k2ab+ k2b2d2
2 − 2v −

erb−
√
e2
rb

2 + k2ab+ k2b2d2
2 − 2v +

g
γ′
r (γ) −
g
γ
r (γ) ↘

As γ increases, α decreases. So when g
γ
r (γ) is increasing, gr(α) is decreasing and conversely,

when when g
γ
r (γ) is decreasing, gr(α) is increasing. Therefore the function gr(α) is unimodal.

Claim 2. hb(α) is decreasing between s1 and s2.

Proof. Given a direction rα, hb(α) is the largest message that s1 can transmit to r when it

moves along rα. This corresponds to r moving to the closest point on rα to s1, which is the

intersection of the perpendicular line to rα taken from s1. We call this point hα. We now

show that the distance between s1 and rα increases as α increases. We consider two cases:

when x1 ≤ xr ≤ x2 and when xr ≤ x1 ≤ x2.
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Figure A.2: Subdivision of s1s2 into 3 intervals.

Case I: x1 ≤ xr ≤ x2

Let H1 be the intersection of s1s2 and the perpendicular to it from r, and H2 the intersection

between s1s2 and the perpendicular to s1r from r. We divide the segment s1s2 into three

intervals: I1 = [s1, H1], I2 = [H1, H2], I3 = [H2, s2] as shown by Figure A.2.

For any point α ∈ I1, hα falls outside the triangle s1rs2. Since we only consider points

inside the triangle, the point maximizing hb(α) is α. The distance s1α increases as α moves

towards H1. So hb(α) is decreasing in I1.

b

r

s1 s2

h
I

α

b

(hIII

α
)

b

h2

h1

b

Figure A.3: In I1, hα is on the line s1sα. In I2, s1hα increases with sα. In I3, hα coincides
with r.

Consider two points sα1 ∈ I2 and sα2 ∈ I2 such that xα1 < xα2 as shown in Figure A.3.
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Let s1hα1 be the perpendicular segment from s1 to rsα1 . Let C be the circle of center s1

and radius s1hα1 . The line rhα1 is tangent to C from r. Since α1 < α2, the line rhα2 does

not intersect C so s1hα2 > radius(C) and s1hα2 > s1hα1 . So hb(α) is decreasing in interval

I2.

For any point α ∈ I3, hα falls outside the triangle s1rs2. In this case, the point maximizing

hb(α) is s2. The distance s1r remains constant as α moves from H2 towards s3.

Case II: xr ≤ x1 ≤ x2

The same argument as case I, interval I2 applies in this case and the optimal transmission

distance for s1 increases with α. So hb(α) is decreasing between s1s2.

Claim 3. f(α) is unimodal

b

b r

s1 s2
b

b

αa αb

a

b

b′
C1(a)

C1(b)

αc

b

b

b

b
c′

CM (a)

Figure A.4: Any point c between a and b such that m(a) > m(b) satisfies the condition
m(c) > m(b)

Proof. Consider directions along three points αa < αc < αb such that M(αa) = f(αa) >

f(αb) = M(αb). We consider the case when αa ∈ I1 but the remaining cases (for αa ∈ I2

and αa ∈ I3) follow similar geometric arguments.

Let a be the point of segment rαa where f(αa) reaches its maximum and b the point along
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segment rαb where f(αb) reaches its maximum. We define C1(a) to be the circle of center s1

and radius s1a, C1(b) the circle of center s1 and radius s1b, and CM (a) the circle of center

r and radius ra.

We now show that if M(αc) = f(αc) for some point c on rαc then f(αc) > f(αb) and

consequently M(αa) > M(αc) > M(αb)

First, we show the position of point b relative to point a. We define the point b′ to be the

intersection of circle CM (a) with segment rαb. At point b′, r traveled the same distance as

at point a but b′s2 < as2, so

m2(b′) > m2(a) (A.3)

But since b is the optimal point on the segment rαb, f(αb) > min{m1(b′),m2(b′)}. On the

other hand, f(αa) > f(αb), therefore

f(αa) > min{m1(b′),m2(b′)}

This along with (A.3) ⇒

f(αa) > m1(b′)

So m1(b′) = min{m1(b′),m2(b′)}. But since f(αb) > m1(b′) then m1(b) > m1(b′). So the

point b must be within the circle of center s1 and radius s1b
′ as shown in Figure A.4.

We now show that the function f never increases after it starts decreasing. Let c′ be the

intersection of segment rαc with circle CM (a). Point c′ is on the circle CM (a) and is closer

to s2 than a is, so:

m2(c′) > m2(a) > m2(b)
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Besides, c′ is on the inside of circle C1(b) so:

m1(c′) > m1(b)

⇒ min{m1(c′),m2(c′)} > m1(b) = m2(b)

But

f(αc) > min{m1(c′),m2(c′)} since c is the optimal point on rαc

⇒ f(αc) > f(αb)

Claim 4. gb(α) is continuous

Proof. We prove that the function gb(α) is continuous by showing it is differentiable for any

α in s1s2. First, we define α̂ as the angle ̂s1rα and θ as the angle ̂s1rs2. We note that θ is

a constant. We then redefine gb(α) in terms of α̂ as:

gb(α̂) = e1/(a+ bu(α̂)2)

with u(α̂) being the transmission distance for s1 to r at its new position (i.e. the distance

s1t in Figure A.1). We note that gb(α) and gb(α̂) are equal and gb(α) is continuous and

differentiable whenever gb(α̂) is. Consider triangle ŝ1rt, we have

u(α̂)2 = δ2(γ) + d2
1 − 2δ(γ)d1cos(α̂)
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So

gb(α̂) = e1/(a+ b(δ2(γ) + d2
1 − 2δ(γ)d1 cos(α̂)))

= e1/(a+ b(δ2(θ − α̂) + d2
1 − 2δ(θ − α̂)d1 cos(α̂)))

Using the value of δ(γ) in (A.2), and simplifying the result, we get:

gb(α̂) = e1k
2/
(

2k2a+ 2e2
rb− 2er

√
b(e2

rb+ k2a+ k2bd2
2 − 2kberd2 cos(α̂))+

k2bd2
2 − 2kberd2cos(α̂) + d2

1k
2b− 2d1 cos(θ − α̂)kber+

2d1 cos(θ − α̂)k
√
b(e2

rb+ k2a+ k2bd2
2 − 2kberd2 cos(α̂))

)

and its derivative with respect to α̂ is:

g′b(α̂) = −e1b
(
− 2

(
er
k
−
√

∆

kb
)berd2 sin(α̂)
√

∆
+ 2

berd2 sin(α̂)d1 cos(θ − α̂)√
∆

+2(
er
k
−
√

∆

kb
)d1 sin(θ − α̂)

)

/(
a+ b((

er
k
−
√

∆

kb
)2 + d2

1 − 2(
er
k
−
√

∆

kb
)d1 cos(θ − α̂))

)2

The derivative g′b(α̂) exists when the following two conditions hold:

1.
√

∆ 6= 0 which is true according to (A.1) in the proof of claim (1)

2. a+ b((
er
k
−
√

∆

kb
)2 +d2

1− 2(
er
k
−
√

∆

kb
)d1 cos(θ− α̂)) 6= 0: but a > 0 and (

er
k
−
√

∆

kb
)2 +

d2
1 − 2(

er
k
−
√

∆

kb
)d1 cos(θ − α̂) = u > 0

So gb(α̂) is differentiable and consequently continuous and the same applies to gb(α).
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Claim 5. hr(α) is continuous

Proof. We prove that the function hr(α) is continuous by showing it is differentiable. As

previously defined, α̂ is the angle ̂s1rα, δ the distance traveled by r, and u the distance

between s1 and r at its new position. We additionally define w as the distance between the

new position of r and s2. We consider the three intervals I1, I2, I3 of Figure A.2.

Case I: α ∈ I1

We define β to be the angle between s1r and rH1, and h to be the distance rH1.

δ =
h

cos(β − α̂)

w2 = δ2 + d2
2 − 2δd2 cos(γ)

=
h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂)

hr(α) = hr(α̂) =
er − kδ
a+ bw2

=

er − k
h

cos(β − α̂)

a+ b(
h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂))

And the derivative of hr(α̂) is:

h′r(α̂) =
kh sin(β − α̂)

cos(β − α̂)2
(
a+ b(

h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂))

)

−
b(er −

kh

cos(β − α̂)
)(

a+ b(
h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂))

)2
∗

(−2
h2 sin(β − α̂)

cos(β − α̂)3 + 2
hd2 cos(θ − α̂) sin(β − α̂)

cos(β − α̂)2 + 2
hd2 sin(θ − α̂)

cos(β − α̂)
)

The derivative exists when the following conditions hold:

1. cos(β − α̂) 6= 0
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2. a+ b(
h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂)) 6= 0

But since s1r and rH1 are not parallel, β < π
2 and cos(β − α̂) > 0, ∀ 0 ≤ α̂ < β. So the

first condition is satisfied. On the other hand,

a+ b(
h2

cos(β − α̂)2 + d2
2 − 2

h

cos(β − α̂)
d2 cos(θ − α̂)) = a+ bw2 > 0

So the second condition is also satisfied and consequently the derivative h′r(α̂) exists in this

case and hr(α̂) is continuous and so is hr(α).

Case II: α ∈ I2

In this case,

δ = d1 cos(α̂)

u = d1 sin(α̂)

w2 = δ2 + d2
2 − 2δd2 cos(γ)

= d2
1 cos(α̂)2 + d2

2 − 2d1d2 cos(α̂) cos(θ − α̂)

hr(α̂) =
er − kδ
a+ bw2

=
er − kd1 cos(α̂)

a+ b(d2
1 cos(α̂)2 + d2

2 − 2d1d2 cos(α̂) cos(θ − α̂))

The derivative of hr(α̂) is:

h′r(α̂) =
kd1 sin(α̂)

a+ b(d2
1 cos(α̂)2 + d2

2 − 2d1d2 cos(α̂) cos(θ − α̂))
−

(er − kd1 cos(α̂))b(−2d2
1 cos(α̂) sin(α̂) + 2d1d2 sin(α̂) cos(θ − α̂)− 2d1d2 cos(α̂) sin(θ − α̂))(

a+ b(d2
1 cos(α̂)2 + d2

2 − 2d1d2 cos(α̂) cos(θ − α̂))
)2

The derivative exists when a+ b(d2
1 cos(α̂)2 + d2

2 − 2d1d2 cos(α̂) cos(θ − α̂)) 6= 0. But this is
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equal to a+ bw2 > 0. So hr is differentiable and continuous.

Case III: α ∈ I3

In this case, posb(α) = r and the function hr(α) is constant and continuous.

As a result of all three cases, hr(α) is continuous in each interval. Also, the value of hr at

point H1 is the same in both intervals I1 and I2 and the value at point H2 is the same in I2

and I3. So hr is continuous over the interval I1 ∪ I2 ∪ I3, ie, for α between s1 and s2.

Theorem 4. The optimal position for node si when it moves by itself is given by

xi = pi +
−Bx(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

yi = qi +
−By(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

where

A = 2b(
∑

sl∈S(si)

ml +mi)

Bx = 2b(
∑

sl∈S(si)

ml +mi)pi − 2b(
∑

sl∈S(si)

mlxl +mixd)

By = 2b(
∑

sl∈S(si)

ml +mi)qi − 2b(
∑

sl∈S(si)

mlyl +miyd)
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Proof. We compute the derivatives
δCi
dxi

and
δCi
dyi

as follows.

Ci =
∑

sl∈S(si)

(
aml + bml ‖ui − ul‖2

)

+ ami + bmi ‖ui − ud‖2 + k ‖ui − oi‖

=
∑

sl∈S(si)

(
aml + bml(xi − xl)2 + bml(yi − yl)2

)

+ ami + bmi(xi − xd)2 + bmi(yi − yd)2

+ k
√

(xi − pi)2 + (yi − qi)2

δCi
dxi

=2b
∑

sl∈S(si)

ml(xi − xl) + 2bmi(xi − xd)

+
k(xi − pi)√

(xi − pi)2 + (yi − qi)2

=2b(
∑

sl∈S(si)

ml +mi)xi − 2b(
∑

sl∈S(si)

mlxl +mixd)

+
k(xi − pi)√

(xi − pi)2 + (yi − qi)2

=2b(
∑

sl∈S(si)

ml +mi)xi − 2b(
∑

sl∈S(si)

mlxl +mixd)

− 2b(
∑

sl∈S(si)

ml +mi)pi + 2b(
∑

sl∈S(si)

ml +mi)pi

+
k(xi − pi)√

(xi − pi)2 + (yi − qi)2

δCi
dxi

=2b(
∑

sl∈S(si)

ml +mi)(xi − pi)

+ 2b(
∑

sl∈S(si)

ml +mi)pi − 2b(
∑

sl∈S(si)

mlxl +mixd)

+
k(xi − pi)√

(xi − pi)2 + (yi − qi)2
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In addition to A,Bx, By, we define Xi and Yi as follows:

Xi = xi − pi Yi = yi − qi

so we can rewrite
δCi
dxi

as

δCi
dxi

= AXi +Bx +
kXi√

X2
i + Y 2

i

Similarly, we compute
δCi
dyi

and rewrite it as

δCi
dyi

= AYi +By +
kYi√

X2
i + Y 2

i

We first solve for the value for Yi at which
δCi
dxi

= 0:

δCi
dxi

= 0

AXi +Bx +
kXi√

X2
i + Y 2

i

= 0

kXi√
X2
i + Y 2

i

= −(AXi +Bx)

√
X2
i + Y 2

i = − kXi
AXi +Bx

(A.4)

X2
i + Y 2

i =
(kXi)

2

(AXi +Bx)2 (A.5)

Y 2
i = −X2

i +
(kXi)

2

(AXi +Bx)2

=
X2
i (k2 − (AXi +Bx)2)

(AXi +Bx)2

Yi = ±
Xi
√
k2 − (AXi +Bx)2

AXi +Bx
(A.6)

Since k > 0, (A.4) implies that

− Xi
AXi +Bx

> 0 (A.7)
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We now replace Yi in
δCi
dyi

by its value obtained above, and we solve for the value of Xi at

which
δCi
dyi

= 0. We obtain:

δCi
dyi

= 0

AYi +By +
kY√

X2
i + Y 2

i

= 0

Yi(A+
k√

X2
i + Y 2

i

) +By = 0

Yi = − By

A+ k√
X2
i +Y 2

i

Y 2
i =

B2
y

(A+ k√
X2
i +Y 2

i

)

X2
i (k2 − (AXi +Bx)2)

(AXi +Bx)2 =
B2
y

A2 + k2

X2
i +Yi

+ 2Ak√
X2
i +Yi

Using the value of X2
i + Y 2

i obtained in (A.5), we get:

X2
i (k2 − (AXi +Bx)2)

(AXi +Bx)2 =
B2
y

A2 +
(AXi+Bx)2

X2
i

+ 2A

| Xi
AXi+Bx

|

X2
i (

k2

(AXi +Bx)2 − 1) =
B2
y

A2X2
i +(AXi+Bx)2

X2
i

+ 2A|AXi+BxXi
|
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(A.7) implies that

∣∣∣∣∣ Xi
AXi +Bx

∣∣∣∣∣ = − Xi
AXi +Bx

X2
i (

k2

(AXi +Bx)2 − 1) =
B2
y

A2X2
i +(AXi+Bx)2

X2
i

− 2A
AXi+Bx

Xi

X2
i (

k2

(AXi +Bx)2 − 1) =
B2
y

A2X2
i +(AXi+Bx)2

X2
i

− 2AXi
AXi+Bx

X2
i

k2

(AXi +Bx)2 − 1 =
B2
y

A2X2
i + (AXi +Bx)2 − 2AXi(AXi +Bx)

k2

(AXi +Bx)2 − 1 =
B2
y

B2
x

(AXi +Bx)2 =
k2B2

x

B2
x +B2

y

(AXi +Bx −
kBx√
B2
x +B2

y

)(AXi +Bx −
kBx√
B2
x +B2

y

) = 0

Xi =
−Bx(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

and the corresponding Yi is:

Yi =
−By(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

and hence

xi = pi +
−Bx(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y

yi = qi +
−By(

√
B2
x +B2

y ± k)

A
√
B2
x +B2

y
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Theorem 5. If no node can improve the current configuration U by moving by itself, then

U is an optimal configuration

Proof. The key intuition is that for a configuration in which no relay node can move and

improve the cost by itself, the directional derivative in any direction at that configuration

is positive; this is a sufficient condition for the optimality of that configuration because the

cost function is convex.

We define the following notations. Let x = (x1, . . . , xn) and y = (y1, . . . , yn) denote a final

configuration where xi and yi represent the final positions of relay node si along the x-axis

and the y-axis respectively. We note that xi and yi are fixed for the source nodes and the sink

since these nodes do not move. The cost of this final configuration c(x, y) can be represented

as Tx(x) + Ty(y) +M(x, y) where

Tx(x) = b
∑
ij∈E

mi(xi − xj)2

Ty(y) = b
∑
ij∈E

mi(yi − yj)2 (A.8)

M(x, y) = k
∑
i∈N

√
(xi − pi)2 + (yi − qi)2

Let α = (α1, . . . , αn) and β = (β1, . . . , βn) denote the final configuration computed by our

centralized algorithm. Let (g, h) be a possible direction in <2: g = (g1, . . . , gn) represents the

possible movement of each node along the x-axis and h = (h1, . . . , hn) the possible movement

along the y-axis. We also define Gi = (0, . . . , 0, gi, 0, . . . , 0) and Hi = (0, . . . , 0, hi, 0, . . . , 0)

to be the restriction of (g, h) where only node si moves. We want to show that the directional
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derivative c′ at (α, β) is positive in any direction (h, g). By definition,

c′((α, β), (h, g)) = lim
t↓0

c(α + tg, β + th)− c(α, β)

t

By the properties of our algorithm, no node can reduce the global cost by moving by itself

away from position (α, β). More specifically, if node si moves from position (αi, βi) to

(αi + tgi, βi + thi), the global cost increases. Let ∆i be this difference.

∆i ≥0 (A.9)

∆i =c(α + tGi, β + tHi)− c(α, β)

∆i =Tx(α + tGi)− Tx(α)

+ Ty(β + tHi)− Ty(β)

+M(α + tGi, β + tHi)−M(α, β)

We replace Tx, Ty, M in ∆i and c(α + tg, β + th) by their values according to (A.8). We

obtain the following:

c(α + tg,β + th)− c(α, β) =

n∑
i=1

∆i − 2b
n∑
i=1

mit
2(g2

i + h2
i )

+ b
∑
ij∈E

mit
2(gi − gj)2 + b

∑
ij∈E

mit
2(hi − hj)2

We rewrite −2b
n∑
i=1

mit
2(g2

i +h2
i )+b

∑
ij∈E

mit
2(gi−gj)2+b

∑
ij∈E

mit
2(hi−hj)2 in the previous
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equation as t2V for some value V independent of t. We get

lim
t↓0

(c(α + tg, β + th)− c(α, β)) /t = lim
t↓0

n∑
i=1

∆i/t− tV

= lim
t↓0

n∑
i=1

∆i/t (A.10)

We now examine the limit in (A.10) closely. By using values Tx, Ty and M again, we get:

lim
t↓0

n∑
i=1

∆i/t = 2b
∑
ij∈E

mi(gi − gj)(αi − αj)

+ 2b
∑
ij∈E

mi(hi − hj)(βi − βj)

+ lim
t↓0

k ∑
ij∈E

(
√

(αi + tgi − pi)2 + (βi + thi − qi)2

−k
∑
ij∈E

(
√

(αi − pi)2 + (βi − qi)2

 /t (A.11)

Using the difference of two squares identity, we can rewrite the limit term in (A.11) as

k
∑
ij∈E

(αi − pi)gi + (βi − qi)hi√
(αi − pi)2 + (βi − qi)2

(A.12)

(A.9), (A.11), (A.12) ⇒ c′((α, β), (h, g)) ≥ 0 so (α, β) is a global minimizer and represents

an optimal configuration.
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