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ABSTRACT
AN EMPIRICAL VALIDATION OF QUASI-INDUCED
EXPOSURE
BY

Dale Reed Lighthizer

Traffic and safety engineers continue to be plagued by
problems in to estimating exposure to traffic accidents.
Such estimates are required in order to calculate accident
rates which are useful in, for example, identifying the
relative safety of different driver-vehicle groups.

The de facto standard for exposure has become vehicle
miles of travel (VMT), although it is has been found to be
wanting in a number of respects. In the mid 1960s, new
methods were suggested, which utilized accident data as the
basis of the exposure estimate. One of these, which
required the specification of gqguilt or innocence of drivers
involved in accidents, was known as quasi-induced exposure.

The quasi-induced technique has been employed by a
number of researchers and has been shown by some to
generally produce results consistent with other work.
However, there have been few attempts to validate this
method. The current research takes an empirical approach to

validation. The focus is the assumption that the innocent



victims (non-responsible driver-vehicle combination)
involved in two-car collisions, constitute a random sample
of the driver-vehicle combinations on the road.

The validation makes use of two techniques: direct
observation of the values of key variables in the field and
comparison with those from the quasi-induced method: and a
technique referred to here as complementary sets analysis.
The latter involves an analysis of the internal consistency i
of the accident data. That is, if at-fault drivers are
partitioned into two complementary sets, each set should
encounter the same proportions, "types", of "innocent"
drivers in two-vehicle accidents.

Accident data for this study were extracted from the
Michigan Department of Transportation's (MDOT) 1982-1988
accident files. Field data were collected for Interstate 94
in southwest Michigan.

Generally, the comparison of field and quasi-induced
exposure estimates indicated agreement between the two.
While these results were not always statistically
significant, they were in reasonably good qualitative
agreement. The complementary sets analysis consistently
yielded results supportive of the hypothesis that the non-
responsible driver is a random sample of driver-vehicle

combinations on the road.
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1.0 INTRODUCTION

The inability to accurately and consistently measure
the safety of drivers on the highway, the vehicles used, and
the highway system itself has plagued traffic safety
professionals for some time. While the analysis of the
frequency of accidents can provide valuable insight into
some highway traffic safety problems and/or the
effectiveness of different solutions, it is generally
conceded that investigation of simple accident frequencies
is often insufficient. There is a need to assess the
relative risk of certain types of drivers, vehicles, or
road/environmental conditions being associated with
accidents. In order to accomplish this, it is necessary to
first calculate (or evaluate) how often different
driver/vehicle combinations are "exposed" to certain situa-
tions.

Traditional measures of exposure include calculations
of vehicle miles of travel (VMT), vehicle registrations, and
number of licensed drivers along with more complex and
costly derivations based on survey data. These measures are
typically used in the development of overall accident rates
(e.g., accidents/VMT) or disaggregated rates such as the

number of males involved in accidents per VMT.




Unfortunately, virtually all measures of exposure have been
found wanting due to problems with collecting appropriate
unbiased data, accuracy, and/or cost.

The research effort described here deals with the
investigation of a method utilizing accident data not only
in the numerator of the accident rate formulation, but also
as the basis for exposure in the denominator--specifically,
this work is concerned with the validation of a quasi-
induced measure of exposure.

One of the issues that must be dealt with initially is
the question of what exposure really means--the notion of
exposure turns out to be quite complicated. At a symposium
at the University of California in the 1950s, over one
hundred variables were identified as being measures of, or
related to, exposure. Table 1 indicates some of the factors
which tend to confuse the measurement of exposure.

Haight (1971) indicates that the idea of exposure to
accidents evolved from the epidemiologic concept of exposure
to disease. He provides a number of important definitions
related to this area of research, and which are used
throughout the literature.

Of importance here is the distinction that Haight makes
between direct and indirect exposure. The former is
expressed in terms of direct measurement of traffic
parameters. The latter often involve the use of quantities
other than traffic parameters, e.g. surrogates such as

income, assuming that income could be associated with the



Table 1 - Factors Tending to Confuse The Measure of
Exposure

Factor

Sex of Driver

Age of Driver

Time of Day

Trip Purpose

Vehicle Type

Vehicle Speed

Traffic
Volumes

Roadway Type

Roadway
Conditions

Roadside
Development

Environmental
Conditions

Typical Problems

simple counts of males/females may be
misleading if, for example, males are more
prone to accidents independent of whether
they are exposed more

some age groups may be more prone to
accidents regardless of level of exposure

may involve factors such as light
conditions, driver alertness, trip purpose,
and intensity of traffic

may affect driver behavior, aggressive-
ness, alertness, quality of exposure.

some vehicle types, for some reason, may be
more susceptible to involvement in accidents
or certain types of accidents (e.g., certain
4-wvheel drive vehicles in roll-over
accidents)

vehicles traveling at high speeds may face a
greater variety of hazards and be "exposed"
more

more traffic-more exposure, but is it the
same as less traffic, higher speeds?

some road designs or locations may be
susceptible to more/less accidents
regardless of exposure

difficult to isolate factors; some vehicles
drivers may be more prone to accidents under
certain conditions regardless of level of
exposure

may affect the quality of exposure

may affect exposure for some drivers who are
not systematically affected by adverse
driving conditions, for example by age, sex,
or experience group



risk of a highway accident.

A further refinement of indirect measurement is induced
exposure which is based on accident experience. Induced
exposure requires no indication of the responsible party,
while guasi-induced exposure is derived from accident
information including an indication of which driver-vehicle
combination jis jdentified as the responsible party. The

issues related to responsibility are critical, and the
distinction between the two is important.

Generally, "induced exposure" is used broadly to include
quasi-induced exposure, and it should not be. Exposure will
be defined here in Haight's terms, quasi-induced exposure
deals specifically with a technique which uses accident data
including an indication of which party is responsible.

It is important to understand how indirect measures and
especially quasi-induced exposure, fit into a context of
concern for appropriate exposure measures. While more
detail is provided later, some key points are presented
here. For example, Carroll (1971: 1) states that "driving
exposure is the frequency of traffic events which create a
risk of accident." This is a flexible definition of the
exposure concept: it allows for a wide variety of measures;
it is not exclusive in time or space; and it can be applied
to any element of the system.

Carroll suggests that while this basic definition
typically implies some measure of driving, it can also admit

consideration of the nature of driving. He notes that the



most common measure of exposure is vehicle miles of travel.
When using this measure of exposure, it is assumed that all
driving is equally susceptible to risk.

In related work, Chapman (1973: 95) reviews much of the
literature to date and develops a concept of exposure to
road accidents. He provides a summary of efforts by highway
researchers and concludes that "the concept of exposure is
in fact a general one; it is a concept by which the
researcher tries to take account of the amount of
opportunity for accidents which the driver or traffic system
experiences." Chapman's work is an exhaustive review of
exposure development, and he makes the important observation
that the meaning of exposure has often been developed to fit
the purpose of a given analysis or the available data.

For example, the meaning of exposure when applied to
large groups, areas, or times is taken to be some gross
measure of vehicle miles traveled, or system-level exposure.
By contrast, studies concerned with exposure measures for
specific locations, persons, or times often use some other
definition, e.g., the exposure to accidents at a particular
site as drivers pass by it.

In general, it is relatively easy to establish the
value of the of the numerator of an accident rate. Problems
occur with establishing a value for the denominator, the
measure of exposure for a given driver-vehicle combination.
While VMT has become a de facto standard measure of expo-

sure, there are a number of problems and limitations associ-
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ated with it. These fall generally in the following areas:

1) Accurate determination of VMT can be difficult to
obtain as it is necessary to base the calculation
on a series of assumptions and estimated values.

2) It is extremely difficult to stratify the VMT
estimates into specific driver-vehicle categories
(e.g., age, sex, road type).

3) Methods involving survey techniques to collect
exposure data, while capable of providing quality
catego;ical data, are extremely time consuming and
expensive.

Recognition of problems associated with the collection
and stratification of data into sub-groups has led to
exposure being expressed as some measure of relative
involvement. When exposure is viewed in this fashion, it is
often obtained by induced methods, and is particularly
useful in studies of a comparative nature. Various methods
have been used to measure accident involvement, with
considerable variation in complexity. The simplest approach
is to compare the frequencies of accident involvement at
locations, or for various driver-vehicle combinations. This
comparison can be useful when no other information is
available on exposure. However, the use of frequency
information alone does not provide an opportunity for any
normalized comparison between sites or groups. Further, it
is clear that use of the raw number of accidents alone does
not necessarily tell very much about how serious the safety
problem at a location may be.

Shortcomings with use of accident frequencies and

difficulties with calculating stratified estimates of VMT

led to the investigation of techniques to quantify exposure



with easier methods. This need stimulated the development
of induced exposure methods which utilize readily available
accident data. As stated, the present research deals with
quasi-induced exposure where the measure of exposure is
derived from the accident data. More specifically, the
exposure measure of interest here is based on the
distribution of "non-responsible" drivers in two-vehicle
accidents. Based on such distributions, relative
involvement rates can be developed for driver-vehicle
combinations of interest. The fundamental premise is that
under a specified set of conditions the non-responsible
drivers, in two-vehicle accidents, constitute a random
sample of all drivers on the road under those conditions.
The relative involvement is then calculated by comparing the
distribution of responsible and non-responsible drivers.

For example, suppose the relative involvement of men
and women drivers in daytime accidents is of interest. The
percentages of males and females involved in accidents
during daylight hours can easily be determined from accident
records. While the simple frequencies may be interesting,
they do not address the differences between male and female
drivers due to the amount of time on the road, the miles
traveled, or any factors which may affect the possibility of
an accident. On the surface, the initial comparison for men
and women might seem to indicate that males are over-
involved in daylight accidents.

However, the ratio of the number of males involved as



the "responsible drivers" to the number of "non-responsible"

males can be calculated a relative involvement of males. It

is argued that by using the non-responsible males as a

relative base for comparison, the difference in the amount

of driving (exposure) by men and women is included. This
same approach can be used to examine other characteristics
of the driver, vehicle, and roadway environment.

This method has been demonstrated by others (discussed
later), and it seems to hold great promise. Criticisms of
the approach include a limited theoretical basis and few
successful attempts to validate the concept empirically.

The focus of the current work is to provide additional

empirical validation of this technique. It should be noted

that complete validation is sequential in nature.

Two general hypotheses are examined here:

Hypothesis 1: The distribution of "non-responsible" drivers
in two-vehicle collisions in the accident data
is the same as actually found on the highway
system and;

Hypothesis 2: The distribution of "non-responsible" drivers

- involved in accidents caused by a specified
driver-vehicle combination is the same as that
of "non-responsible" drivers involved in
accidents caused by the complement driver-
vehicle combination.

The latter hypothesis can be best demonstrated with an
example. If sex of driver is the characteristic of interest,
male and female responsible drivers should involve male and
female non-responsible drivers in the same proportions. (If

responsible males have 60% of their accidents with non-

responsible males, so should responsible females.)



Evidence supporting the latter hypothesis also supports
the contention that the distribution of non-responsible
driver-vehicle combinations involved in accidents is a
random sample of driver-vehicle combinations found on the
highway system. In this context, the goal of this research
is to contribute to the empirical proof of the fundamental
premise of the quasi-induced exposure technique.

This technique is of interest for a number of practical
reasons: it is relatively easy to use, incorporating data
that are generally available; it can be used to accurately
combine system-wide and spot statistics on risk; and, a
sound method of estimating exposure is important to
measuring success in addressing highway safety problems. An
improved method of measuring exposure would aid in the
detection and quantification of problem driver-vehicle
categories such as young males at night, or older drivers at
night.

The next section is a literature review which is
addressed to the development and discussion of various
exposure measures and measurement techniques. Of specific
concern is the promise that quasi-induced methods seem to

hold--if they can be validated.



2.0 HISTORICAL VIEW OF EXPOSURE

While there are instances when a consideration of
simple accident frequencies provides adequate information
for making decisions regarding safety problems, accident
frequency must generally be modified by some consideration
of "exposure" to accident risk. The arguments for the need

for exposure measures and for different types of exposure

measures are presented in detail in this section.

In 1976, Waller reviewed and demonstrated the need for
exposure information, for safety analyses, where exposure is
defined as the denominator in a ratio designed to express an
accident rate. This denominator describes the population at

risk of involvement in an accident. Exposure may be
expressed by the numbers of people or vehicles using a
facility, but, more often, additional information is needed
on the amount and type of use.

Chapman (1973) also discusses a number of reasons for
gathering exposure data. Exposure data are necessary,
combined with accident data, to act as measures of

effectiveness to evaluate the safety performance of the
highway system. Such measures are used to identify problems
not only in the system, but also with drivers and vehicles

and to evaluate the effectiveness of accident

10
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countermeasures.
Simple accident frequencies have been widely used for

years, but they are generally not adequate to identify
Carroll (1971a) points out

problems or measure changes.
that while rough exposure data (vehicle miles) have been

available for some time, there is a need to have these data
He also notes

classified into more meaningful categories.
the growth in the use of accident rates with exposure data

as the denominator. He states that an advantage of using
accident rates as opposed to accident frequencies, as
measures of effectiveness for assessing highway safety
trends, is that they are not sensitive to changes in the
population at risk (normalizes accident frequencies which
can be misleading). In a paper reporting on a symposium

examining driving exposure, Carroll (1973: 22) reports the

following recommendations and conclusions regarding

exposure:
1) Exposure data are needed in highway safety research,
along with accident data, to permit identification
of problem areas and evaluation of countermeasures.

2) In regard to exposure data, the most pressing need
is for a comprehensive data bank at the national
level, though consideration must still be given to

exposure data needed for special studies.

3) A comprehensive national program of collecting
exposure data should begin immediately.

4) The primary use of exposure data is as the
denominator in calculations of accident rates within

meaningful classes of corresponding accident and
exposure data.

5) For general purposes, VMT should be used as a
measure of driving exposure, but further research is

needed.
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6) Meaningful classifications of exposure data are
extremely important. The independent variables
driver age, sex, vehicle type, make and model year,
road type, and day/night should be used for basic
classification.

These conclusions from the symposium became the driving
force for research for some time.

Efforts continued to examine the question of how to
define exposure, and how the use of this information might
improve the investigation of highway safety. For example
Stewart et al. (1976) indicated that some exposure measure
is necessary in order to formulate, implement, and evaluate
highway safety programs. It is of particular importance
when certain groups within the driving population are the
objects of comparison. Detailed exposure information for
various subgroups is necessary to identify differences in
accident rates for the groups, and to understand the causes
for the variation. While the most common measure of
exposure is VMT, other measures include: traffic volume,
driving time, number of trips, number of drivers, number of
licensed vehicles, passenger miles, occurrence of traffic
conflicts, and fuel consumption.

Waller (1976: 2) indicates that "unless there are good
measures of exposure, it is impossible to accurately
determine relative frequency, causation, or countermeasure
effectiveness even if numerator information fe.g.,accident
frequency] is excellent." Here, the author uses the term

relative frequency to refer to an accident rate. Waller

also demonstrated how the choice of a denominator can
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significantly effect the interpretation of the effectiveness

of a given countermeasure.
2.1 Accident Rates and Exposure

As indicated, exposure measures are used as the
denominator in ratios defined as accident rates. This
denominator represents the population at risk, a control
population. A number of exposure measures have been
proposed and used with VMT emerging as a popular standard.
This measure is a value that directly reflects a measure of
travel, and is easy to obtain and apply, although data
collection requires considerable equipment and/or other
resources. VMT is best suited for use at the system level
of analysis, but can also be estimated for a road segment as
the product of the length of the segment and the average
daily traffic (ADT). Unfortunately, use of VMT implies that
all miles driven have the same level of risk of having an
accident. Further, it is very difficult to stratify total
VMT by population subgroup.

As early as 1945, Lauer et al. performed a study to
examine the relative importance of factors believed to
relate to the occurrence of traffic fatalities. Of interest
was how these factors can be used to establish insurance
rates. The study consisted of a correlation analysis
relating various factors to the number of fatalities that
occurred in one year in Iowa.

They concluded that the population density of a given
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area was the most important factor related to traffic
fatalities, followed by VMT and the number of accidents.
Car registrations were not found to be an important factor
as they tended to overlap with other influences. The paper
was offered to suggest a procedure for insurance companies,
although the results should not be accepted for all
locations. This early study provides some insight into the
relative importance of potential exposure measures.

A paper by Smeed (1954) reports on work by others that
involves several definitions of an accident rate. These
include an equivalent measure of VMT and different
expressions of density of vehicles per length of road.
Under conditions where the number of accidents was
proportional to traffic flow, an accident rate can be a
useful criterion in determining the safety of a given type
of road. Most of the paper presents findings on how the
accident rates behave for different times of day, lighting
conditions, road types, and road geometry.

In a related study, Mathewson and Brenner (1956: 38)
report on industrial accidents and provide the following
caveat on the use of any accident rates:

The safety engineering profession is constantly

confronted by the problem of having to decide whether

or not there has been some change in accident
likelihood. The usual statistical basis for this
decision, until recent years, has been the accident
rate. However, the profession should accept as fact
that the accident rate is a statistic that will
fluctuate even without any change in the underlying

accident likelihood.

In another paper, Mathewson and Brenner (1957) express
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doubt as to the utility of vehicle mileage as a measure of
exposure for engineering or enforcement purposes. They view
this method as being seriously limited because the mileage
figures are estimated by gross techniques, and not measured
directly. For example, VMT is usually estimated from
gasoline consumption figures, vehicle registrations, and
average vehicle fuel consumption figures. This type of data
may be adequate for system level analysis, but extremely
difficult to disaggregate for use for specific classes of
roads and/or locations.

As the distance over which these measurements are made
is reduced (ultimately to a point), the utility of the VMT
is reduced. Another problem is that the unit of risk
(vehicle-mileage) is seldom identified with the site of the
risk. Mathewson and Brenner demonstrate that, for a given
road segment, mileage-based measures can be reduced to a
volume-based measures divided by a distance constant. They
indicate that this distance constant may, in fact, tend to
obscure any safety problems with the road.

Mathewson and Brenner suggest a method for defining the
unit of risk as a volume-based index. Their definition of
vehicle accident rates relates the number of accidents at a
"point" on the road (for a time period) to the volume
passing that "point" in that time period (i.e., number of
accidents/traffic encounters with the specific risk). A
point on the road was defined as any length where the volume

is essentially constant and in length is operationally
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meaningful.

In a paper by Breuning and Bone (1960) interchange
accident exposure and accident rates are examined. Their
findings indicate that the use of vehicle mileage exposure
measures can lead to confusing results. For example, for
interchanges, exposure to an accident does not seem to be
truly related to the miles traveled. They develop and
demonstrate a method defining interchange exposure as
proportional to the product of the number of cars in the two
merging or diverging streams. When defined in this manner,
exposure can be reduced to a simple formula using traffic
counts. Tests using this method yielded satisfactory
results and the authors declare that it offers a good basis
for quantitative comparative analysis of interchange
accidents.

Surti (1965) presented a similar method in an
application to at-grade intersections. An accident exposure
index is determined as a function of collision point
analysis. Manipulation of the volumes entering an
intersection, by movement, leads to an index directly
related to volume. This index measures the relative level
of intersection safety and allows for comparison of
intersections with different traffic characteristics.

In 1969 Surti reported on tests of this method for data
from Washington, D.C. for different types of intersection
geometry. He found a good correlation between his exposure

index for intersections and the number of accidents
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recorded. It should be noted that this method does not
consider single vehicle accidents, as it is based on two
traffic streams merging.

In a series of papers, Folvary (1967a, 1967b, 1967c,
1968) develops a new method to deal with exposure and
reports the results of extensive testing using Australian
data. The method uses the movements of vehicles prior to
collision and the driver error made to define various
groups. Exposure for these groups is then developed as a
measure of how frequently these groups meet each other on
the road. In practice, the denominator in accident rates is
eliminated, thus allowing the direct comparison of accident
statistics as if they were accident rates.

Thorpe (1968) reports on the application of accident
rates to data for signalized and unsignalized intersections
in Australia. His accident rate is calculated as a function
of the volumes of traffic entering the intersection of
interest. Thorpe notes that his definition is based on work
by Tanner, who defined the number of potential conflicts in
an intersection. An interesting conclusion was that the
accident rates for signalized and unsignalized intersections
were nearly the same.

In a paper by Chapman (1969), several studies using
accident rates are examined. This work is of interest
because it showed the potential for variation in accident

rates due to several factors:

1) On roads where flows, weather, light conditions, and
length are equal, road accidents were not



18

distributed by chance--accidents accumulated at
locations associated with some type of hazard.

2) The average number of accidents per vehicle during
darkness was twice that during daylight. As volumes
decreased, the accidents per vehicle decreased for
both day and night conditions.

3) As flow increases the proportion of single accidents
decreases.

4) Speeds were lower than average on sections where the
number of accidents per vehicle mile was higher than

average.

5) The rate of accidents per vehicle hour was found to
have less variation than the rate of accidents per

vehicle mile.

In related work, Homburger (1969) states that "to make
raw accident statistics at all meaningful and comparable,
they must be converted to some form of accident rate." He

describes three types of accident rates according to

different measures of exposure: occurrence rates based on

relating the number of accidents to vehicle travel, vehicle
registrations, or population; involvement rates, which
relate the number of accident victims (injured parties) to
total population or number of drivers in accidents to the
population of drivers; and severity rates, which relate
Classes of injuries to some measure of exposure.

Homburger discusses several problems associated with
these expressions of rates and/or the exposure measures, and
finds no adequate method to compare injury severity.
Homburg's method then introduces a new based on an accident
severity rate where accidents result in either a fatal or an
The fatal severity rate is defined as the total

injury.
fatalities divided by the total number of fatal and injury
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accidents. The injury severity rate is defined similarly.

The utility of this method is demonstrated by examining
different fatality rates associated with collisions between
motor vehicles and other types of vehicles or pedestrians.
The author suggests that it is likely that superior severity
rates might be developed that will prove even more useful in
examining how severity varies by accident type, time of day,
location, or other factors.

A significant issue that is left unaddressed is the
idea that whether an accident results in a fatal or severe
injury has a large random component (and/or is functionally
related to "other" factors such as speed)--i.e., an accident
may be "caused" by one set of factors and result in a
fatality or serious injury by virtue of another set of
factors.

In work addressing accident rates for different
countries, Pfundt (1969) observes three major reasons why it
is difficult to use accident rates as a means of comparing
the safety of roads. The points he makes also have
relevance here: there is a lack of clarity about the data
used (type and severity of accidents), accident rates may
vary with traffic volumes, and accident occurrences are not
homogeneous so simple accident rates do not provide a
sufficient description of safety.

In 1970 Cameron presented theoretical work addressing

the problem of detecting real differences in accident rates.

He presents a model for accident processes and examines the

[
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empirical support for it. The model for accident processes
is a stationary Poisson process and accident risk is
expressed in terms of an accident rate based on VMT.

While, the Poisson model may provide a mechanism to
better understand accident rates given the intuitive appeal
of examining the accident occurrence as a (0,1) process,
this method also suffers from the inherent weaknesses
associated with the need for accurate mileage data for
various driver-vehicle categories. The proposed stochastic
process does, however, provide variances for estimates of
accident rates, and not just estimates of the means from a
deterministic model. This approach potentially provides for
more powerful methods of statistical inference to be used.

In a paper by Chirachavala and O‘'Day (1983), a model
using an exposure measure of VMT, along with accident
information, is used to predict accidents based on the mix
of traffic on a roadway. This model incorporates
proportions of VMT to measure exposure for categories of
vehicles. The proportion of accidents for a given category,
involving different vehicle mixes (e.g., single car, car-
car, car-truck) and environmental or road conditions, is
predicted by the model. While this model shows some
promise, for developing driver-vehicle categories to control
for various factors of interest, it suffers from the same
problem as others by requiring difficult stratifications of
VMT information.

In summary, there are still problems with use of
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accident rates, and with some of the popular methods of
estimating exposure. Accident rates are often not capable
of expressing differences that are of interest. Estimates
of exposure based on VMT do not reflect the quality of

exposure (e.g., time or speed) on a roadway segment.
2.2 Collection Methods for Exposure Data

In their widely used accident research manual, Council
et al. (1980) note some of the problems with exposure data
and its collection. The researcher needs data for the same
variables for the population at risk and the accident
population. For example, if the number of accidents
occurring during snowy or slippery conditions is of interest
for a specified section of road, then the researcher needs
some measure of the opportunities for accidents under these
circumstances. This is quite restrictive for the more
traditional measures of exposure such as VMT. Other
problems are related to the bias that may be introduced by
the way exposure data are collected. Often, data are not
collected on a random year-round basis, but by some
"convenient" sampling process. It is important for the
researcher to be aware of how the data are collected and how
bias might be introduced.

In related work, Foldvary (1968) noted methods that
have been used to gather VMT data for exposure. These
included estimates of fuel consumption and driver surveys.

He developed a method where a random sample of drivers is
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selected from vehicle registration records is surveyed by
mail. Drivers received a trip log for recording detailed
mileage and other trip information for a specific future
day's activities. This method yielded satisfactory results
for an application in Australia. In order to insure an
adequate sample in the US, the method would doubtlessly
prove to be quite expensive.

Work by Carroll et al. (1971, 1972) for the National
Highway Traffic Safety Administration (NHTSA) also examined
the design of exposure surveys. A random sample of some
eight thousand drivers from eighteen representative states
was analyzed. Six variables were identified as the best
predictors of exposure based on VMT: driver sex, driver
age, vehicle type, model year, day/night, and road type.
These variables were identified using the automatic
interaction detection (AID) computer program. Twenty-six
unique combinations of these variables were defined for
further analysis.

Additional surveys were conducted to determine the most
effective methods of gathering data. Indirect methods of
collecting exposure data, such as gasoline sales, were
judged to not be cost-effective. This conclusion was
reached as a result of analysis of the effort required to
obtain the desired stratified data. Other methods included
various interview techniques: office, home, phone, and mail
questionnaires. The mail-out method was selected as the

most accurate and cost effective. The survey instrument
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involved the completion of a one-day trip log. Based on
this effort recommendations were made for a national
exposure survey field test, annual operational surveys, and
the study methodology.

In a separate part of the NHTSA study, Scott and
Carroll (1971) report on the inaccuracies in existing
sources of highway accident data. They conclude that there
is a major bias due to under-reporting of accidents--
primarily due to lenient and inconsistent policies for the
reporting of accidents. The accuracy of the reporting
police officer regarding the severity of an injury was also
examined. It was determined that, in reality, a very low
percentage of accidents coded as having severe injuries
actually did. While this issue is not an insignificant one,
the question that impacts the current work is the simpler
one of whether accidents are reported or not--as long as
unreported accidents are not attributable to specific age
groups , sex of driver, or the like, there is no impact on
the validity of the quasi-induced approach.

Scott aﬁd Carroll also indicate that corrections in
accident frequency totals might be accomplished by
extrapolating reported totals. Reported figures can be
adjusted by using the ratios of non-reporting derived from
sample comparisons of accident records and driver surveys.

Carroll (1975) also reports on a field test of the
trip~-log method in Michigan in 1973 and 1974. The 1974

survey confirmed the previous conclusion that a one day
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trip-log mail survey on an annual, statewide basis is
feasible and cost effective, compared to other survey
methods.

Waller (1976) discusses three methods commonly used to
estimate exposure (VMT): gasoline consumption figures,
household interviews, and roadside surveys. The first has
the advantage of being relative inexpensive, but the
information can only be used for large-scale analysis and
not disaggregated by road type, age group, or any other
variable of interest. Unfortunately such disaggregation for
is of interest.

The second method, household surveys, has the advantage
of capturing driver-vehicle information and relating mileage
to it. There are, however, several disadvantages: people
have trouble (accurately) estimating their annual vehicle
miles traveled; it is difficult to proportion the miles
traveled by hours, days, road types, or purpose; and the
surveys do not capture any information on non-residents or
commercial activity in a study area.

The third method, roadside surveys, usually only
provides information on relative, not total exposure. It
provides information for various classes of roads and for
those vehicles intercepted during the study period. The
disadvantages are: it is a expensive method; and it is
difficult to sample at enough sites and during enough time
frames to get a representative sample.

Stewart et al. (1976) report on a more cost-effective
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method for estimating disaggregate VMT which is based on
odometer readings recorded during state vehicle inspections,
numbers of registered vehicles, and supplemental exposure
information obtained by mail survey of vehicle owners. This
procedure was demonstrated successfully in North Carolina
where differential exposure estimates were generated by age,

sex, vehicle make and model, day/night, and urban/rural.

In conjunction with the design of a Canadian study of

exposure, Rochon et al. (1978) provide a complete review of

efforts in the areas of exposure measurement and data

collection. This study was to be a national level

collection and analysis of exposure data, and personal
interview format was used with a trip-log for a one-week

period. The intent in making these selections was to

overcome the problems of an inadequate number of responses
and the need to use a representative day for the trip-log.
While this methodology should yield very detailed and
accurate information on exposure, the cost is typically
prohibitive.

Lawson (1982) reported on the results of the 1978-1979
Canadian exposure study and indicated that the trip-log
method was not successful in obtaining exposure data by road
class or road surface conditions due to respondent inability

to partition VMT. On a more positive note, follow-up

contacts with non-responding drivers indicated that non-

respondent appeared to be quite similar to respondents.

In a statistical analysis of commercial vehicle
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accident factors, Philipson et al. (1978) propose the use of
an extrapolation technique to directly estimate VMT. The
method uses average annual daily truck traffic (AADTT), by
number of axles, to estimate VMT for rather specialized
types of vehicles. These data are categorized according to:
truck type, number of axles, and weight to allow for
analysis of VMT by categories. In this work the results of
extrapolating direct exposure estimates of VMT by category
were compared with estimates of VMT obtained using a quasi-
induced approach. Total VMT was proportioned across
categories of interest using a ratio of the number of non-
responsible commercial vehicle accidents for a given
category to the total number of accidents involving non-
responsible commercial vehicles. The induced exposure
results differed considerably from the direct results, but
were generally smoother. It was not possible to determine
which method of estimating is preferable.

In 1978 Wolfe presented an extensive bibliography of
previous work related to the measurement of highway travel
exposure and included various methods for estimating VMT.
Included were studies which make use of public record data,
roadside counting and observation, roadside interviews, home
and driver license renewal interviews, and various types of
questionnaires.

This effort by Wolfe represented the first stage of
developing a national exposure data system (NEDS) to

complement NHTSA'S national accident sampling system (NASS).
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The goal of the system was to provide exposure data for
determining reliable national accident rates for various
classes of vehicles, drivers, roads, and environmental
conditions.

Squires et al. (1980) address some of the data needs
and data collection requirements for the NASS as it relates
to exposure. They also report on a pilot study and field
test of a prototype system for statistical analysis of pre-
crash factors and accidents. The exposure data for the NASS
included: data collected from the traffic stream at sample
of sites stratified according to interest; data collected
from a sample of drivers about their driving habits; and
data collected through follow-up interviews of drivers
observed in the traffic stream to link the first two
sources.

The authors also discuss the potential of obtaining
exposure information from accident data. The areas thought
to be most promising were: those involving the relative
risk of different driving actions; and those associated with
waiting time to the next accident. The authors recommend
further exploration of the use of accident data to estimate
exposure as it is viewed as being a relatively fast,
inexpensive means of collecting first estimates of
comparative exposure for different groups of driver-vehicle
combinations.

Several papers by various authors provide overviews of

exposure data collection. For example Toomath and White
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(1982) report on the use of personal interviews on a sample
of drivers in New Zealand. Wolfe (1982) discusses various
commonly used methods of collecting exposure data, and more
importantly, the problem that little research has been
directed to determining the validity, reliability, and cost
of different methods.

Lee (1982) presents the results of Michigan's effort to
establish a disaggregate data base on driving exposure. The
approach was based on interviews conducted by license bureau
personnel. While the effort was implemented at low cost,
survey management was identified as the most critical factor
regarding success.

On a somewhat different tack, Fernie (1982) reports on
plans in South Africa to collect exposure data using
continuous automatic measurements, intermittent automatic
measurements, and occasional non-automatic sampling. The
first two methods involve mechanical counters collecting
volume and speed data while the third incorporates time-
lapse photography, or a similar method to capture several
traffic characteristics. This overall approach was expected
to make collection of the required data possible at an
acceptable cost. Results of this project were not reported,
as actual data collection was apparently ongoing.

Cambois and Fontaine (1982) discuss the use of various
types of surveys to collect exposure data and the
combination of these results with other data. Surveys

include measures of distances traveled and observations of
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vehicle types, speeds, and weather conditions. Additional
data on drivers and vehicles were collected in surveys
conducted in unique interview points. Motorists were
interviewed when stopping at service stations. These data
are combined with accident data to determine the groups of
greatest risk.

In summary, several methods have been utilized to
gather exposure data. These have largely been attempts to
improve the disaggregation of VMT information. These
efforts have involved methods that have generally proved to
be costly and time consuming. There is still a need to
collect exposure data differentiated by road and driver

characteristics in an efficient manner.
2.3 Criticism of VMT

Although widely used, VMT is not without significant
problems when used as the basis for accident rate
determination. While some of these problems have already
been mentioned, they are addressed in a more comprehensive
fashion here;

Battey (1959) notes that the use of accident rates
obtained by using population, number of vehicles, and
vehicle miles as exposure measures are not adequate. These
methods fail to reflect the underlying relationships between
deaths and variation in the amount of exposure to a hazard.

Although not commenting on the problems of singling out

fatalities, Battey proposes a method which analyzes four
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classes of accidents: collisions with pedestrians,
collisions between motor vehicles, non-collision accidents,
and others. A weighted index is used to combine the effects
of changes in population, number of vehicles, and vehicle
mileage. An index, calculated for each class separately,
reflects the different types of exposure affecting the
classes.
In another paper critical of VMT, Stewart (1960: 9)

discusses the three assumptions underlying use of VMT:

(a) All driving involves some exposure to accident
hazards.

(b) Exposure to accident hazards is always
proportional to miles driven.

(c) The degree to which exposure is associated with
miles driven is the same for all drivers.

Stewart challenges each of these assumptions. The first is
observed to be almost impossible to prove or disprove
(although it seems obvious). He does note that "the concept
of exposure has a more narrow meaning, one which takes
account of probable facts in one's present, and/or immediate
past environment...an individual has been exposed to a
disease after he has direct contact with some carriers or
has had opportunity for contact...." That is, is "exposure"
occurring continuously during driving, or just when some
type of hazardous condition exists. In the second case, the
question is whether exposure is actually proportional to
total miles driven or those while exposed to some hazard.

In this instance, Stewart suggests that various other
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traffic and personal behavior characteristics might better
reflect different levels of potential hazards.

The assumption that exposure is the same for all
drivers can be questioned even under equal driving
conditions. Stewart feels that exposure to driving hazards
may be a dynamic measure. It is constantly changing, a
function of experience, behavior, and changing road
conditions. That is, different drivers simply respond
differently to the same set of road conditions--what is
hazardous for some, may not be for others.

Jovanis and Delleur (1983: 1) offer a somewhat similar
criticism based on a study of Indiana Tollway data. They
use categorical data on vehicles, environmental conditions,
and VMT to examine automobile and truck accidents. They
note that "VMT alone does not capture the potentially
important effects that conditions of travel may have on the
relative risk or danger of an accident." 1Instead of using
an accident rate, the authors used an accident involvement
rate. This measure was calculated by classifying vehicles
into categories and dividing by the VMT for that category.
While the VMT is still being used, it is stratified so that
it provides more information.

In summary, there are problems with the use of VMT as
an estimate of exposure at other than the systems level.
There are also problems with the lack of sensitivity of the
VMT approach to the quality of the exposure. There is still

a need for an alternative approach for estimating exposure.
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Induced Exposure

Due to the problems with using VMT, vehicle
registrations, number of drivers, and other measures to
estimate exposure, as well as the costs associated with
collecting the data, researchers turned their attention to
other methods for normalizing accident frequencies. Since
accident data are already being collected, it stands to
reason that a method that depends solely on those data would
be very cost-effective.

In this context, the idea of induced exposure was first
introduced by Thorpe (1964: 26). He proposed a method which
developed a measure of relative exposure to the risk of an

accident from analysis of accident records. The method is

based on five assumptions:

(a) Single-vehicle accidents are caused entirely by
attributes of the driver-vehicle combination
concerned.

(b) Collision accidents are caused by the first two
vehicles to hit.

(c) In each collision accident there will be a
responsible and a not-responsible driver-vehicle
combination. (This is a simplification since in
some collisions responsibility should be shared.)

(d) The relative likelihood of a driver-vehicle
combination being the responsible combination in a
collision accident will be the same as the
likelihood of that combination being involved in a
single-vehicle accident.

(e) The likelihood of any particular driver-vehicle
combination being innocently involved in a
collision accident (i.e., the not-responsible
combination) will be the likelihood of meeting that
combination on the road.
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Using these assumptions Thorpe formulated a "Relative
Accident Likelihood" (RAL). The RAL for single vehicle
accidents was defined as:

RAL(S) = S(i)
2T (i) - S(i)

where:

S(i) = proportion of the ith driver-vehicle
combination of all accident combinations
found in single-vehicle accidents.

T(i) = proportion the ith driver-vehicle

combination of all of all combinations
found in collision accidents.

and for collision accidents as:

RAL(T) = T(i)
2T (1) - S(i)

(see table 2 for sample RAL calculations)

The RAL(S) value is for the ith driver-vehicle combination
involved in single-vehicle accidents, RAL(T) for two-vehicle
collisions, and a similar ratio for all accidents. The
study used Australian accident data to develop RAL figures
for drivers classified by age and driving experience.

The calculated RAL values were compared to those
determined for groups of drivers using the pfoportions of
licensed drivers as a substitute for exposure. The ratio
developed for comparison was defined as the proportion of

single vehicle accidents involving drivers in an age group
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Table 2. Sample RAL Calculations

Percent
Male - Single-vehicle accidents 5137 (73.0)
Female - Single-vehicle accidents 1904 (27.0)
7041
Male - Two-vehicle accidents 4029 (76.0)
Female - Two-vehicle accidents 1271 (24.0)
7041
MALE RAL(S) = 73.0 = 0.92
2(76.0) - 73.0
FEMALE RAL(S) = 27.0 = 1.30
2(24.0) - 27.0
MALE RAL(T) = 76 = 0.96
79
FEMALE RAL(T) = 24 = 1.14

21
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to the proportion of licensed drivers in that age group.
While Thorpe found that the RAL agreed well with the "rate"
using licensed drivers as exposure, the results are
questionable, as the number of licensed drivers is an
inherently weak measure of exposure. No comparison was made
between the RAL values and any other measures of exposure,
such as VMT. Further, Thorpe's paper offers little
theoretical development of the proposed method.

However, the important element of Thorpe's work is the
introduction of a method to determine the relative exposure
various driver-vehicle combinations to traffic accidents
using proportions of single-car and two-car accidents. As
stated by Thorpe, the method allows the determination of a
measure of exposure for very specific driver-vehicle
combinations. This method does not require any
determination of which driver is responsible for an
accident, but does make the assumption that single-vehicle
and two-vehicle driver-vehicle characteristics are the same.

As a result of Thorpe's original work, several similar
methods were proposed and demonstrated by various
researchers. These efforts moved in several directions. 1In
a series of papers, Haight (1970, 1971, 1973) discusses
induced exposure and proposes a modified version of Thorpe's
model, based on changing one of Thorpe's assumptions. He
asserts that, for example, if sex of driver is the relevant
variable, the percent of males who are responsible in

multi-vehicle accidents will necessarily be the same as the
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percent of males involved in single-vehicle accidents (who
are, by definition, responsible for such accidents). 1In the
Thorpe model a situation can arise where the ratio of a
category of single-vehicle accidents could be larger than a
category of multi-vehicle accidents leading to a negative
result. Haight's formulation is superior to Thorpe's as it
will always lead to positive results. In addition Haight
provides a hypothetical example to demonstrate his method.

Haight's model unfortunately suffered from a flaw
related to "null" categories. Null categories are those
that are not meaningful in terms of accidents. Examples
include: drivers classified by height, or vehicles by last
digit of registration number. For the proposed model, the
null case should yield results where the exposure
proportions should exactly be equal to the proportions of
singles. However, this only occurs when the number of
elements in each category are equal. It can be shown that
the Thorpe model will always yield the predicted proportions
of singles.

In subsequent papers, Haight proposes another model
which corrects the problem with null categories. The
modified model involved a change in how the proportions are
calculated to insure that the exposure proportions will
equal those of the single proportions for the null
categories. Haight does not demonstrate his approach with
any application to actual data. However, in a later

investigation of induced exposure models, Wass (1977)
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applied Haight's formulation to Danish data and found that
it was not satisfactory. This was due to the model's almost
total lack of sensitivity to changes in the number of single
-vehicle accidents, a quantity which should significantly
affect the magnitude of exposure. The lack of sensitivity
was demonstrated analytically, with example calculations
modifying the levels of single vehicle accidents. This
method does not require that for single-vehicle accidents
the driver characteristics be the same as those of the non-
responsible driver in a collision, or even be the same as
those for the responsible driver, for that matter.

Other quasi-induced exposure models were introduced
around the same time period. Several efforts dealt with the
problem concerning the specification of a responsible party
in any accident. Indeed, the issue of accurately determining
the responsible party in an accident became a serious issue
in applying these methods.

Carr (1969: 344) used a quasi-induced exposure
technique to develop a risk function he calls the Relative
Risk (RR), a further modification of the Thorpe model. He
applies this method to 101,000 accident records from the
Province of Ontario for 1966 and 1967. Carr's model is
based on four assumptions with the first three being the
same as Thorpe's. The fourth is fundamental to Carr's
method, and to the quasi-induced method of estimating
exposure, as it is explicitly addressed to a definition of

exposure:
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The frequency of involvement of any driver-vehicle
combination as the non-responsible party combination in
collision accidents is a measure of the exposure of
that combination to (collision) accident risk.

This assumption provides the investigator with a
control group, inferred from accident data, with which to
compare the responsible group. Relative involvement in
accidents for specified groups can then be assessed: for
collision accidents, the control group is matched with the
responsible group, while controlling for all environmental
factors.

Carr used two criteria to determine if a driver-vehicle
combination was responsible or not. For collisions
involving two moving vehicles, the vehicle most responsible
was determined by the investigating police officer. For the
case where one vehicle was parked or stopped, it was not at
fault. If no determination of responsibility could be made,
the accident was dropped from consideration. This occurred
less than five per cent of the time.

The RR statistic is defined as: the ratio of the
frequency of occurrence of the ith category in the
responsible population to the frequency of occurrence of the
ith category in the non-responsible population. Carr chose
to use the non-responsible population in two-car collisions
as the measure of exposure for single-vehicle accidents
although no effort was made to demonstrate whether this was
correct.

Carr's applied work on driver age showed the calculated

RR values were consistent with intuition and the results
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obtained by other researchers: young and old drivers were
both over-represented in collisions. An important result,
based on analysis of the RR statistic as a function of
driver age, was that analysis of the Ontario data did not
support Thorpe's fourth assumption which states:

The relative likelihood of a driver-vehicle

combination being the responsible combination in a

collision accident will be the same as the likelihood

of that combination being involved in a single-vehicle
accident.
This assumption was critical to the development of Thorpe's
method.

Carr also points out some of the criticisms of using
large data sets to estimate exposure. There are problems
with not all accidents being reported, and whether
conclusions, based on only those that are reported, are
valid. However, this is not critical unless there is bias
in those accidents that go unreported. There is also the
issue of whether the investigating police officer makes an
unbiased determination of the responsible party. Carr cites
evidence that a police officer may bias the data because of
his law enforcement viewpoint.

In 1969, Hall applied a similar quasi-induced exposure
technique to examine age of the vehicle operator and the age
of the vehicle as accident factors. His metpodology differs
from Carr's in that Hall assigned responsibility to the
driver-vehicle combination that received a summons. Cases

involving a two-car collision where no summons was issued

were discarded. Further, Hall did not include those cases
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where one vehicle was stopped (defined as non-responsible by
carr) .

Hall's results indicated that younger and older drivers
were over-represented in the accident-responsible
population. The results on the effect of vehicle age were
not conclusive.

Hall also noted the possible bias in this method due to
determination of accident responsibility. For example,
findings related to operator age may reflect a bias against
old and young drivers by law enforcement personnel. This
potential bias, or any introduced by the method of assigning
responsibility for the accident, has been addressed, at
least in part, by others (see Taylor and Delong 1986).

Hall agreed with Carr on the overinvolvement of younger
and older drivers, and, in general, on the utility of the
quasi-induced exposure technique in producing results
consistent with previous research. Hall also notes that the
issue of any bias associated with the assessment of
responsibility for the accident must be resolved before this
method can be applied meaningfully.

With regard to the bias issue, Taylor and DelLong (1986)
showed that, in two-car collisions, the responsible driver
for the accident is seldom incorrectly assigned.
Furthermore, work by McKelvey and Maleck (1987) indicated
that in the few cases where the role of responsible driver
was reversed, it had no effect on results. This work is

discussed in more detail later.
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In related work, Carlson (1970) used Hall's data and
the same logic to examine whether older vehicles are over-
involved as either the responsible or non-responsible
vehicle. He also examined the issue of whether younger or
older drivers were more involved as either the responsible
or the non-responsible party. Population data on vehicle
registrations, and on drivers were used to "normalize"
values. This produced estimates of responsible and non-
responsible crashes per driver or vehicle by age group.

Carlson found that: older vehicles are overinvolved in
responsible crashes as compared with their involvement in
non-responsible crashes; and older and younger drivers are
overinvolved in responsible crashes compared to their
involvement in non-responsible crashes. He also concluded
that the concept of induced exposure combined with
population data provides a useful tool to identify
overinvolved crash driver-vehicle groups. However, it is
clear that population data can only provide at, best, a
crude measure of exposure.

In a study of car and truck involvements, van der Zwaag
(1971) applied the quasi-induced exposure method to a sample
of Oakland County (Michigan) data. This study involved
passenger cars and trucks (no pick-ups). Responsibility for

an accident was assigned by determining if a driver had
committed a violation.
The conclusion was that trucks were overinvolved in

reportable accidents in this sample of Michigan data. His

~
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findings also tended to support Carlson's regarding
overinvolvement of older drivers in crashes. The results
were qualified with the observations that these results may
not apply to other data, and that using another exposure
measure may alter the results. These qualifications were
necessary due to the relatively small sample size
(approximately 27,000 cases), and that there was no standard
to which the results of the new method could be compared.
Cerrelli (1972a) also used quasi-induced exposure
methods in combination with vehicle registration data to
develop exposure measures from large sets of accident data.
The following indices were developed: a "liability index"
which is defined as the ratio of percent responsible drivers
in Class (i) to the percent licensed drivers in Class (i):
an "exposure index" defined as the ratio of percent non-
responsible drivers in Class (i) to the percent licensed

drivers in Class (i); and a "hazard index" defined as the

ratio of the two previously described indices. This index

is essentially the sam<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>